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ABSTRACT

Az artificial intelligence (Al) continues to grow in proficiency, the potential for Al to be used as team members
rather than tools iz becoming clozer to realization. Thiz advancement iz driving new research inwvestigations into
the applicability of human-human teamwork knowledge to the context of human-autonomy teaming. In the
current study, we apply qualitative methods to explore how the perceived composition of a team (how many
humans and how many agents on the team) affects sentiments toward teammates, team processes, cognitive
states, and the emergence of a system of team cognition. A total of 46 teams completed a teamwork simulation
tazk and were interviewed afterwards regarding their teamwork experience. All of the teams were comprised of
only humans; however, two conditions were led to believe that their teammate(z) were autonomous agents.
Interviews were analyzed using grounded theory and the Gicia methodology, which revealed thematic differ-
ences between the team compositions. In light of our rezults, we offer a new model that describes how early-sage
action teams achieve effective team procezzes and emergent cognitive states.

1. Introduction

Ower the years, a great deal of Literature has examined factors leading
to high performance in work teams (Mathieu ot al |, 2018; O'Neill and
Salas, 2018; Salas et al, 2008). Recently, rapid advances in computa-
tional science, artificial intelligence (Al), human-sutomation interaction
(HAI), and human-computer interaction (HCI} have gradually led to
seenarios In which “synthetic agents™ are being used as fully-fledged
team members (Chen, 201E). Indeed, a recent systematic review
(' Neill, McMNeese, Barron, & Schelble, 2020) focused on Frsman—
autonomy teams (HATe; McMeese ot al, 2018) found 76 empirical
studies, demonstrating the conceptualhization and advancement of the
topic. A HAT mvolves at least one human working mterdependently
with at least one form of autonomy, where an autonomous agent rep-
resente a  computational sub-syetem  partially or completely
gelf-governed with respect to team activity (e.g., decizion making,
adaptation, task behaviors, communication; Demir =t al | 2016). Given
the current pace of technological development, the use of HATs 1= ex-
pected to proliferate in the future (Endzley, 2017). Therefore, deter-
mining the factors that lead to high performance in HAT: i= of eritical
importance (Larson & DeChurch, 2020).
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Rich and Sidner (1997, p. 284) wrote: "We take the position that
agents, when they interact with people, should be governed by the same
principles that underlic human collaboration ™ One of the eritical factors
potentially underscoring performance in HAT:s, however, may involve
human perceptions of autonomous agentz. On the one hand, landmark
research by Nasz and colleagues found that when a human was tasked
with working interdependently with a computer, the human anthropo-
morphized the computer by being polite to it, viewing it as cooperative,
and experiencing the computer as friendly (Mass et al, 1994, 1995,
1996; eee also; Burgoon ot al, 2016; Wallizer =t al | 2017). This linc of
rescarch suggests that, in a team context, humans may interact with
autonomous agents as they would with other humans.

Despite the aforementioned research, other work clearly sugpests
that humans may not trust Al (Glikson & Woolley, 2020). Indeed,
MNomura and eolleagues (Momura =t al, 2004) developed a Negative
Attitude toward Robots Scale (NARS) to assess people’s general negative
attitudes toward artbificially-intellizent robots. Factors contnbuting to
negative perceptions of autonomous agents include low reliability and
transparency (Mercado ot al, 2016}, and a lack of independence and
agpeney (Wynne & Lyons, 2018). Hong and Curran (2019) found that
artwork developed by humans versuz Al was judged to be of equivalent
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quality, unless the participants were made aware that the art that was
Al-generated. When humans knew whether the art was Al-generated,
humans holding negative cognitive schemas rated the Al art as lower
in quality than the human art. This suggests that humans hold a general,
over-arching social-cognitive bias against autonomous agents, and this
may explain why HATSs rarely perform as well as human-human (i.e., all
human) teams (e.g., Demir et al., 2016; Fan et al., 2005; McNeese et al.,
2018).

Therefore, there appear to be two competing perspectives regarding
how humans treat autonomous agents in a team context. Humans may
anthropomorphize autonomous agents and work with them as they
work with other humans, which should be conducive for high-
performing HATs. On the other hand, they may be predisposed to
viewing autonomous agents as tools lacking in agency, self-
determination, and intelligence (Lyons et al., 2019; Wynne & Lyons,
2018), which might prevent them from engaging in collaboration and
coordination, mutual learning, and collective goal pursuit. Notably, the
implications of these two potential possibilities are profound. If humans
treat other autonomous agents as they would human teammates, then
the challenge in developing high-performing HATs is one of design (Rich
& Sidner, 1997). Specifically, the design would focus on attempting to
mold the autonomous agents after attributes and behaviors of effective
team members (e.g., Rousseau et al., 2006) as well as critical member
role task requirements and interdependencies (Johnson et al., 2011). On
the other hand, if humans behave in a manner that reflects a general bias
against engaging in teaming activity with the autonomous agents, the
problem is one of social cognition and human perceptions of AL This
issue may need to be addressed through various interventions, such as
enhanced experience, better education on Al capabilities, and training
on how to work with autonomous agents in a team context (e.g., Cohen
& Imada, 2005; Nikolaidis et al., 2015).

In the current research, we set out to qualitatively study HATs using a
unique research design involving the participant confederate approach.
We used a laboratory task that involved three team member roles. We
considered all human teams, as well as humans purportedly playing with
either one or two autonomous agent team members. However, all of the
purported autonomous agents in this research were actually humans.
What was unique about this was that it controlled for differences in
autonomous agents actual behaviors by actually making the autono-
mous agents identical in behavior to human team players. Therefore, if
differences involving teams knowing they were all human versus teams
believing they were part of HATs were observed and reported on by
participants, it must mean that perceptions of working with autonomous
agents led to different experiences in the HATs and not the capabilities
of the autonomy itself. We approached the study using qualitative in-
quiry, given the novelty of this research and the uncertainty to what we
might observe. Qualitative methods allowed us to investigate the
emergence of themes based on the experience and perceptions of the
participants, which offered a richness that a quantitative study would
not offer.

1.1. Previous HAT research

Several studies have compared human-human teams versus HATs.
McNeese et al. (2018) investigated the role of a synthetic agent devel-
oped using ACT-R cognitive modeling architecture capable of serving as
a full-fledged teammate. The testbed involved the CERTT UAS-STE,
involving three-member teams, with the agent playing the role of
photographer along with humans playing the roles of navigator and
pilot. The findings indicated that human-human teams outperformed
the HATSs. Specifically, HATs were not as effective in processing targets
to be photographed at waypoints or using situation awareness (a team
cognitive state) to adapt to the spontaneous introduction of new way-
points. The authors interpreted their findings as reflecting poor
communication in the HAT condition, as analyses revealed that
human-human teams shared more high-quality information than HATs.
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Other studies reported similar trends (Cooke, Demir, & McNeese, 2016;
Demir et al., 2016; Myers et al., 2018) and collectively find that humans
and autonomous agents have difficulty engaging in effective team pro-
cesses such as explicit and implicit coordination, information exchange,
and adaptability (cf. Salas et al., 2005). An exception included research
by Fan and colleagues, who found that HATs performed better than
human-human teams (Fan et al., 2010) but, again here, this was
attributed to more robust team processes involving efficiency in
distributing and managing workload across team members (Fan & Yen,
2010). Therefore, for HATs to perform well, members must engage in
effective team processes involving communication and implicit coordi-
nation, which likely requires shared mental models and the emergence
of team cognition.

One might wonder why the majority of research comparing human-
human teams to HATs finds that HATs perform worse and have deficient
team processes. One possibility is the lower capabilities of autonomous
agent teammates used in those studies. For example, McNeese et al. s
(2018) synthetic agent had a limited range of text that it could use and
understand for communication, whereas the human-human teams in
those studies were free to communicate through text using the language
of their choosing. The synthetic agent may also not have been effective
in adapting to other team member needs or anticipating behaviors,
explaining the HATs overuse of pulling messages (requests for actions
that should already have been done), and underuse of pushing mes-
sages (anticipating actions that team members would need and
requesting confirmation). If the autonomous agents used in previous
studies have weaker capabilities for performing the role and interacting
with teammates, it is not surprising that HATs underperform
human-human teams.

However, other studies have used a Wizard of Oz design to compare
human-human teams versus HATs. Using the CERTT UAS-STE testbed,
Demir et al. (2018) informed participants in the HAT condition that the
photographer was an autonomous agent when, in fact, the photographer
was a human confederate. In the human-human team, two participants
were located in one room, and the third member was a human located in
another room. The isolated human s role was the same as the purported
autonomous agent in the HAT condition (i.e., pilot). The results sug-
gested that even though the only difference in each condition was the
description of the nature of the pilot teammate, and thus the beliefs of
the navigator and photographer about the pilot (p. 260), HATs per-
formed worse and exhibited fewer planning ahead behaviors than did
human-human teams. Using a different testbed but similar Wizard of Oz
design, Walliser et al. (2017) found that HATs performed worse than
human-human teams in a non-team condition. Specifically, in the

non-team condition, human participants were told that their perfor-
mance would be evaluated independently of the autonomous agent. In
the team condition, participants were told that their performance was
interdependent with the autonomous agent. In this latter team condi-
tion, the differences between HATs and human-human teams vanished.
These studies tell us that (a) the mere perception that a teammate is an
autonomous agent affects team processes and performance independent
of the actual behavior of the autonomous agent, and (b) that priming
team interdependence may minimize the observed differences among
human-human teams and HATs. Collectively, this reveals the potentially
powerful effects of human perceptions and social cognitions involving
teamwork with autonomous agents.

1.2. Fundamental team processes and states in HAT action teams

1.2.1. HAT action teams

As reported in O Neill et al. s (2020) review, current research on
HATs has primarily been conducted in laboratory environments
involving simulation-based command and control, emergency rescue,
and other computer games that require cooperation and communication
among team members to complete tasks (e.g., BAWT [blocks for world
teams]; Harbers et al., 2011). The USARSim is a search-and-rescue game
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in which the team explores an unknown environment and identifies as
many positions of victims as possible (Lewis et al., 2011). The Cognitive
Engineering Research on Team Tasks Unmanned Aerial System-

Synthetic Task Environment (CERTT- UAS-STE) is based on the United
States Air Force Predator UAS ground control station and requires three
interdependent teammates in distinct roles (pilot, navigator, and
photographer) to efficiently take photographs of waypoints (Cooke
et al., 2016; McNeese et al., 2018). Notably, all empirical studies of
HATs focus on simulated team tasks such as these.

In light of the above, it appears that existing investigations and ap-
plications of autonomous agents tend to be within the action phases of
teamwork (cf. Marks et al., 2001). Action phases are periods of intensive
interdependent task execution activity (as opposed to transition phases
such as formal strategic planning, goal selection, pre-task planning, and
conflict management). Similarly, extant research appears to be con-
ducted within a specific type of team referred to as action teams by
Sundstrom (1999, pp. 20 21). Prototypical action teams involve sur-
gery, military, and expedition teams (Driskell et al., 2018)  which
represent the current and future anticipated usage of many HATs
(Schelble, Flathmann, & McNeese, 2020). This focused use of HATS is
not surprising given that Al and autonomous agents current capabilities
are centered around executing task-related functions rather than dealing
with unstructured and abstract problems (e.g., creating a team mission
statement or team values framework).

1.2.2. Implicit team coordination

A fundamental team process underscoring success in an action-
related team activity is implicit team coordination. Team coordination
is generally defined as involving the orchestrating the sequence and
timing of interdependent actions (Marks et al., 2001), thereby ensuring
integration and alignment in actions (DeChurch & Marks, 2006). Action
teams must make decisions quickly, execute interdependent tasks
seamlessly, and communicate essential information efficiently (Butch-
ibabu et al., 2016). Therefore, they must go beyond a more explicit,
pre-planned coordination approach which takes time to develop and
update during transition phases occurring before and between action
phases and focus on achieving implicit team coordination (Blinkens-
derfer et al., 2010; Mohammed et al., 2010). Rico and colleagues (Rico
et al., 2008) defined implicit coordination as the ability of a team to act
in concert by predicting the needs of the task and the team members and
adjusting behavior accordingly, without the need for overt communi-
cation (p. 165). During action phases, teams rely on implicit coordi-
nation in a dynamic and ongoing mutual adjustment process involving
the anticipation of others future actions and engaging in subsequent
actions informed by predictions of others behavior (Fisher et al., 2012).

1.2.3. Shared mental models

There is substantial literature investigating how to maximize implicit
team coordination in human action teams, and much of it points to the
critical role of shared mental models (Mohammed et al., 2010; Fisher
et al., 2012; Rico et al., 2019). The shared mental models construct re-
sides within the broader concept of team cognition, which focuses on
aspects of knowledge location and sharedness within the team (Salas &
Fiore, 2004). Importantly, shared mental models were invoked to
explain how teams were able to demonstrate coordinated activity with
very little communication during intensive task activity (Mohammed
et al., 2010). A team with strong shared mental models demonstrates a
common understanding of how member roles need to be integrated to
coordinate task execution as efficiently as possible (Rentsch et al.,
1994). Not surprisingly, in the literature on human teams, shared mental
models have been strongly related to team coordination and, as a result,
high performance in action tasks (Fisher et al., 2012; Gabelica et al.,
2016; Smith-Jentsch et al., 2005, 2008). Mental models that do not
converge leave the team in a scattered, discombobulated state that re-
sults in duplication of work, suboptimal decisions, and disconnected
activity among team members.
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1.2.4. Communication

Classic multilevel theoretical treatments view communication and
interaction as the cornerstone for the emergence of team-level phe-
nomena (e.g., Kozlowski & Klein, 2000; Morgeson & Hofmann, 1999;
Rousseau, 1985). Members interactions in teams, such as various forms
of communication and task behaviors, signal intentions, assumptions,
and preferences (Mckinney, Barker, Davis, & Smith, 2005). At team
formation, members are unfamiliar with each other and how the team
will work as a cohesive unit (Kozlowski & Bell, 2008, pp. 15 44). It is
through repeated cycles of communication and interaction that a team
may come to develop effective team processes and emergent states
(O Neill & McLarnon, 2018). Therefore, high-quality communication is
a team process needed to encourage the development of highly efficient
coordination implicit coordination that is supported by an intact
shared mental model (Entin & Serfaty, 1999; McNeese et al., 2018).
Accordingly, communication must be examined in the context of team
processes and emergent states in HAT research.

1.3. The current study

In order to disentangle the effects of the limited capabilities of
autonomous agents with human social cognitive perceptions of those
agents on the emergence of team cognition involving team processes (i.
e., communication, implicit coordination) and cognitive states (i.e.,
shared mental models), we implemented an elaborated version of the
Demir et al. (2018) and Walliser et al. (2017) research designs. To
achieve this, in three-member teams, participants were led to believe
that their team members were autonomous agents when those team
members were really other human participants who were also led to
believe that their peers were autonomous agents (referred to as the

Multi-Agent HAT condition). If the (human) participants display a bias
toward working with their counterparts, it suggests that there is a bias
unique to human perceptions of working with agents that is entirely separate
from how the autonomy functions or behaves (because, in fact, there are
only humans in the team). In addition, we consider another HAT con-
dition wherein two humans are informed that they are working with
another agent (that is really just another human, referred to as the

Multi-Human HAT condition). This design allows us also to examine
whether having a human teammate while working with an autonomous
agent would prime participants to approach their peers as legitimate
teammates and positively affect the development of healthy team
cognition. Finally, we considered a baseline, traditional team of
three-member that were aware that they were all humans playing the
game together (referred to as a Traditional Human Team).

We look at action teams specifically, as well as their underlying
critical processes of communication and implicit coordination, and the
critical emergent cognitive state of shared mental models. Our design
methodology and qualitative analyses focused on addressing the
following general research question (RQ):

RQ: How does the perceived composition of a team affect sentiment to-
ward (or perceptions of) teammates, team processes (i.e., communica-
tion, implicit coordination), cognitive states (i.e., shared mental models),
and the emergence (or lack thereof) of a system of team cognition?

2. Method
2.1. Participants

One hundred undergraduate participants (67% female) were
recruited from a large southeastern university psychology subject pool.
This sample resulted in forty-six teams completing the experiment. The
Traditional Human Team and Multi-Human HAT conditions had 15
teams each complete the experiment, and the Multi-Agent HAT condi-
tion had 16 teams. Each participant that completed the experiment
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received course eredit.

2.2 IHAT task

A team task simulation ecalled "IHAT” (Implicit Interaction for
Human-Autonomy Teams) was explicitly developed for the current
experiment. The IIHAT simulation did not allow for communication to
specifically izolate the effects of implicit coordination in team cognition
and HATe (Entin & Serfaty, 1999; Hanna & Richards, 2014, 2015;
Shively et al., 2017). Additbonally, thizs controlled for text-based com-
munications that may hawve revealed that the purported autonomous
agents were actually other human participants.

The IIHAT simulation goal is for players to escape a fictitious island
by collecting six objectives with players located in the top left, bottom
left, and bottom-right corners of the map in as few team member moves
ae possible. This task was made interdependent by assigning each player
unique abilities that enabled them to overcome specific terrain to help
collect objectives located within that type of terrain. The simulation
involved three players and displayed the current map and an informa-
tion panel on the right displaying the teams” current number of moves
(Fiz. 1). The number of moves the team has taken inereases with cach
team member move but does not increase if a team member chooses to
slap their turn by pressing T. Moves were taken sequentially m order of
Flayer 1, to Player 2, to Flayer 3, and then back to Flayer 1.

Every map contained six objectives that teams were required to
collect to advance to the next map. Each restricted terrain area con-
tained one objective for the team member with the appropriate ability to
collect it, whereas the three other objectives were located on neutral
terrain aceessible to everyone. The three neutral objectives were stra-
tegically placed in brown areas of the map acceszible to any playver to
Serfaty, 1999; Hanna & Richards, 2014, 2015). Specifically, these
neutral objectives were placed equudistant between cach pair of players.
After pilot testing the [IHAT simulation, 3-8 pauses to game-play were
implemented after every third turn, and a 5-z pause at the beginning of
cach new map, in order to give players a chance to assess past achons
and further plan their strategy for the new state of the simulation
Finally, players were given the ability to skip their turn for any reason (e.
£., to obeerve what other members do and adjust accordingly).

Compurters in Human Beh
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The IIHAT simulation began with five “easy” difficulty maps, fol-
lowed by five “medium” difficulty maps, and ended with five “hard™
interdependence, and coordination for team efficiency and performanece
(eeen in Fiz. 2). The [IHAT simulation was designed to create high levels
of team nterdependence (Saavedra et al, 1993; Van de Ven et al., 1976)
by presenting all team members with a joint task to complete through
the non-verbal (Le., implicit) communication needed to execute a co-

2.3. Materialz and equipment

A JavaScipt development toolkit known as Phaser HTML was
leveraged to develop the [IHAT simulation. The simulation’s multplayer
facets were handled using web services hike socket.io, Node js, and an
Amazon Web Services EC2 instance and data recorded in a relational
database. Participante were all separated by dividers, ensuring they
could not eee one another. Players used desktop computers to complete
the expeniment, using the WASD set of keye to move around the simu-
lation and the T key to skip turne duning the simulation

2.4 Autonomous agend

Thiz experiment used a unique varation of the Wizard of Oz
approach to simulate an autonomous agent’s appearance amd actons
completing the [IHAT task stmulation in order to isolate the effects of
human perception of working with an autonomous teammate. Standard
Wizard of Oz uses a trained human confederate acting as technology
[computer feature or autonomy), ensuring the participant believes the
actions/responses they see are genuinely the technology's actions/re-
sponses (Felley, 1923, 2018). This technique was modified in the cur-
rent study by alzo deploying what iz known as the “participant
confederate approach™, which has been shown to improve the face
vahdity of studies (L=iz & Reinerman-Jones, 2015, White et al., 2005).
Epecifically, in the Mult-Agent HAT condition, we had each human
player unknowingly serve as the confederate for other Multi-Agent HAT
participants. To achiewe this, each of the three participantz in a given
session was told they were playing with other autonomous agents when
they were really playving with each other. However, to effectively ensure




0. Miusick et ol

Comy 1 in Human Beh 122 (2021} 106652

Fig. 2. A more complex map of the [IHAT task requiring more interactions between players.

the two conditions were comparable to one another, the Wizard of Oz
agent in the Multi-Human HAT condition had to act the same azs a typical
human player, which was achieved by observing players” behaviors in
the Traditional Human Team condition. From those observations, gen-
eral principles were ereated to emulate the typical human player, which
was executed by two trained confederates. A mamipulation check was
implemented after the focus group interview to ensure that all partici-
pants truly believed they were working with Al as their teammates,
which only four individuals failed, with twe in the Multi-Human HAT
conditton and two in the Multi-Agent HAT condition.

2.5. Procedure

Informed consent was obtained from each participant along with
collecting demographic nformation in a pre-task survey. This pre-task
survey was not for measurement or comparizon purposes, and was
conducted in order to collect demographic data for deseriptive purposes.
After the pre-task survey, participants were given an instruction sheet
deseribing the [IHAT simulation. Participants were told they would be
unable to werbally or textually communicate with one another
throughout their ime completing the task but that their moves may
signal intentions. Each team completed the [IHAT task simulation fol-
lowed by a post-task semu-structured focus group interview az a team
that averaged 6 min and 43 =. The experiment took roughly an hour for
each participant to complete in itz entirety. The Traditional Human
that the three iIndividuals would be working together az a team to escape
each island by collecting the objectives as efficiently as possible. The
Multi-Human HAT individuals were given theses same instructions but
were also repeatedly told that they would be completing the task with an
autonomous teammate as their third teammate (Player 3). Mult-Human
HAT participants were given no other information regarding their
autonomous teammate’s ability other than that it had been trained to
complete the task as efficiently as possible. Lastly, the Mult-Agent HAT
condition participants were given the same instructions as the Mulb-
Human HAT condition except for being repeatedly told that ecach
participant would be working with two autonomous teammates each.
Both of the conditions that included autonomous agents conveyed no
outward evidence indicating a failure of the experiment’s deception. A

rescarcher was phyveically present throughout the task to ensure di-
rections were followed and to obeerve for indications of potential

deception failure.

2.6. Focus group Iterview

The focus group interview was conducted by the same two authors
oversesing the experiment sessions. The interviews took place in the lab
face to face after teame completed the [IHAT task simulation and were
semi-structured with eight predefined queshons tarpeting aspects of
coordination, team cogmition, and team interaction The interview
questions can be seen in their entirety in Table 1.
follow-up questions secking to have the participants identify specific
experiences from the experimental task that led them to provide the
answers they did. An example probe question that would typically
follow question four is as follows: “Can vou provide an example of a ime
when everyone on your team was on the same page when gathering

Table 1
Focus group interview questions.
Number  (Juestion
1 'Was your firat thowght abowt working with the team and adapting to their
movements or about how you would do it individually and then wait for
wour teammates to finich?

team initially?
3. How do you think your team went about gathering objectives? Did you

each collect objectives without regard to the movementn of your
teammates, by making a plan before you started based on what you
assumed your teammates woukd do/depended on the board?

4 Do you feel that everyone on your team thought about cooperating and
gathering ohjectives the same? If not, why?

5 Cognitively, how do you think your team determined which objectives
they were regpongible for and which they were not?

6. How did your team overcome potential differences in team members
inland escape strategies?

7. Do you feel team cognition wan establiched within your team? If needed
deccribe team cognition.

Diil the model/common ground happen in the earhy games or later gamea?
What do you feel led to having/or not having team cognition?

R
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objectives?” After the experiment was completed, all interviews were
volce recorded and transeribed by a team of three researchers with the
help of Otter Al

2.7. Analyrtic approach

The qualitative analysiz used to analyze the interview data was based
on grounded theory (Glaser et al, 1968) n order to investigate how
human team members cooperate with and build team cogmition with
what they perceive asz Al teammates. The interview data was coded
according to the following stepe: (1) two of the study’s authors read
through all of the interview transeripts to ascertain a basie under-
standing of the participants” perceptions of working with Al teammates;
(2) the same two authors independently summarized the interview data
into a ect of themes based on participants” narratives of their experience
working with their human and/or pereeived Al teammates during the
experimental task; (3] all the authors collectively diseuszed and refined
the themes to ensure the participants’ experiences were accurately and
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wholly understood; (4) the imitial two authors re-read the interview
transeript data to extract example quotations to represent the identified
themes; (5) all authors collectively dizcussed, refined, and organized
themes and aggregate dimensions to generate a comprehensive under-
standing of how the pereeption of working with an Al teammate affects
individuals trust, team cogmition, and eooperation, with this information
coming together to culminate in a model of HAT development. This
qualitative interview analysiz methodology is common and was modeled
after past regearch (MeDonald =t al., 2019; Zhang =t al_, 2021}, and the
Gicla methodology regarding themes (Gicia =t al | 207 2).

To ensure that qualitative rigor was applied to the organization and
presentation of concepts and themes, the Gioia qualitative methodology
was adepted (Gioia et al., 201 2). Thiz methodology is commenly uszed to
capture “concepts relevant to the human organizational experience in
termes that are adequate at the level of meaning of the people living the
experience and adequate at the level of scientifie theorizing about the
expenience’” (Gioia et al., 2012, p. 16.) Thiz analytic appreach involved
the first four of the five steps, desenibed in the previous paragraph,

1st Order
Concepts

2nd Order
Themes

Aggregate
Dimensions

« Multi-Agent HATs limited to individual workload and
reactionary coordination
« Traditional Human Teams transitioned to implicit coordination

« Traditional Human Teams utilized nonverbal communication -
skipping and/or directional movements
« Multi-Agent HATs rarely attempt to communicate

« Traditional Human Teams developed a SMM which supports
coordination
+ Multi-Agent HATs showed frustration with a lack of a SMM

+ Multi-Human HATs had implicit coordination between humans
« Many Multi-Human HATs expanded their implicit coordination
to include the autonomous agent

+ Multi-Human HATs used nonverbal communication to
coordinate

+ Some of these teams attempted to communicate similarty
with the autonomous agent

« Multi-Human HATs developed a SMM of the task
« Many Multi-Human HATs perceived that the autonomous
developed the same SMM

+ Sometimes negative percepions of autonomous agent
in Multi-Agent HATs

+ Multi-Human HATs perceived autonomous agent as a
teammate
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which resulted in the emergence of numerous 2nd-order themes that
encapsulated various concepts. Step five involved the further distillation
of 2nd-order themes into aggregate dimensions used to create a data
structure (Fig. 3). This data structure serves as both a valuable visual aid
and a graphical representation that communicates the progression from
raw data to themes.

3. Results

Thematic analyses following the Gioia (2012) qualitative method-
ology revealed eight themes defined by common first-order concepts
expressed in the participant quotes. The eight themes were sorted into
three aggregate dimensions. We begin by reviewing the themes under
each of the three aggregate dimensions and quotes that exemplify each
of them. These aggregate dimensions include: 1) a comparison between
processes in Traditional Human Teams and Multi-Agent HATs, 2) a
comparison between Multi-Human HATs and Multi-Agent HATs in terms
of processes, and 3) a comparison between Multi-Human HATs and
Multi-Agent HATs in terms of perceptions. We then frame the Discussion
around an integration of the themes and advance a proposed model of
HAT development in the context of action tasks.

3.1. Multi-Agent HATs rarely demonstrated team cognition

The first aggregate dimension reflected a comparison of themes
involving the Traditional Human Team versus Multi-Agent HAT condi-
tions. Three themes emerged: Multi-Agent HATs general inability to
develop implicit coordination, weak communication attempts, and lack
of SMMs.

3.1.1. Multi-Agent HATs general inability to develop implicit coordination

As a baseline form of coordination, all conditions began by focusing
on their individual workload and coordinating behavior in response to
other team member actions:

[T would] just see what route they took to see what route I needed to
take. -Multi-Agent HAT 2-P1 (Condition Multi-Agent HAT; Team 2;
Participant 1)

I kind of made a route in my head but then if one of them moves one
way or another I d adapt. -Traditional Human Team 11-P3

Both of these quotes described a behavior involving noticing the
actions of teammates and then reacting as appropriate to individual
behaviors. Importantly, this reactive coordination was the dominant
approach to coordination reported by participants in Multi-Agent HATs.
Most of the Traditional Human Team participants, on the other hand,
reported advancing their coordinating behaviors beyond reactive coor-
dination to include implicit coordination:

I think in the beginning we all just went to the closest one to us, but
sometimes that might have been closer to someone else. But towards
the end, I think we figured that out and started to maybe going to one
that was a little more out of our way [that was more] out of someone
else s way. -Traditional Human Team 14-P2

Though implicit coordination took many forms, a common thread in
comments from Traditional Human Team participants involved the use
of explicit proactive and anticipatory behavior. As Traditional Human
Team 14-P2 described, this coordination involved proactively deter-
mining what a teammate was likely to do and the movement re-
quirements associated with that action. By thinking about this ahead of
time and making comparisons to their own objectives, team members
could implicitly coordinate as a team, which incorporated but exceeded
individual, inward-focused and reactive strategies.

3.1.2. Multi-Agent HATs weak attempts to communicate

When Traditional Human Teams participated in implicit
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coordination, which involved watching their teammates, extrapolating
their expected moves, and adjusting their own behavior, participants
often reported the desire to improve and support this coordination
through ongoing nonverbal communication, such as signalling in-
tentions. Specifically, every turn, players had the option of moving in a
direction or skipping their turn. Since participants were unable to
communicate with each other verbally, Traditional Human Team
players often made communication attempts through the skipping
turns feature. This pattern is exemplified in the following:

I would also check to see how far away I was compared to the
objective and then compared to them and if I really didn t think that I
should move because I was farther away then I just kept my spot,
even if they weren t going to go for it just to show that I felt like that
was a better move. -Traditional Human Team 10-P2

Described by Traditional Human Team 10-P2, this signalling not
only supports coordination but communicates feelings of what might be
a better move or a better approach. This communication, therefore,
supported the development of implicit coordination but also SMMs (see
below in section 3.1.3). Additionally, Traditional Human Teams also
attempted nonverbal communication through particular directional
movements:

I could tell that I could get an objective that they maybe would have
also gotten but I know I could ve gotten there faster so I started
moving in that direction to make them see that it was easier.
-Traditional Human Team 6-P3

Similar to the use of skipping turns, Traditional Human Team 6-P3
described communication that supported implicit coordination
through the use of directional movements. Like skipping turns, this form
of nonverbal communication was effective at conveying intentions,
which participants found helped them anticipate others actions. Players
would explicitly make a clear directional move in an early phase of a
game or at a crucial decision point in an attempt to ensure their in-
tentions were less ambiguous. Notably, both forms of nonverbal
communication (skipping and directional movement) were rarely used
in Multi-Agent HATs. Instead, Multi-Agent HATs were more likely to
express frustration with their perceived inability to communicate:

I mean, it was teamwork. But it also kind of felt like individual
because we couldn t talk to them. -Multi-Agent HAT 9-P1

You really cant. You can t communicate verbally, which is the
frustrating part. -Multi-Agent HAT 18-P1

These quotes were common in the Multi-Agent HAT condition. In
contrast, Multi-Agent HAT members reported being more likely to focus
on how they could not communicate rather than capitalizing on the
ways in which they could communicate nonverbally. Thus, Multi-Agent
HAT members reported engaging in very limited attempts to commu-
nicate; and therefore, participants rarely felt they behaved as a team
and/or progressed to a state involving a sense of shared cognition.

3.1.3. SMM of task, not developed in Multi-Agent HATs, supported implicit
coordination in Traditional Human Teams

A common theme reported by members of Traditional Human Teams
was their perception that their team had SMMs:

So, I think with all of us having the same mindset, we flowed really
well and then just got better as it went. -Traditional Human Team 6-
P1

Traditional Human Team 6-P1 referred to having the same mind-
set, suggesting that their team s SMM of the task improved over time.
This SMM, in turn, supported their ability for implicit coordination or

flow as the game progressed. Similarly, Traditional Human Team 16-
P3 articulated a SMM of the task:
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But then after a while, you d see when they pause and it was their
way of saying okay, you get it. You see them going left or right or up
and where they were.

This quote describes how the previously mentioned nonverbal
communication used by Traditional Human Teams was perceived to be
acknowledged and contributed to a common mutual understanding by
each of the team members. Thus, a SMM of this aspect of the task
(communication and its interpretation) was in alignment across team-
mates. In this context, these teams were able to develop a SMM for
communication and its interpretation without any verbal communica-
tion or debriefing to confirm signals and their meanings. Further,
Traditional Human Teams often referred to a gradual improvement in a
SMM with their teammates over time:

[Team cognition] happened as we understood more where the other
people would go. -Traditional Human Team 4-P2

Also, from the previous maps you can kind of see a pattern so you can
assume where they might go. -Traditional Human Team 5-P2

As they gained experience with these teammates, it appears that
Traditional Human Team members coalesced around a SMM. Their
mental model of their teammates supported their ability to predict what
objectives particular teammates would go after. However, Multi-Agent
HATs were much less likely to describe a process pertaining to SMM
development. Instead, Multi-Agent HATs were much more likely to
discuss their frustration with a lack of SMMs than Traditional Human
Teams.

There is like a few times where one of the [AI] would just grab like an
extra one and then it was like something that I was on the path going
to but then I just be like, okay, I 11 just chill here. -Multi-Agent HAT 7-
P1

I was kind of like yeah dude, like he wasted so many extra turns
doing that but like, it s okay. -Multi-Agent HAT 9-P1

I was kind of stuck here. I was like thinking they were going to go this
way. And then they didn t. -Multi-Agent HAT 12-P1

As suggested by these quotes, Multi-Agent HAT participants
expressed frustration with their autonomous agent teammates for not
having a SMM of the task and refusing to make attempts to develop one.
Multi-Agent HAT 17-P1 shared one such view of the autonomous agent
in the following quote:

I didn t think it was adapting all to what I was doing. I thought it was
just, I was just kind of going off what they were doing, and they
weren t changing.

Multi-Agent HAT 17-P1 appeared to think that the autonomous
agents were unable to adapt and change. This perception would likely
undermine any motivation to try to develop levels of coordination, such
as the implicit communication described by many Traditional Human
Team participants.

3.2. More than one human in HATs supports team cognition

The second aggregate dimension reflected a focus on first-order
concepts and themes applicable to Multi-Human HAT members, rela-
tive to those in Multi-Agent HATs. Three themes emerged: Multi-Human
HATs relatively strong development of implicit coordination, Multi-
Human HATs strong use of non-verbal communication, and the
perceived SMM that included the autonomous agent on Multi-Human
HATs.

3.2.1. Strong development of implicit coordination in Multi-Human HATs
As was reported in the other two conditions, teams in the Multi-
Human HAT condition began by focusing on individual workload and
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by using reactionary coordination:

Well, I guess if we both tried to go for an objective, if you or the Al
kept going, then I would just stop because I realized you were going
to get it. -Multi-Human HAT 9-P1

However, a distinguishing factor between the Multi-Agent HAT and
Multi-Human HAT conditions is that participants on Multi-Human HATs
thought they were teaming with at least one human. Quotes suggested
these teams were more likely to proactively observe their teammates
and coordinate actions like those in the Traditional Human Team
condition:

I looked at my character first, and then I looked at what was on my
path. And then I looked to see their area and what was on their path
to see if there was like an outlier, that maybe I was closer to get than
they were. -Multi-Human HAT 11-P2

If you re [taking] your path to the objective and I only have to go
two moves this way, and my teammate would have to go like five
moves this way it was kind of just like, watching their movement and
then watching your movement and like, just kind of the unspoken
communication of like, I 11 grab this one for you. -Multi-Human HAT
16-P1

As suggested in these quotes, Multi-Human HAT 11-P2 and 16-P1
both developed a proactive and anticipatory approach that deliber-
ately considered their teammates likely movements and requirements.
In this way, Multi-Human HATs perceived teamwork and participated in
coordinating behaviors in a similar way to Traditional Human Teams
rather than the other HAT condition (Multi-Agent HATSs). Interestingly,
Multi-Human HATs did not solely limit their implicit coordination to
their human teammate:

Yeah, I think it was also important to know which ones, if your
teammates had to go a certain way to get to the ones that they can
only get to going through that path, which ones they would also pick
up. -Multi-Human HAT 4-P1

It s like at first it was - what you need to do to get your square and
like how you re going to play in your path and then later was more
like, okay, well, how can somebody else probably get it before me
and kind of seeing the strength in your other partners. -Multi-Human
HAT 15-P1

Multi-Human HAT 4-P1 and 15-P1 both described the same proac-
tive mindset and used plurality to describe their teammates and the
strength in your other partners. In this way, Multi-Human HAT par-
ticipants extended their implicit coordinating behaviors to encompass
the entire team including the autonomous agent rather than only the
human teammate. This ability for Multi-Human HATs to develop im-
plicit coordination stands in stark contrast to Multi-Agent HATs which
were primarily limited to reactive coordination as described in the first
aggregate dimension.

3.2.2. Multi-Human HATs strong use of non-verbal communication

Similar to Traditional Human Teams, but unlike Multi-Agent HATSs,
Multi-Human HATs reported strong evidence of nonverbal
communication:

If I would skip a turn, that would try to communicate that someone
else should go for an objective if I skipped my turn. -Multi-Human
HAT 1-P1

Yeah, instead like going up and just keep going up. Doing one way or
the other. -Multi-Human HAT 11-P1

This non-verbal communication reported by Multi-Human HAT
members was similar, or indistinguishable, from Traditional Human
Teams given the active use of skipping (described by Multi-Human HAT
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1-P1) and directional movements that communicated intention
(described by Multi-Human HAT 11-P1). In this way, Multi-Human
HATs were able to communicate to their teammates what they
thought the best course of action should be. Like with implicit coordi-
nation, Multi-Human HAT members included the autonomous agent in
this communication:

Me and the AI would be in the same path and then when I would go
up or down, like rather than keep going towards each other, like,
okay, well now we know what we re doing. -Multi-Human HAT 15-
P1

In this quote, Multi-Human HAT 15-P1 described the use of direc-
tional movements, which were utilized by both Traditional Human
Teams and between humans on Multi-Human HATS, to signal intent or
strategy. However, this description is specific to an interaction between
a human and agent. The participant described a reciprocated interaction
with the agent that involved going in a specific direction to avoid am-
biguity regarding their intention. Similarly, skipping turns was
described to include the autonomous agent:

When [ saw teammates skipping turns, I knew that that was a thing
for me that developed more trust because I knew then that I was
supposed to go towards another objective. -Multi-Human HAT 4-P1

In this quote, Multi-Human HAT 4-P1 described how seeing team-
mates (both human and autonomous) skip turns improved trust and
coordination. Unlike the Multi-Agent HATs who were frustrated with
the perceived impossibility of communication, Multi-Human HATs
described both forms of nonverbal communication, skipping and
directional movement signalling, which supported their coordination
similar to Traditional Human Teams.

3.2.3. Perceptions of SMM development with the autonomous agents in
Multi-Human HATs

In addition to Multi-Human HAT members engaging in communi-
cation and developing implicit coordination, these teams also had
stronger perceptions of SMMs:

It [the AI] modified to the moves that we made and the one where
she got three, it modified to that. -Multi-Human HAT 1-P2

I think [the AI] had the same understanding, they re basing their
decisions off of the decisions of others. -Multi-Human HAT 4-P1

I feel like it was kind of predicting what we were doing. It was going
off with that. -Multi-Human HAT 10-P2

Multi-Human HAT 1-P2, 4-P1, and 10-P2 all discussed how they
perceived their teammate to be on the same page regarding strategy and
decision making. Importantly, all three of these quotes described their
perception of the autonomous agent, which indicated their belief that
the autonomous agent had similar SMMs and participated in team
cognition. The belief that the autonomous agent had SMMs was also
reciprocated as Multi-Human HATs described a SMM of the task and
coordinating behaviors that included the autonomous agent:

We got the hang of it more for sure. And like, understood ~ where to
go. And like, what objectives we were supposed to get. So I guess that
came with knowing what they were going to do. Yeah, I definitely
knew what we were going to do. -Multi-Human HAT 17-P1

I kind of just assumed what my teammates were going to do. -Multi-
Human HAT 7-P1

As discussed previously, these Multi-Human HATs often described
these perceptions using plural language to include their Al teammate (e.
g., they and teammates ). In these teams, the perception of SMMs
extended beyond the human teammate to include the autonomous agent
as well.
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3.3. Perceptions of autonomous agents underscore coordination in HATs

The third aggregate dimension reflected a comparison of themes
involving the Multi-Human HAT versus Multi-Agent HAT conditions.
Two themes emerged: Perceptions of autonomous agents were positive
in Multi-Human HATSs and negative in Multi-Agent HATs, and Multi-
Agent HATs tended to silo their autonomous agent teammates.

3.3.1. Multi-Human HATs have better perceptions of autonomous agents
than Multi-Agent HATs

A strong contrasting theme emerged regarding opposing perceptions
of autonomous agents in Multi-Agent HAT versus Multi-Human HAT
conditions. First, Multi-Agent HAT members reported negatively-
valenced perceptions of the autonomous agent:

Well, sort of the beginning it was all right. And then it started to kind
of break off and they started doing their own thing after a bit. -Multi-
Agent HAT 12-P1

I thought it was just like, literally just the computer. -Multi-Agent
HAT 17-P1

At first, I thought the jungle one was [intellectually disabled]. It
wasn t moving the right way. -Multi-Agent HAT 18-P1.

These quotes reflect what many Multi-Agent HATs thought of the
autonomous agent, specifically that it was doing its own thing and
unable to adapt. The quotes also clearly suggest a lack of perceived
agency of the autonomous agent ( literally just the computer and

intellectually disabled ). Though not all Multi-Agent HATs thought this
negatively of the autonomous agent, this sentiment was pervasive
enough to emerge as a clear theme.

Second, Multi-Human HATs were far more likely to positively
perceive the autonomous agent, often going as far as referring to it as a
team member:

It [the AI] was just kind of like another person. -Multi-Human HAT 2-
P1

It was just like anyone else. -Multi-Human HAT 7-P1

Yeah, I just based what I was going to do based off where my
teammates were going to go. -Multi-Human HAT 4-P1

I didn t really notice much of a difference. I just mostly just adapted
to what was going on with the AI teammate  and that was pretty
much that. -Multi-Human HAT 10-P2

These participants often perceived their Al teammate to be just like
their human teammate. This idea often came across in quotes subtly as
Multi-Human HAT 4-P1 among many other Multi-Human HAT partici-
pants referred to their teammates instead of just describing their sin-
gular human teammate. This perception was fairly consistent in this
condition as almost all Multi-Human HATs (1, 2, 3, 4, 5, 6, 7, 8, 10, 13,
and 16) mentioned that they treated the autonomous agent the same as
their human teammate. Thus, the increased likelihood of Multi-Human
HATs to perceive the autonomous agent as a teammate along with a
decreased chance to perceive it negatively likely played a pivotal role in
HAT development.

3.3.2. Some Multi-Human HATs siloed the autonomous agent

We found a theme shedding some negative light on Multi-Human
HATs. Specifically, not all Multi-Human HAT participants chose to
engage with the autonomous agent. When this happened, the autono-
mous agent was effectively sidelined out of the teamwork. One way
siloing was reported was through the form of simply ignoring the agent:

I kind of felt like it wasn t really there. I think it knew what it was
going to do. I feel like I was working with her more than the AI or
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whatever. So, I didn t really pay attention to what it was doing.
-Multi-Human HAT 3-P1

When this siloing of the autonomous agent in teamwork occurred,
Multi-Human HAT participants articulated one of two perceptions
behind it. First, they reported siloing the autonomous agent due to a
perception that communication with the agent was pointless:

I didn t think I was going to be able to communicate with the Al
anyway, so I just kind of let it do what it s going to do. -Multi-Human
HAT 4-P2

As Multi-Human HAT 4-P2 described, if participants thought that
nonverbal communication was impossible with the autonomous agent,
they did not attempt to communicate or coordinate with it. This limi-
tation resulted in coordination between only humans and leaving the
agent out of teamwork.

Second, some participants described the perception that the auton-
omous agent was too unpredictable:

The only way I thought it was different is sometimes I didn t know
the Al one was going to like, continue to go after one or not. Like I felt
more confident in what she [the human teammate] was going to do
than what the AI was going to do. -Multi-Human HAT 14-P2

Multi-Human HAT 14-P2 described the perception that the autono-
mous agent was unpredictable. Even though both teammates were
actually human, participants may have brought their preconceived no-
tions about autonomous agents into the experiment, assuming they
could not interpret and respond meaningfully to communication
attempts.

In sum, although having an additional human on the team in the
Multi-Human HAT condition appeared to be helpful, some humans still
reported limimted engagement with the agent.

4. Discussion

In the current study we investigated HATs using a unique research
design that leverages the participant confederate approach (Leis &
Reinerman-Jones, 2015; White et al., 2005). Specifically, all of the
purported autonomous agents in this research were actually humans.
However, in the Multi-Agent HAT condition, each human believed they
were the only human playing with two autonomous agent team mem-
bers. In reality, all were humans, and all were believing this same
storyline. A critical feature of this design is that it held constant, at the
sample level, differences in autonomous agents behaviors and capa-
bilities given that the so-called autonomous agents were literally
typical human team players. Furthermore, the autonomous agent be-
haviors were enacted by a researcher emulating typical human team
players in the Multi-Human HAT condition. Accordingly, the differences
we observed among human-human and the two HAT variants must be
related to perceptions of working with autonomous agents, rather than
limited capabilities or different behavioral patterns used by artificial
intelligence.

In the Introduction, we asked whether humans would be more likely
to anthropomorphize the autonomous agents or treat them as tools
rather than teammates. If the former were true, we would expect HAT
experiences to be relatively similar to experiences in all human teams. If
the latter were true, we would expect team development to be impaired
as human roles are replaced by autonomous agents, since the human(s)
would not attempt to build a team that coordinates, communicates, and
shares a common mental model. Importantly, our findings suggest
support for both possibilities. Where there was only a single autonomous
agent and another human, we found that participants often reported
attempts to communicate by signalling intentions. As the team devel-
oped, coordination became gradually more implicit and members
demonstrated a perceived shared understanding of the team s approach.
This coordination did not happen in teams with one human led to
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believe they were working with two other autonomous agents, however.
In this case (i.e., the Multi-Human HAT condition), participants did not
report teamwork-related behaviors or attempts to build a common un-
derstanding of the task. Thus, we find somewhat different activity pat-
terns and team development depending on whether participants were
assigned to the Traditional Human Team, Multi-Human HAT, or Multi-
Agent HAT conditions.

Based on our data, these differences are summarized in Table 2
which reflect the themes described in Fig. 3. In reflecting on our original
research question, we found that the perception of team composition did
affect sentiments toward teammates, team processes, cognitive states
and the emergence of a system of team cognition. Though Multi-Human
HAT members did not coordinate with their Al teammate as well as their
human teammate, these teams did describe higher levels of implicit
coordination, communication, and perceptions of a SMM compared to
Multi-Agent HATs. These sentiment and process differences culminated
in the inclusion of the agent in team cognition for Multi-Human HATs.

Below, we advance three submodels describing the process of
teamwork that participants reports suggest for each of the three con-
ditions. We begin in section 4.1 by describing the emergence and self-
reinforcing cycle of what we label team cognition, based on what our
participant reports suggest as a collective. Then we continue in 4.2 with
a model describing the emergence of team cognition for the three
conditions.

4.1. The emergence of team cognition in HATs

Based on thematic analysis using the reports from participants, team
cognition was experienced in the Traditional Human Team and Multi-
Human HAT conditions and involved a feedback loop outlined at the
bottom of Fig. 4. Though team cognition did not emerge in all teams, the
processes and interactions were relatively uniform when it did emerge.
Teams displayed evidence of SMMs about the task and team, which
supported implicit coordination. In this context, implicit coordination
involved team members being able to proactively predict their team-
mates actions and strategies and adjust their behavior accordingly.
Adjusting behavior took the form of teammates changing which objec-
tive(s) they were pursuing. Behavior adjustment also coincided with and
took the form of team members attempting to communicate nonverbally
by signalling to their teammates which objective they thought they were
or were not responsible to collect. This nonverbal communication
further reinforced or improved the SMMs present on these teams as
teammates gained a better understanding of their teammates intentions
and strategies. Importantly, some HATs were able to participate in this
team cognition feedback loop (i.e., Multi-Human HATs), while others
were not (i.e., Multi-Agent HATS).

4.2. A model of team cognition and its emergence in HAT action phases

Drawing from our data, we advance a model that outlines the sup-
porting perceptions and processes necessary for team cognition to be
supported and emerge in HATs performing action tasks (Fig. 4). Sub-
models apply to the three team conditions examined in this study,
Multi-Agent HATs, Traditional Human Teams, and Multi-Human HATSs.
Beginning with the sub-model for Multi-Agent HATs, the model notes
that these teams began with an individual mindset and relied on reac-
tionary coordination to accomplish their goals. They gained experience
in the task environment over time, however. This experience also
involved making observations regarding their teammates, which influ-
enced their perceptions of their perceived agent teammates. As partici-
pants came into the task with pre-existing attitudes toward Al, these
attitudes, in conjunction with their current experience and observations
in the simulation, informed whether they perceived if team cognition
was even possible with the agent. For instance, Multi-Agent HATs were
far less likely to participate in non-verbal communication with the agent
than Multi-Human HATs. It is possible that training humans on Multi-
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Agent HATs regarding the Al s communication capabilities would have
alleviated this deficiency. However, it is worth noting that Multi-Human
HATSs were able to perceive communication possible with the AI when
another human was present (more discussion on this later in this sec-
tion). Due to preconceived notions of Al on Multi-Agent HATs, team
cognition was not viewed as possible; and therefore, no attempts were
made to develop it. Therefore, Multi-Agent HATSs rarely progressed
beyond purely reactionary coordination with a focus on the individual.

The middle of Fig. 4 illustrates the emergence sub-model of team
cognition on Traditional Human Teams. Like Multi-Agent HATS, these
teams began by relying on reactionary coordination and observation of
teammates, prior to having gained experience in the team. However,
over repeated iterations and cycles of work together, they progressed
beyond purely reactionary coordination and individualistic tendencies.
Specifically, since these were traditional all-human teams, members
naturally perceived team cognition to be possible with their human
counterparts given pre-existing teamwork experience, observations, and
attitudes. Not surprisingly, team cognition emerged in all of the Tradi-
tional Human Teams.

Finally, the sub-model of the emergence of team cognition in Multi-
Human HATSs involves two stages: one for interactions among the two
humans and one for human-agent interactions. Given that Multi-Human
HATs understood they were working with one other human team
member, this team composition afforded some of the same perceptions
and processes involved in team cognition emerging between humans.
Indeed, an identical pathway to that observed in Traditional Human
Teams occurred in the Multi-Human HAT sub-model, thereby leading to
the initial emergence of team cognition between the humans only (Stage
1). This emergence of team cognition between humans is a vital
distinction in explaining why team cognition emerged in Multi-Human
HATs but not Multi-Agent HATs. This team cognition between humans
served as a foundation for subsequent processes and changes in per-
ceptions necessary for the emergence of team cognition between
humans and agents. Specifically, participating in team cognition with
another human may have put participants in a mindset that drew
attention to team coordination opportunities.

Compared to Multi-Agent HATs, Multi-Human HATs were able to
break out of their individual focus because having another human team
member may have primed them to seek out and attend to teamwork
behaviors from others, including the agent member. As they gained
experience and made observations in this mindset, team cognition was
encouraged to develop. Further, participants were able to make direct
comparisons between their human and agent teammates. These com-
parisons allowed participants to observe similarities and differences in
teamwork behaviors. With these observations, participant perceptions
of the agent tended to improve, and most Multi-Human HATs began
viewing the agent as a teammate. These revised perceptions resulted in
Multi-Human HATs perceiving that team cognition was possible and
more commonly supported the emergence of team cognition with the
agent in this condition. However, it is worth noting that not all Multi-
Human HATs extended the team cognition to include the agent. Those
that perceived team cognition to be impossible with the agent focused
on team cognition with their human teammate and siloed the agent
instead (i.e., never made it past Stage 1). From participant quotes, it was
clear that their perceptions of the agent did not improve enough or at all
(e.g., still thought the agent s movements were unpredictable). The
humans on these Multi-Human HATs did their best to use their emerged
team cognition to advance the team task, but this was likely suboptimal
since it excluded and underutilized the agent team member.

This model contributes as a building block for researchers studying
how team composition affects team processes on HATs. First, as all
previous HAT team composition research has focused on differences
between all human teams and HATs (O Neill et al., 2020), this model
provides insight regarding deliniations in the number of agents/humans
that are on the team. Though one opportunity is to add one additional
human to HATs with only one human on them, the number of humans
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and agents on a team is often pre-determined by the requirements of the
teaming context. Further, it is unclear whether subsequent additions of
humans on the team (e.g., three humans and one agent) would hurt or
help team outcomes. Rather, an important takeaway is that team
cognition can emerge between humans and agents on HATs by either
altering the initial attitudes toward the agent or through enhancing the
experience gained with the agent. This feeds into our second point,
which is that the model outlines opportunities for supporting the
emergence of team cognition on HATs. With this model, future research
can examine how it might be possible to move HATSs through a pathway
more similar to humans that allows for shared cognition, or help identify
how to extent shared cognition from just including humans to also
including the agents. Specifically, the perception that team cognition is
possible with the agent can be improved by either: (1) training humans
before the task begins regarding the level of autonomy or capabilities of
the agent or (2) improving the transparency or communication of the
agent so that humans understand the agent s capabilities through
experience.

4.3. Limitations and future research

We explicitly developed this research to focus on HATs performing
action-related activities, using three-member teams, and using a task
that was short in duration and permitted little communication (and no
verbal communication). Therefore, the generalizability of the current
research findings may be called into question, and we agree that much
more research is needed before we can confidently assume our results
will hold in more complex, longer duration, HAT field settings. On the
other hand, the HAT literature s current state requires that scholars
focus on understanding fundamental processes with highly controlled
research designs (O Neill et al., 2020). This focus on the fundamentals is
not unlike the state of early research on small groups in the 1950s
(Rosenberg, 1959) or early research on virtual teams in the 1980s
(Siegel et al., 1986). Research on HATs is exceptionally nascent, and
therefore, we believe highly controlled research examining basic pro-
cesses is needed before introducing the complexities of field research.

Another related limitation of this research is that the development of
our model should be viewed as preliminary. Given that the model was
developed in a particular context, the specifics of the model s stages may
not always apply. For example, would a five-member team comprising
two humans and three autonomous agents engage in more similar pro-
cesses to the Multi-Human HAT or Multi-Agent HAT processes of the
current study? This dynamic is unclear and warrants future study.
Additionally, this study did not focus on performance but rather inves-
tigated perceptions. Though perception is a logical starting point for
examining team cognition, future studies will ultimately need to
examine the interplay between perception and performance as it relates
to HAT composition. It will also be essential to test our model quanti-
tatively through the use of path analysis or structural equation
modeling. Given the exploratory nature of the current research, it would
not have been possible to measure the variables needed to test these
linkages a priori, but future research can begin with a model such as ours
in mind and examine how it and rival models fit newly-collected
quantitative data.

One of the future directions that are sorely needed in HAT research,
and further raised as a critical need by our findings, is the need for in-
vestigations of HAT training programs. Training may focus on devel-
oping more favorable perceptions of autonomous agents and enhancing
teamwork involving autonomous agents. Interestingly, of the few
studies that have considered training in the past, cross-training appears
to be effective (e.g., Mercado et al., 2016). A plausible mechanism for
this is that in HATS, cross-training may build empathy for the agent by
better understanding its role. More broadly, research examining
autonomous agents as teammates versus tools suggests that in-
terventions that encourage collectively-shared outcomes and empha-
sizing mutual interdependence will support healthy teamwork in HATs
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(e.g., Nass et al., 1996; Walliser et al., 2017; Wynne & Lyons, 2018).
Therefore, teamwork interventions that promote a team mindset among
human team members, empathy, and an understanding that autono-
mous agents have a degree of agency may promote teamwork in in-
teractions and the emergence of functional team dynamics. However,
these interventions require development and testing.

Another future direction for HAT research involves the design of
autonomous agents. If autonomous agents are to be treated as team
members, they must be viewed as volitional, agentic, and independent
of human control (to a degree). Research by Nass and colleagues (e.g.,
Nass et al., 1996), Wynne and Lyons (2018), O Neill et al. (2020), and
several others make this clear. How to design an agent, however, that
will be perceived this way requires attention. This will involve psy-
chologists and computer scientists, because the critical levers related to
perception as well as the technical design details need to be addressed
holistically. For example, in the current study, for an agent to be
perceived as agentic, it s movements should display a form of logic that
humans perceive as conveying a meaningful message. Logical, or even
perfect moves, that are not viewed as such by humans, would not work.
Therefore, the context for which the agent is expected to function will be
critical in its design (Bradshaw et al., 2003; Johnson et al., 2011).

Finally, longitudinal research is sorely needed on HATs. This long-
term research is important because the literature is focused almost
exclusively on short-term, ad-hoc teams, and it is very likely that the
dynamic between humans and autonomous agents may evolve over time
and experience (see related human teams literature, e.g., Larson,
McLarnon, & O Neill, 2020). Over time and repeated cycles of interac-
tion, learning takes place in teams, and a maturation process that aims to
better utilize each member s strengths is given an opportunity to unfold
(Kozlowski et al.,, 2016). Although HATs tend to underperform
human-human teams currently (O Neill et al., 2020), it is unclear
whether this advantage would persist in the long run.

5. Conclusion

In the current research, we find that HATs comprising of multiple
agent members appeared to be the least effective. Given that we
controlled for differences in human versus Al-related behaviors through
our design, we can conclude that Multi-Agent HATs were impaired
because of some social cognitive processes involved in the perception of
autonomous agents as teammates. We find a different set of processes in
Multi-Human HATSs, which fared much better. We advance models of
team development and the emergence of team cognition that attempt to
explain the differences observed. Future research should aim to build on
and revise these models as new data are collected and analyzed, we
believe this is a useful step in advancing current knowledge on HATs.
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