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A PROOF OF THE INSTABILITY OF ADS FOR
THE EINSTEIN-NULL DUST SYSTEM WITH AN INNER MIRROR
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In 2006, Dafermos and Holzegel formulated the so-called AdS instability conjecture, s atin, hat there
exist arbitrarily small perturbations to AdS initial data which, under evolution by ‘he L <’ _in vacuum
equations for A < 0 with reflecting boundary conditions on conformal infinity , "~ac ‘o the formation of
black holes. The numerical study of this conjecture in the simpler setting € th sphcrically symmetric
Einstein-scalar field system was initiated by Bizén and Rostwe ow. ™ « (Phys. . v. Lett. 107:3 (2011),
art. id. 031102), followed by a vast number of numerical and he. - dc w ks hy several authors.

In this paper, we provide the first rigorous proof of the Ad. 1. ~tability conjecture in the simplest
possible setting, namely for the spherically symmetric Ei- ... -mas ‘'ess Vlasov system, in the case
when the Vlasov field is moreover supported onlv on rac ‘al geo esics. This system is equivalent to
the Einstein-null dust system, allowing for both agoing ar. = ~‘_oing dust. In order to overcome the
breakdown of this system occurring once the nuli < cac. s the center r = 0, we place an inner mirror
at r = ro > 0 and study the evolution of this system on the «terior domain {r > ry}. The structure of the
maximal development and the Cauchy stability properti.. of general initial data in this setting are studied
in our companion paper (2017, arXiv: 17 s4+.. 2685).

The statement of the main theorem 1s 7, fo. ws: We construct a family of mirror radii ro. > 0 and
initial data S, ¢ € (0, 1], convergi- _, "<&~ (o the AdS initial data Sy in a suitable norm, such that, for
any ¢ € (0, 1], the maximal dev H>pmen (M., g.) of S; contains a black hole region. Our proof is based
on purely physical space aronmen - anc .nvolves the arrangement of the null dust into a large number of
beams which are success vely 1 ‘decw ! off {r = ry.} and Z, in a configuration that forces the energy of a
certain beam to increasc fter e: -h successive pair of reflections. As ¢ — 0, the number of reflections
before a black ho'. 1> . rme. necessarily goes to +00. We expect that this instability mechanism can be
applied to the ca > of mc e gen ral matter fields.
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1. Introduction
Anti-de Sitter spacetime (Mﬂsl, gAds), 1 > 3, is the simplest solution of the Einstein vacuum equations
Ric,, —3Rguy + Aguy =0 (1-1)

with a negative cosmological constant A. In the standard polar coordinate chart on M aq4s, the £ dS - .etric
takes the form

2 2 -1
gagss = —(1—————Ar?)di® + (1 - ———Ar?) dr*+r* o (1-2)
nn—1) nn—1)

where gg,-1 is the round metric on the (n—1)-dimensional sphere; see [Hawkirn - anc 5'.s 1973].

Despite being geodesically complete, (M adgs, gads) fails to be globally hy c.0. <. In particular, it can
be conformally identified with the interior of (R x S, gg), where S} s v > ¢ sed upper hemisphere of
S" and gg is the metric

o n(n—1)\
g =—dt"+ <—T )85 (1-3)
Through this identification, the time-like boundary
IT"=Rx.S" o S} (1-4)

of (RxS" , gg) is naturally attached to (Mags, gaqs) as -~ conformal boundary at infinity”’; see [Hawking
and Ellis 1973].

Maldacena [1998], Gubser, Klebanov, ar . Pc rakov [Gubser et al. 1998] and Witten [1998] proposed
the AdS/CFT conjecture, suggestin , . orr. "~ adence between certain conformal field theories defined
on Z" (in the strongly coupled = gime) and supergravity on spacetimes asymptotically of the form
(/\/l'/’\gs1 x Sk, gAdS + &sk), W o 2 (S L) is a suitable compact Riemannian manifold of dimension k.
Following the introductic. of this conje sture, asymptotically AdS spacetimes (i.e., spacetimes (M, g)
with an asymptotic re<” ~ wi. Z_ometry resembling that of (Mags, gads) in the vicinity of Z) became a
subject of intense s 1dy in he h. sh-energy physics literature; see, e.g., [Aharony et al. 2000; Hartnoll
2009; Amr.on a.. ' Ea > uger 2015].

The cc rect setti. g for the study of the dynamics of asymptotically AdS solutions (M, g) to (1-1) is
that of an 1. “ial vo’ ._ problem with appropriate boundary conditions prescribed asymptotically on Z. The
issue of the right boundary conditions on Z leading to well-posedness for the resulting initial-boundary
value problem for (1-1) was first addressed by Friedrich [1995]. Well-posedness for more general boundary
conditions and matter fields in the spherically symmetric case was obtained in [Holzegel and Smulevici
2012; Holzegel and Warnick 2015]; see also [Holzegel et al. 2020; Friedrich 2014]. In general, most
physically interesting boundary conditions on Z leading to a well-posed initial-boundary value problem
can be classified as either reflecting (for which an appropriate “energy flux” for g through Z vanishes)
or dissipative (allowing for a nonvanishing outgoing “energy flux” for g through 7), with substantially
different global dynamics associated to each case; see the discussion in [Holzegel et al. 2020].

Dafermos and Holzegel [2006a], see also [Dafermos 2006], suggested the following conjecture:
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AdS instability conjecture. There exist arbitrarily small perturbations to the initial data of (M ags, gads)
for the vacuum FEinstein equations (1-1) with a reflecting boundary condition on T which lead to the
development of trapped surfaces and, thus, black hole regions. In particular, (Mags, gads) is nonlinearly
unstable.

This conjecture was motivated in [Dafermos and Holzegel 2006a] by the study of asymptot’ :all* AdS
solutions to (1-1) with biaxial Bianchi IX symmetry in 4 + 1 dimensions, a symmetry clas 1 . 2ich ae
vacuum Einstein equations (1-1) reduce to a 1+ 1 hyperbolic system with nontrivial dynami. . This model
was introduced in [Bizon et al. 2005]. In this setting, it was observed in [Dafermos .nu Yolze sel 2006a]
that perturbations of the initial data of (M ags, gads) (which, if not trivial, necess~rily } ave o ictly positive
ADM mass Mapwm, in view of [Gibbons et al. 1983]) cannot settle down to a hor. onle... static spacetime,
since Mapy is conserved along Z under reflecting boundary conditions and 1.y s..* * asymptotically AdS
solution of (1-1) with Mapm > 0 exists (according to [Boucher et .* "J84),. " is picture was supported
by results of [Anderson 2006].

The following remarks should be made regarding the statemen. of the AdS instability conjecture:

o The perturbations referred to in the conjecture are assume 1 to b. smail with respect to a norm for which
(1-1) is well-posed and (M ags, gads) is Cauchy st vle as a oluti- n to (1-1) (otherwise, the conjecture is
trivial).! For such perturbations, Cauchy stability mn' . " at the “time” elapsed before the formation of
a trapped surface tends to +oo as the size of the initial pe  .urbation shrinks to 0.

« The AdS instability conjecture stands in contrast to the nonlinear stability of Minkowski space (R3*1, 1),
in the case A = 0 (see [Christodoulou ind & inerman 1993]), or de Sitter space (Mgs, g4s), in the
case A > 0 (see [Friedrich 1986]). ™e p1 ‘of ,f the nonlinear stability of (R3*1 1) and (Mgs, gds) is
based on a stability mechanism re' ted to he fact that linear fields on those spacetimes satisfy sufficiently
strong decay rates. The decav rates +e ".owever, borderline in the case A = 0, and thus the stability of
R3* p)isa deep fact d~ endit. - on “e precise nonlinear structure of the system (1-1), whereas, in
the case A > 0, the decay 1. ~xn aential and stability can be inferred relatively easily. In contrast, on
(Mads, gads), it ca  be si. 'wn hat linear fields satisfying a reflecting boundary condition on Z remain
bounded, b . w. "ot '=car In time. It is precisely the lack of a sufficiently fast decay rate at the linear
level whi 1is asso. ‘ated to the possibility of nonlinear instability.

e The presc ‘otion .. . reflecting boundary condition on 7 is essential for the conjecture: for maximally
dissipative boundary conditions, it is expected that (Mags, gaqs) is nonlinearly stable, in view of the
quantitative decay rates obtained for the linearized vacuum Einstein equations (and other linear fields)
around (M agds, gads) by Holzegel, Luk, Smulevici, and Warnick [Holzegel et al. 2020].

« In the biaxial Bianchi IX symmetry class, all perturbations of (Mags, gads) leading to the formation of
a trapped surface can be shown to possess a complete conformal infinity Z and are expected to settle down
to a member of the Schwarzschild-AdS family; see [Dafermos and Holzegel 2006a; 2006b]. However,

Here, Cauchy stability of (M ags, gads) refers to Cauchy stability of the conformal compactification of (Mags, gAds)
(including, therefore, the time-like boundary 7); see the discussion in the next section.
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in the absence of any symmetry, the picture regarding the end state of the evolution of general vacuum
perturbations of (Mags, gags) is complicated; see the discussion in the next section.

Starting from the pioneering work [Bizon and Rostworowski 2011], a plethora of numerical and
heuristic results have been obtained in the direction of establishing the AdS instability conjecture, mainly
in the context of the spherically symmetric Einstein-scalar field system. See the discussion in S .ctic . 1A.

In this paper, we will prove the AdS instability conjecture in the simplest possible s¢ «ng anam 1y
for the Einstein-massless Vlasov system in spherical symmetry, further reduced to the ase when the
Vlasov field f is supported only on radial geodesics. We will call this system the s .ic. ‘call, ~ymmetric
Einstein-radial massless Vlasov system. In fact, this is a singular reduction: the - ssu, . 1g system is
equivalent to the spherically symmetric Einstein-null dust system, allowing for bc h in. "..g and outgoing
dust. This system has been studied in the A = 0 case in [Poisson and Israel 'y "

A serious problem with the spherically symmetric Einstein-nu’' d> st sy “= 1 is that it suffers from a
severe breakdown when the null dust reaches the center »r = 0. "\ put, "Uar, in any reasonable initial-data
topology, the spherically symmetric Einstein-null dust system is ». * weli- osed and (Mags, gads) 1s not
a Cauchy stable solution of it. One way to restore the wel’ . =dnc s of this system (a necessary step
for the study of the AdS instability conjecture in th* setti g)ist place an inner mirror at some radius
sphere {r =rg} with ro > 0 and study the evolutio of the eys.c_ _in the exterior region {r > ro}. However,
fixing the mirror radius rg results in a trivial glob._ ,abili 7 statement for (Mags, gads), as initial data
perturbations with total ADM mass niapm < %ro cannot “urm a black hole. Thus, it is necessary to allow
the radius rg to shrink to O as the total A" . mass of the initial data shrinks to 0, in order to address the
AdS instability conjecture in this setting. S- ¢ ti discussion in Section 1B.

A nontechnical statement of our _. ‘ti. ¢ following:

Theorem 1 (rough version). The A 'S s7 icetime (Miﬁé, gAds) s nonlinearly unstable under evolution
by the spherically symmetri - Eins. “in-1. 1ial massless Vlasov system with a reflecting boundary condition
on T and an inner mirror, ir. *he f lowing sense.

There exists a onc para. eter mily of spherically symmetric initial data S, ¢ € (0, 1], and a family of
. . e . e—0 . . .
inner mirro> . “ir . ro. [ vith roo — 0) satisfying the following properties:

(1) Ase >0, ||S; -s — 0;i.e., the S; converge to the initial data Sy of (M ags, €ads)-

(2) Forany ¢ - v, the maximal future development (Mg, g.) of S¢ contains a trapped surface and, thus,
a black hole region. Moreover, (M., g.) possesses a complete conformal infinity .

The norm || - ||cs in 1 measures the concentration of the energy of S. in annuli of width ~ ro. and has
the property that the radial Einstein-massless Vlasov system is well-posed and (M ags, gads) is Cauchy
stable with respect to || - ||cs independently of the precise value of ro.. See Figure 1.

For progressively more detailed statements of Theorem 1, see Sections 1C and 4. For further discussion
on the need of an inner mirror at r ~ rq, and its relation to natural dispersive mechanisms appearing in
other matter models, see Section 1B.
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r =Troe

Figure 1. The family of initial data S, that we construct for the | «. ~t f Theorem 1
gives rise to a large number of Vlasov beams, which are succe ~iv. ly redected off 7
and the inner mirror at r = ro.. The Cauchy stability <.ate: =nt for | ||¢cs implies that
the number of reflections necessarily goes to +0c0 as. — 0\ =e he remark after the
statement of the AdS instability conjecture).

We should also note the following:

» Except for the condition ro; < 2(Mapm). refer >d * ca. ier, where (Mapm)e is the ADM mass of S,
there is considerable flexibility in the choice of the mirre  radii ro. in the statement of Theorem 1 and
this can be exploited to one’s advantage. For simplicity, we choose rq. to satisfy ro. ~ (Mapm). (see
also the discussion in Section 1C).

o While we do not address the issue  “the nd tate of the evolution of S, it can be easily inferred from
our proof of Theorem 1 that the s cetim. 5 (M., g.) settle down to a member of the Schwarzschild-AdS
family; see also [Moschidis ?'7].

The trivial instability ¢* » = 0 ccu. ‘ng for the spherically symmetric Einstein-null dust system is
absent in the case of <ooti. ~~l".dons to the general spherically symmetric Einstein-massless Vlasov
system (not reducec (o the adia. ~ase). In particular, the smooth initial value problem for the spherically
symmetric _as. M-1. "sslss Viasov system is well-posed, and placing an inner mirror at r =rg > 0 is
not neces ary.> For 1 proof of the AdS instability in this setting, see our forthcoming [Moschidis 2018].

1A. Earlier.. ~ _rical and heuristic works. Restricted under spherical symmetry, all solutions to the
Einstein vacuum equations (1-1) are locally isometric to a member of the Schwarzschild-AdS family; see
[Eiesland 1925]. Thus, any attempt to search for unstable vacuum perturbations of (M ags, gags) for (1-1)
in 3+ 1 dimensions cannot be reduced to a problem for a 14 1 hyperbolic system (where the wide variety
of available tools would make the problem more tractable).? For this reason, instead of (1-1), numerical

2In fact, well-posedness for the smooth initial value problem for the Einstein—Vlasov system also holds outside spherical
symmetry; see [Choquet-Bruhat 1971]. In the case A = 0, the stability of Minkowski spacetime for the Einstein-massless Vlasov
system without any symmetry assumptions was recently established in [Taylor 2017].

3This problem is circumvented in 4 4 1 dimensions by the biaxial Bianchi IX symmetry class referred to earlier; see [Bizon
et al. 2005].
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and heuristic works on the AdS instability have so far mainly focused on the Einstein-scalar field system

Ric;w _%Rguv + Ag;w = SnTuv[(pL
Dg(p =0, (1-5)
T;w[(p] = au‘p av‘p - %guvaagﬂ aa(p-

The system (1-5), whose mathematical study in the case A = 0 was pioneered in [Christo”ou >. 199 ],
admits nontrivial dynamics in spherical symmetry, and spherically symmetric solution. o (1-5) share
many qualitative properties with general solutions of (1-1). Reduced under sphe~"_ -1 sy.. -aetry in a
double null gauge (u, v) in 34 1 dimensions, i.e., a gauge where

g=—-Qdudv+rige, (1-6)
the system (1-5) takes the form
3u0y(rH) = —1(1 — ArHQ2,

QZ
3,0y log(Q?) = ﬁ(l +4Q72 0,7 syt , - 87 N A,

19,(27208,r) = —47rQ 2 0,9)2, (1-7)
0, (Q720,r) = —4mnrQ A )",
Q2 —49,r d,r
0u0y(rep) = _+ .
r

The well-posedness of the asymptoticaliy A .S = ‘tial-boundary value problem for the system (1-7) with
reflecting boundary conditions on 7 ,, ~ es ~*’.shed by [Holzegel and Smulevici 2012].

Numerical results in the direci.. 1 of e: ablishing the AdS instability conjecture were first obtained by
Bizon and Rostworowski [27 .7 1. w. . swdied the evolution of spherically symmetric perturbations of
(Madgs, gags) for (1-5) in. * chwai sschi. !-type coordinates. More precisely, [Bizon and Rostworowski
2011] numerically si= 'ateu ':_ evolution of initial data for (1-5) with ¢ initially arranged into small
amplitude wave pac <ets. 1 was >und that, for certain families of initial arrangements of this form (of
“size” €), 7 «er a nitc - .oer of reflections on Z (proportional to £2), the energy of the wave packets
becomes 1bstantia. y concentrated, leading to a breakdown of the coordinate system associated with the
threshold ¢ ‘rappe . _.rface formation.

Following [Bizon and Rostworowski 2011], a vast amount of numerical and heuristic works have
been dedicated to the understanding of the global dynamics of perturbations of (Mags, gags) for the
system (1-5); see, e.g., [Dias et al. 2012a; 2012b; Buchel et al. 2012; Maliborski and Rostworowski
2013; Balasubramanian et al. 2014; Craps et al. 2014; 2015; Bizon et al. 2015; Dimitrakopoulos
et al. 2015; 2016; 2018; Green et al. 2015; Horowitz and Santos 2015; Dimitrakopoulos and Yang
2015]. In these works, the picture that arises regarding the long-time dynamics of generic spherically
symmetric perturbations is rather complicated: Apart from perturbations that lead to instability and
trapped surface formation [Dias et al. 2012b; Buchel et al. 2012], it appears that there exist certain
types of perturbations (dubbed ““islands of stability”’) which remain close to (Mags, gads) for long
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times; see [Dias et al. 2012a; Maliborski and Rostworowski 2013; Balasubramanian et al. 2014; Dim-
itrakopoulos and Yang 2015]. Perturbations of the latter type might in fact occupy an open set in
the moduli space of spherically symmetric initial data for (1-5); see [Balasubramanian et al. 2014;
Dimitrakopoulos and Yang 2015]. The question of existence of open “corners” of initial data around
(Mads, gags) leading to trapped surface formation has also been studied; see, e.g., [Dimitre’ .op. 1los
et al. 2015].

Another interesting problem in this context is the characterization of the possible e ! state, _. the
evolution of unstable perturbations of (Mags, gads). Holzegel and Smulevici [2013%1 esi. “lished that
the Schwarzschild-AdS spacetime (Msch, gscn) 1S an asymptotically stable soluti »n ¢ 1. » system (1-5)
in spherical symmetry, with perturbations decaying at an exponential rate.* This ‘esr.t supports the
expectation that all spherically symmetric perturbations of (Mags, gags) - -- th. system (1-5) leading
to the formation of a trapped surface eventually settle down to a men.. ~r « £ the Schwarzschild-AdS
family; see [Dafermos and Holzegel 2006a; 2006b]. However, ' cyo: * spherica. symmetry, Holzegel and
Smulevici [2013a; 2014] showed that solutions to the linear sce r wav. = iation

Ugsnp =0 (1-8)

on (Msch, gsch) (and, more generally, on Kerr-Adf ;) decav at« '~ .v (logarithmic) rate, which is insufficient
in itself to yield the nonlinear stability of (Mscp, ,_.n) (s€ our remark below the statement of the AdS
instability conjecture). Thus, [Holzegel and Smulevici 20" +] conjectured that (Msch, gsch) is nonlinearly
unstable. On the other hand, based on a d=*-‘led analysis of quasinormal modes on (Msgch, gsch), Dias,
Horowitz, Marolf, and Santos [Dias et al. 2017 .a) ‘ggested that sufficiently regular, nonlinear perturbations
of (Msch, gsch) still remain small, ~* *-ast . > ! ng times. As a result, the picture regarding the end state
of the evolution of generic pertu.™ ations Y (Mags, gags) outside spherical symmetry remains unclear;
see also [Horowitz and Sant~~ 2015, ™ s and Santos 2016; Rostworowski 2017].

Following [Bizon and * ostwc ows. = 2011], the bulk of heuristic works have implemented a fre-
quency space analysic ‘n the .y of the AdS instability conjecture. A notable exception is the work
of Dimitrakopoulo: Frei\ »gel, “.ippert, and Yang [Dimitrakopoulos et al. 2015], where a physical
space mec! .uis. 06, ihl- leading to instability for the system (1-7) is suggested. We will revisit the
mechanis 1 of [Dir. ‘trakopoulos et al. 2015] and compare it with the results of this paper at the end of
Section 1L

1B. The Einstein-null dust system in spherical symmetry. A spherically symmetric model for (1-1)
which is even simpler than (1-5) is the Einstein-massless Vlasov system; see [Andréasson 2011; Rein
1995]. The case where the Vlasov field is supported only on radial geodesics is a singular reduction of
this system which is equivalent to the Einstein-null dust system, allowing for both ingoing and outgoing
dust; see [Rendall 1997]. This system was studied in the seminal work [Poisson and Israel 1990] on mass

4 A similar result can presumably also be deduced for the vacuum Einstein equations (1-1) reduced under the biaxial Bianchi IX
symmetry in 4 + 1 dimensions, following by an amalgamation of the proofs of [Holzegel 2010] and [Holzegel and Smulevici
2013b].
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inflation. In 3 + 1 dimensions, it takes the form (in double null coordinates (u, v))

3.0y (r?) = —1(1 — ArHQ2,
3,0y log(Q?) = 29—:2(1 +4Q728,r 8,r),
) 0,(27%0,r) = —4nr~1Q721, 1.9)
0, (72 9,r) = —4nr Q7 21,
3,7 =0,
0,7 =0.

In certain cases, the Einstein-null dust system (1-9) can be formally viewed as u hi _n-. >quency limit
of the FEinstein-scalar field system (1-7) (as was already discussed in [Poisson a. 1 Is. ~=! (990]): Setting

T =r20u)?, T =ri(0p)?

in (1-5) and dropping all lower-order terms from the wave ec 1atiu. for ¢, one formally obtains (1-9)
in the region where 9, ¢ d,¢ is negligible, i.e., outside the int-. =ction. . the supports of 7, 7. While
this formal limiting procedure can be rigorously justified = fro. > r = 0, the dynamical similarities
between (1-7) and (1-9) break down close to r =0 A fu \dame tal difference between these systems
is the fact that, while small-data asymptotically .dS solutic ~*, (1-7) satisfying a reflecting boundary
condition at Z remain regular (and “small”) for . _. amc , all nontrivial solutions to the system (1-9)
break down once the support of T reaches the axis y (i.e. e time-like portion of {r = 0}), independently
of the boundary conditions imposed at Z. T-%s is an ill-posedness statement for (1-9), which needs to be
addressed before any attempt to study the A .> astability conjecture in the setting of (1-9).
We will now proceed to discuss "~ difi rer ce of (1-7) and (1-9) in more detail.

Cauchy stability for the Einstein-s. “lar fi ld system. The following Cauchy stability result holds for the
system (1-7):

Proposition 1 (Cauchv stav 'ity fr (1-7); see [Holzegel and Smulevici 2012]). For a suitable initial-
data norm || - |linica (M, s, &, 1s) is Cauchy stable as a solution of the system (1-7) with reflecting
boundary cr " ons nZ. hatis to say, for all fixed times T, > 0, any perturbation of the initial data of
(Mads, g as) whic  is small enough (when measured in terms of || - ||initial) With respect to Ty gives rise to
a solution f(1-7)1v hich is regular and close to (Mags, gads) for times up to Ty.

Remark. In the statement of Proposition 1, Cauchy stability of (Mags, gaqgs) refers to stability over
fixed compact subsets of the conformal compactification of (Mags, gads), such as subsets of the form
{0 <t < T,}inthe (¢, r, ¥, ¢) coordinate chart. Any such subset contains, in particular, a compact subset
of the time-like boundary Z.

The initial-data norm || - ||initia1, for which the Cauchy stability of (Mags, gags) follows from [Holzegel
and Smulevici 2012], is a higher-order, suitably weighted C* norm. However, this is not the only norm
for which (Mags, gads) can be shown to be Cauchy stable: An additional, highly nontrivial example of
such a norm is the bounded variation norm of [Christodoulou 1993] (modified with suitable r-weights
near r = 00). Similar low-regularity norms will also play an important role in this paper (see Section 1B).
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Assuming, for simplicity, that initial data are prescribed on the outgoing null hypersurface corresponding
tou =0, for 0 < v < v,, a necessary condition for Cauchy stability of (Mags, gaqs) for the system (1-7)

with respect to an initial-data norm || - [|initia1 iS that, for any given Ry > 0, | - [linitial cOntrols the quantity
m(0, vp) —m(0, v
- sup (0, v2) —m(0, vy) ’ 10)
0<vi<vp<v, (10, v2) =7 (0, v1))[log(r (0, v2)/r (0, v1) — )|
r(0,v2)/r(0,v1)<3/2
r(0,v2)<Ro
where m is the renormalized Hawking mass, defined in terms of the Hawking mass m,
m=1r(1—4Q728,r d,r), (1-11)
by the relation
m=m—LtAr. (1-12)

This is a consequence of the fact that, when .# exceeds a ce .air . “reshold \depending on Ry), there
exists a point p = (u4, v+) in the development of the initial dat> with U - .4 < v,, such that

2 s, 0) > (1-13)
a result proven in [Christodoulou 1991].5 The bc ind (1-13) ..___uies that
Our(uy,v1) <0,  9yr( +,v3) <0, (1-14)

1.e., that the symmetry sphere associated to (..~ v+) is a trapped surface. In particular, (u+, vy) is contained
in a black hole.®
As a corollary, it follows that the .. T A.

S W

mass of the initial data, though expressible as a coercive
functional on the space of initial . ta of { -7), does not yield a norm for which (M gs, gads) is Cauchy
stable for (1-7), since the A" ..” mas. .anifestly fails to control (1-10).

Break down atr =0 and . “ivial Cauchy instability for the Einstein-null dust system. The following
instability result hol s to. ‘he . stem (1-9) (see [Moschidis 2017]):

Propositio =\ “~uc. 7 ir (ability for (1-9)). Any globally hyperbolic spherically symmetric solution
(M, g; t. ) of (1-* with nonempty axis y “breaks down” at the first point when a radial geodesic in the
support 0) " reach - ~*: Beyond that point, (M, g; T, T) is C° inextendible as a spherically symmetric
solution to (1-v). As a result, (Mads, gads) is not a Cauchy stable solution of (1-9) for any “reasonable”
initial-data topology.

For the precise definition of the notion of C? inextendibility as a spherically symmetric solution to
(1-9), see [Moschidis 2017]. Note that this is a stronger statement than (M, g; 7, T) breaking down as a
smooth solution of (1-9). We should also note the following regarding Proposition 2:

SThe result of [Christodoulou 1991] was restricted to the case A = 0, but the proof can be readily modified to include the
case A < 0.

6We should remark that (1-14) follows from (1-13) under the assumption that d,r < 0 (which always holds provided, initially,
our|y=0 < 0, see [Christodoulou 1993]).
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« Proposition 2 holds independently of the value of the cosmological constant A. In particular, Minkowski
spacetime (R3*!, 1) is not Cauchy stable for (1-9) with A = 0 for any “reasonable” initial-data topology.

» Proposition 2 yields a uniform upper bound on the time of existence of solutions (M, g) to (1-9) for
any initial data set for which 7 is not identically equal to 0, depending only on the distance of the initial
support of T from the axis and, thus, independent of the proximity of the initial data to the trivi .« da . (in
any reasonable initial-data norm). We should also highlight that the instability of Propositior > h. -~ noth’ .g
to do with trapped surface formation: Up to the first retarded time when a radial geodesic 1. ‘*he support of
T reaches y, any solution (M, g) to (1-9) arising from smooth initial data close to (* ., ~, ga_ ) remains
smooth and close to (Mags, gads), and (M, g) contains no trapped surface. In fact, * ( th . case, despite
being CY inextendible as a globally hyperbolic spherically symmetric solution to  '-9), “* (, g) is globally
C°-extendible as a spherically symmetric Lorentzian manifold; see [Mosci ‘u.. . *7].

o The Cauchy stability statement for (Mags, gads) for the syst=n. "-7) si. ~ ' in Proposition 1 can be
informally interpreted as the result of a natural dispersive mech. 7. ¢ >se to the axis y displayed by the
system (1-7), which does not allow the energy of ¢ to concentrace . " scales smaller than 7 in O (1) time,
provided a suitable initial norm of ¢ (controlling at least (I 1U), ‘s sn..ll enough. No such mechanism is
present for the system (1-9), as is illustrated by Prr _usitio 2.

Resolution of the “trivial” instability of (1-9) thy =" an ner mirror. In order to turn the spherically
symmetric Einstein-null dust system (1-9) into a well-p- sed, Cauchy-stable system (a necessary step
for converting (1-9) into an effective mode! of the vacuum Einstein equations (1-1)), it is necessary to
explicitly add to (1-9) a mechanism that prer .1 ~ the breakdown at r = 0 described by Proposition 2, so
that, moreover, an analogue of Prop~<itior 1 b 1ds for (1-9). This can be achieved by placing an inner
mirror at r =rp > 0, i.e., by resti(cting 1-9) on {r > rp}, for some ry > 0, and imposing a reflecting
boundary condition on the portion , of ae set {r = r¢} which is time-like.

Remark. The reflecting b. ndary ondi..on on yy can be motivated by the fact that, for smooth spherically
symmetric solutions .. ¢; ¢ v (1-5), the function ¢, viewed as a function on the quotient of (M, g)
by the spheres of sy nmetr sati ies a reflecting boundary condition on the axis.

The we (-posed1. ss and the properties of the maximal development for the system (1-9) with reflecting
boundary . ~ndition' on Z and yy are addressed in the companion paper [Moschidis 2017]. The following
result is estau.. "..d in that paper:

Theorem 2 (well-posedness for (1-9) with an inner mirror). For any ry > 0 and any smooth asymptotically
AdS initial data set (r, Q%, T, T) lu=0 on u = 0, there exists a unique smooth maximal future development
(r, Q%, 1, T) on {r > ro}, solving (1-9) with reflecting boundary conditions on T and vy, where rly =ro
and yy coincides with the portion of the curve {r = ro} which is time-like (fixing the gauge freedom by
imposing a reflecting gauge condition on both T and yy). For this development, T is complete and {r = ry}
is time-like in the past of I (see Figure 2).

In the case when the future event horizon H is nonempty, it is smooth and future complete. A necessary
condition for H to be nonempty is the existence of a point (u+, v+) where (1-13) holds. If the total mass
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Figure 2. Schematic depiction of the domain on which the v.xima: = ure development
(r, Q%, 7, T) of a smooth initial data set on u = 0 (with =fl.cti. ~ boundary conditions on
7 and yp) is defined. A gauge condition ensures that Z ai. ' yp are straight vertical lines.
Conformal infinity 7 is always complete in this sett’ ... ™ the ~ase when the future event
horizon H* is nonempty, it is smooth and Fas in. nite ai ine length. In this case, apart
from the mirror yy, the boundary of the dc aain has a .~ _-like portion on which {r = rg}.

m|z and the mirror radius ry satisfy
— - <1—1Ar, (1-15)
then necessarily H™ = @.

For a more detailed statement . “ Theo 2m 2, see Section 3 and [Moschidis 2017].

In view of the fact that #° - 2 1. -ue case when the total mass |7 and the mirror radius ry satisfy
(1-15), in order to address e Ad instwoility conjecture for the system (1-9) with reflecting boundary
conditions on Z and ,, it 1. uccessary to allow rg to shrink to O with the size of the data. Thus,
addressing the AdS  astabil 'y cowjecture in this setting requires establishing a Cauchy stability statement
for (Magc gads, “hic. ' independent of the precise value of the mirror radius ro. This is the statement
of the fol. 'wing res It, proved in our companion paper [Moschidis 2017]:

Theorem 3 (. __ny stability for (1-9) uniformly in ry). Given ¢ > 0, u, > 0, there exists a § > 0 such
that the following statement holds: for any ro > 0 and any initial data set (r, Q2, T, T)|u—o satisfying
1r, %, 7, D) llu=o
. / 7(0, v) ~—=Adv (
=su =+ sup
u u=0

2m\ !
1—— —1 —Am
=0 |p(0,v) — p(0, v)| +tan~! (/= Arp) up(0, v) ( r ) ‘ m)
<e, (1-16)

v

p(0,v) = tan~' (v/=Ar)(0, v), (1-17)
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the corresponding solution (r, Q*, t, T) to (1-9) with reflecting boundary conditions on T and yy will

satisfy
sup ||(r, 2%, 7, T)|luzis < 9. (1-18)
0<u<u,

For a more detailed statement of Theorem 3, see Section 3 and [Moschidis 2017].

Notice that the norm (1-16) vanishes only for the trivial initial data (r, Q2,0,0). Informally, " he Jrem 3
implies that, if the energy of the initial data concentrated on scales proportional to the m’ or rau. . is
small enough, then the energy of the solution to (1-9) (with reflecting boundary conditions n Z and yy)
will remain similarly dispersed for times less than any given constant. In particu’.r, ¥» apped surface
can form in this timescale if ¢ is chosen sufficiently small.

In Section 3, we will also present a Cauchy stability statement for gei .l . »lutions of (1-9) with
reflecting boundary conditions on Z and yy, which will be used in the prooi €T\ =ore.. 1 (see Theorem 3.6).

1C. Statement of Theorem 1: the nonlinear instability of A.'S Ac ~rding to Theorem 3, a Cauchy
stability statement holds for (Mags, gaqs) for time intervals widc  are inuependent of the precise value
of the mirror radius ry, depending only on the smallness of .ne . “itiar lata norm (1-16). As a result, it is
possible to study the AdS instability conjecture for “..e sys »m (1- )) with reflecting boundary conditions
on Z and yyp, for perturbations which are small v 1th re~ ~ct o (1-16), allowing the mirror radius rg to
shrink with the size of the data. In this paper, we wuu prov the following result:

Theorem 1 (more precise version). There exists a fam.ty of positive numbers ro. (satisfying rogiO)
and smooth initial data (r, Q*, 1, T)® |, o fo  he system (1-9) satisfying the following properties:

(1) In the norm || - ||,=0 defined by “* 16),
1. 22, 7. D) luzo == 0. (1-19)

(2) For any € > 0, the m~ cimal . "evei. “ment (r, Q2 7,7)® of (r, Q27,790 for the system (1-9)
with reflecting bemdar - .ditions on I and yy, r|,, = ro. contains a trapped sphere; i.e., there

exists a point (¢, vg) uch . “at
2m®
7@

(e, ve) > 1. (1-20)

Thus, . > view  Theorem 2, (r, Q2 1, 'E)(S) contains a nonempty, smooth and future complete event
horizon H' and a complete conformal infinity T.

For the definitive statement of Theorem 1, see Section 4. The following remarks should be made
concerning Theorem 1:

o In view of the Cauchy stability of (Mags, gads) with respect to (1-16) (see Theorem 3), the time’
required to elapse before (1 —2m® /r®)) becomes negative necessarily tends to +oo as ¢ — 0. However,
our proof yields a quantitative upper bound (increasing to +o0o as € — 0) on the time of trapped sphere
formation for the development of (7, Q2. 7, 7) O, (see (4-6)).

"TWhere time is measured with respect to the (dimensionless) coordinate function 7 = v/— A (u + v).
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« In view of the fact that #* = @ when (1-15) holds, in order for (r, Q2, 7, 7)© to satisfy both (1-19)
and (1-20), it is necessary that o, — 0 as ¢ — 0, at a rate which is at least as fast as that of 2/m® |78 i.e.,

roe < 2m®|z. (1-21)

In fact, we choose the family rq., (r, Q2, 7, 7)®|,_o of Theorem 1 to saturate the bound (1-".) . the
limit ¢ — 0; i.e.,
lim — % —1. -22)
e—0 2m ) |z
For the proof of Theorem 1, (1-22) is not essential and can be relaxed; however, it "s fv.c "mental for our
proof that rq, is bounded from below by some small multiple of 7®|7.

o It follows from the proof of Theorem 2 that, in the case A = 0, Minkc v."i . macetime ([R{3+1, n) is
globally stable (for the system (1-9) with reflecting boundary conditions « ~ ti.* inner mirror {r = rp}) to
initial data perturbations which are small with respect to the r ,rm | -16), inacpendently of the precise
choice of rg. This fact further justifies the choice of the matter o~ el an. ** _ norm (1-16) as a setting for
establishing the AdS instability conjecture.

o The proof of Theorem 1 also applies in the case A =0 w en pla ing an outer mirror at r = Ry > rg (in
addition to the inner mirror at r = rg), i.e., restri dng the so.. “uns of (1-9) in the region {ro <r < Ro}
and imposing reflecting boundary conditions on L. .. {r = ¢} and {r = Rp}. This is in accordance with
the numerical results of [Buchel et al. 2012] for the syst-.a (1-5).

« It can be readily inferred by Cauchy - .av “ity (see Theorem 3.6 in Section 3D) that, for any y, =
(r, Q2 T, f)(g) |u=0 in the family of initial ¢ ata « . Theorem 1, there exists an open neighborhood W, of
initial data around y, such that, fr. ai. v € 7, the maximal future development of y also contains a
trapped surface. In particular, the . t of ir tial data leading to trapped surface formation is open. An even
stronger genericity statemer . w. ld « ~ the existence of an open instability corner in the space of initial
data around (Mags, gads, see [L mitrakopoulos et al. 2015]), i.e., the existence of a ¢; > 0 such that
{y:dist(y, ye) <ci1]' enn o} © vve for all ¢ > 0 (with dist( -, - ) being the distance function associated to
(1-16) for ro = ro.). While we hwve not addressed the issue of genericity of the unstable initial data in
this paper we exp <t u.... the proof of Theorem 1 can be adapted to yield the existence of an instability
corner arc \nd (Ma s, gads)-

o A plethora © .merical works, see, e.g., [Bizoni and Rostworowski 2011; Buchel et al. 2012; Bizon
et al. 2015; Dimitrakopoulos et al. 2015], suggest that, in the case of the Einstein-scalar field system

(1-5), for families of initial data ((péo), (pél) ) for the scalar field ¢ of the form

@, o) = (9, £9") (1-23)

(where (9@, (V) is a fixed initial profile), trapped surface formation occurs at time ~ ¢~2. However,
any rigorous formulation of this statement for general families of initial data, not necessarily of the form
(1-23), requires fixing an initial-data norm for which the initial data size is measured, with different

8Note that the renormalized Hawking mass () is constant on Z when imposing a reflecting boundary condition.
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r =Troe

o0+ = 4

Figure 3. The initial data (r, Q2, 7, T)®|],—¢ give rise t¢ ~ bundle of ingoing beams
which are successively reflected off {r =rq.} and . ={; = +oc}. While the number of
beams goes to infinity as ¢ — 0, for simr .city, w ~ onlv depict here a bundle of three
beams. As long as the total width of the und" “beams remains small, the interaction
set naturally splits into a part which lies ciose to  ~ = rq.} and a part near Z. We have
also marked with a red dashed line the beam 1:-".ig (initially) to the future of the rest.

choices of (scale-invariant) norms possiuly 'ac g to different time scales of trapped surface formation
for initial data of size ~ &. For this r~ -on, _ive . that the initial data (z, T)®|,—o in Theorem 1 cannot be
viewed as a rescaling of a fixed p. - file of he form (1-23), we have not tried to optimize the time required
for trapped surface formatior “» The ==".( 1 in terms of the initial norm (1-16).

1D. Sketch of the proof an. "rema ks on Theorem 1. We will now proceed to sketch the main arguments
involved in the proo” o1 . “eor. m 1.

he . ‘tigl < ata. The family of initial data (r, Q2, 7, 7)®|,—0 in Theorem 1 is chosen so
that its to 1 ADM aass 7’|z and the mirror radius ro, satisfy (for ¢ < 1)

Constructico™ _

roe, |z ~ (=) V2, (1-24)
In particular, fixing a function A (g) in terms of & such that
e L h(e) <1,

the initial data (r, Q2, 7, T)©|,—o are constructed so that the null dust initially forms a bundle of narrow
ingoing beams emanating from the region r ~ 1; see Figure 3. The number of the beams is chosen
to be large, i.e., of order ~ (h(¢))~!, and the beams are initially separated by gaps of r-width ~
(h(e))'e(—=A)~"1/2. The large number of beams and their initial separation are chosen so that

e—>0

I(r, @2, 7, £) |lymo ~ h(e) === 0. (1-25)
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Remarks on the configuration of the null dust beams. As the solution (r, Q2, 7, T)®) arising from the
initial data set (r, Q2, 7, T)®|,—0 evolves according to (1-9), the null dust beams are reflected successively
off yo = {r = ro.} and Z, as depicted in Figure 3. The beams separate the spacetime into vacuum regions
(the larger rectangular regions between the beams in Figure 3), where the renormalized Hawking mass
m'® is constant (recall the definitions of the Hawking mass and the renormalized Hawking mass "y  *-11)
and (1-12), respectively). The interaction set of the beams consists of all the points in the o< _etir e
where two different beams intersect (depicted in Figure 3 as the union of all the smaller 'k rec....gles,
lying in the intersection of any two beams). As long as the total width of the bundle ~f be. ms remains
small, the interaction set can be split into two sets, one consisting of the intersecti »ns c. “rring close to
the mirror )y and one consisting of the intersections near Z (see Figure 3).

Every beam is separated by the interaction set into several components. = . ~ac * such component, we
can associate the mass difference ®m between the two vacuum regions . “ic, are chemselves separated
by that beam component. The mass difference ®m measures the ene v conten. of each beam component
and, in view of the nonlinearity of the system (1-9), it is not ne: ssaril, -~ .served along the beam after
an intersection with another beam. Precisely determining the r=<ultn. - change in the mass difference after
the interaction of two beams will be the crux of the proof f The rem 1.

Beam interactions and change in mass differencc In Fioure ) wne region around the intersection of an
incoming null dust beam ¢j, and an outgoing nui. .ust be m ¢y is depicted. This region is separated

by the beams into four vacuum subregions Ry, ..., R+ .ith associated renormalized Hawking masses
mi, ..., my (see Figure 4). Before the inte- .. ~tion of the two beams, the mass difference of the incoming
beam ¢j, is

D=1y — g, (1-26)

while the mass difference of the ou ~oinc beam ¢y is
D_m=my—my. (1-27)

After the intersectior u1 e b. "ms, the mass differences associated to ¢j, and oy become

D i =iy — s, (1-28)
Dim=m3—m, (1-29)
respectivel
Assuming that
oo, (1-30)
Oyr <0 < 0yr, (1-31)

we can readily obtain the following differential relations for r and m from (1-9):

o7 dr T
oylog| ——— )| =—— ,
1-2m/r r o —o,r

(1-32)
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Figure 4. The region in the (u, v)-plane around the intersection of ar incc aing veam
Cin and an outgoing beam {oy. The regions R;, i = 1,...,4, === v. ~uum and the
renormalized Hawking mass m is constant (and equal to 72;) on eac, o1 ' R;’s.

and — \
0,m = —271( _ am/r )T
“g (1-33)
- 1—2m, »\ _
oym =27 (- \r
vl

We will also assume that:

o The null dust beams ¢j, and &,y are sufficiently narr- w so that, on their intersection &, N Lout, 7 can
be considered nearly constant:’

sup r - 1.0 r<e(=A)"V2 (1-34)

L6 o

o D, —D_sand D, m —% i are celatively small.'”

Then, (1-32)—(1-33), cor binc.” wiL. the conservation laws
,7=0, 09,T=0,

yield the following -=latio) s for .ne change in the mass difference associated to &, and oy after their
intersectic «

_ _ 2 D
Dot =D i -exp| 2 —— 4 Eeen), (1-35)
rl1—2my/r
2 D_i
D=0 s-exp(—2——" 4 Ereou), (1-36)
rl1—2my/r

where the error terms Ertj,, Evryy are negligible compared to the other terms in (1-35), (1-36) (see also
the relations (6-51) and (6-52) in Section 6A2). In particular, whenever an ingoing and an outgoing null
dust beam intersect, the mass difference of the ingoing beam increases, while that of the outgoing beam
decreases.

9This is possible in view of the fact that, for solutions (r, Qz, 7, 7) to (1-9), r remains uniformly continuous in the limit when

7, T tend to §-functions in the u-, v-variables, respectively.
10Note that, necessarily, ® 1m — O _m = —(D1m —D_m).
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Remark. Notice that, according to (1-35) and (1-36), the change in the mass difference of each of the
beams &in, Cout after their intersection can be estimated in terms of the mass difference of the other beam
and the value of r and inf(1 — 2m/r) in the region of intersection. A relation for the change of the mass
difference of two infinitely thin, intersecting null dust beams was also obtained in [Poisson and Israel 1990].

The instability mechanism. Let us now consider, among the null dust beams arising from the 7 iiti~ data
(r, Q%, 1, T)®,—0, the beam ¢y which initially lies to the future of the rest (this is the bear . ma. =d v .th
a dashed line in Figure 3). Defining

&, [1+] = mass difference associated to o at {o N {u +v =14, (1-37)

we will examine how &, changes along ¢y, after each successive intersect .~ o1 7o with the rest of the
beams:

(1) Starting from u = O up to the first reflection of ¢y off the ir ‘er 1. or o, the beam ¢y is ingoing and
intersects all the other beams after they are reflected off yy. Tha. apply.ug (1-35) successively at each
intersection of ¢y with an outgoing beam, we infer that £ i re. “es a. *his step by a multiplicative factor

20 1 = Egylu= )

Ain > exp( - 8)), (1-38)

.Y
where r,, is the value of r at the region of intersectic ut ¢y with the first beam which is reflected off
{r = ro¢} (note that r, is also the r-widtb .. > bundle of beams when ¢y first reaches the mirror yp). In
obtaining (1-38), we have assumed that

1/2

roe K Iy <7 (—A) O ~roe,  Egolumo K|z

(where the latter holds in v 2w o. ‘he . ay the initial data where chosen).

(2) The mass differenc= £, . ~ht sefore and right after the reflection of ¢y off yy is the same, in view of
the reflecting bounc ry co. ditic. < on yp.

(3) From s firse =flc. "_a off yg up to its first reflection off Z, the beam ¢y is outgoing and intersects
(again) th  rest of t e beams in the region close to Z (after these beams are reflected off 7). Applying
(1-36) succ. <ivel . each intersection, we infer that &, decreases at this step, being multiplied by a

2@ |1 — & e 1
1>AoutZeXp(_ (M |z — &l _o)(( o 2)+8)), (1-39)
3ATT

factor

rz 1—¢—

where rz is the value of r at the region of intersection of ¢y with the first beam which is reflected off Z.
In obtaining (1-39), we have assumed that rz > (—A)~ Y2 (which holds in view of the way the initial
data where chosen).

(4) The mass difference &, right before and right after the reflection of ¢y off 7 is the same, in view of
the reflecting boundary conditions on Z.
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Therefore, provided r,, < (—A)_l/ 2 « rz, we infer that, after the first reflection of Lo off yp and Z,
the mass difference &, increases by a factor

2|7 — & lue 29 |7 — & lu 1
Atot=Ain'AoutZeXp< (m' |z ;olu_o)(l_g)_ (m'®|z §0|u—0)( — +3))
Ty 'z (1_8_51\’1)
7@ g | _
> ex%M), (1-/J)
Ty

The steps (1)—(4) in the above procedure can then be repeated for each successive r ... “tion € g off yp

and Z, as long as

172

roe K rypin L (=A)"7" L rgp, (1-41)

where ry.,, rz., are the values of ry, rz., after the n-th reflection of o~ ;.\ and Z (note that r,., is
also the r-width of the bundle of beams at the n-th reflection o’ ¢y ¢. vp). Thus, as long as (1-41) holds,
denoting with &., the value of &, at the n-th reflection of {y of* =, the "~""owing inductive bound holds:

Egoin = Atotin * Eg 115 (1-42)

where the multiplicative factor

( ~ a4 E. .
Atotn = exp\—lz 5—0) (1-43)
r

is always greater than 1, since &,., <7 |7+ ~e also the relation (6-13) in Section 6A). This is the main
mechanism driving the instability, and the - roo Jf Theorem 1 is aimed at showing that, for some large
enough n(e) depending on ¢,

A — 1-44
"[ totin > 2sgo|uo (1-44)

Inequality (1-44) im uc. “in v ~w of (1-42)) that

28,
onte) o, (1-45)

roe

i.e., that, a1 v the -
large that a trapped surface (in particular, a point where 2m /r > 1) necessarily forms before ¢y reaches the

-

,-th successive reflection of {y on yy and Z, the mass difference £, has become so

mirror yy = {r = ro,} for the (n(¢)+1)-th time (provided ¢y was initially chosen sufficiently “narrow”).!!

Control of r,., and the final step before trapped surface formation. The main obstacle to establishing
(1-44) (and, thus, Theorem 1) is the following: Once &, exceeds c - ro, for some fixed (small) ¢ > 0,
the total r-width of the bundle of beams close to yy, i.e., ry,., in (1-43), increases after each successive

'We should remark that, once a trapped surface S has formed, {r = ro.} N J1(S) (where J1(S) is the future of S) will be
space-like and we will not study the evolution of the spacetime beyond {r = ro.} N J1(S). In particular, no more reflections of
the beams will occur in the future of S. See Theorem 2.
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reflection off yp and Z. Thus, the multiplicative factor (1-43) decreases as n grows. The increase in ry,.,
is more dramatic when the spacetime is close to having a trapped surface, i.e., when 2m/r is close to 1.2
Controlling the growth of r,,., is achieved by establishing an inductive bound of the form

r 2E¢n— )
S N T
Yoin— e

(see also the relation (6-14) in Section 6A). Obtaining the bound (1—46) is one of the r - st den... _uing
parts in the proof of Theorem 1 and requires controlling the r-distance ry of ¢y from the » ~ond-to-top

beam ¢ at the n-th reflection off y for all n < n(e), i.e., establishing a bound of ae ¥ »

)
L E
o 1+co< ‘O'O). (1-47)

T0e roe

(see (6-12) in Section 6A). The bound (1-47) is in turn obtained vy €. “blishing an inductive bound of the

form
¢ )

r -
10g< &) )SColog/g = ”—), (1-48)

Yoin Sosn—

estimating the decrease of r)(/é)n by the increase « £, a. 2ach reflection (see (6-129) in Section 6A2).
The bound (1-47) is inferred from (1-48), in view of the f* ot that &, > &.,—1 and

n(e)
. Eoin(e) r0e
§ :10 ) _ <—50’ G > <1lo ( ) (1-49)
g<‘€§0n 1 3 5(0:0 s 25(0;0

At the level of the initial data, ob’~ ning ( -46) and (1-48) requires introducing a certain hierarchy for the
scales of the r-distances and —~ass . “#f= cnces associated to the beams initially (see (5-2) and (5-3) in
Section 5A).

Combining (1-42) ard (1-- °) v ¢ can show that there exists a large n(g) such that, after n(¢) reflections

of &y off yp (but not zarlie. ), w. have

2&¢,:

ZEnE) S 1 —c(e), (1-50)
roe

where c(g) <. " ) is a fixed function of €. Note that, compared to (1-45), (1-50) is a slightly weaker

bound, which just stops short of implying that a trapped surface is formed. In order to complete the proof

of Theorem 1, we therefore have to consider two different scenarios for £ (¢):

Case 1: In the case when (1-45) holds, the proof of Theorem 1 follows readily, since (1-45) implies that,
before ¢y reaches {r = ro.} for the (n(e)+1)-th time, a point arises where 2m /r > 1.

12The example of two outgoing null rays in the exterior of Schwarzschild-AdS, with mass M < (—A)~ 172 serves to illustrate
this phenomenon: The 7-separation of two rays emanating from the region close to the future event horizon %1, where 2m/r ~ 1,
increases dramatically by the time they reach the region r ~ (—A)~1/2. This is, of course, nothing other than the celebrated
red-shift effect.
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Case 2: In the case when (1-50) holds but (1-45) is violated, we have the bound

26
1—c(e) < 250 (1-51)
roe

In this case, ¢y reaches {r = rq.} for the (n(e)+1)-th time before a trapped surface has formed. One would
be tempted to repeat the above procedure for one more reflection, in an attempt to establish tha a trpped
surface has formed before the (n(g)+2)-th reflection of ¢y off 3. However, the bound (.-51 mnr’ es
that most of the bootstrap assumptions needed for the proof of Theorem 1 (which we ha = suppressed
in this sketch for the sake of simplicity) are violated beyond the (n(g)+1)-th ref _cu 1 anc  thus, the
above procedure cannot be repeated. For this reason, we choose a different path: “.ppl ..ag a Cauchy
stability statement backwards in time (see Theorem 3.6), we show that there ex. ts a ._..all perturbation
(', ()2, 1/, T)®|,—o of the initial data (r, Q%, 7, T)® |, (satisfying (1-.3),, = -h that the perturbed
solution (', ()2, v/, T/)® to (1-9) satisfies (1-45) and, furtherm. e
28]

“Tone) (1-52)
roe

(where &} is similarly defined by the relation (1-37> for (/, (€, .7/, 7))@ in place of (r, Q%, 1, T)®).

i

Thus, we end up in the scenario of Case 1, and tF : proof ot ™~ rem 1 follows readily.

Further remarks on the proof of Theorem 1. The proof ¢ Theorem 1 involves many technical issues
related to the final step of the evolution before a traj .ed surface is formed. Most of these technical
issues simplify considerably in the case v .ie1r ~ne restricts to showing a weaker instability statement for
(Mads, gads), €.2., by replacing (1-20) wi“

2m\®
()

See Sections 4 and 6A1 f. - more 'etai

<

(ue,ve)

(1-53)

N —

The mechanism le~ “ng 1. = pped surface formation in the proof of Theorem 1 only made use of
the fact that we cho = the 1 itial ‘ata (r, 2, 7, T)®|,— so that the matter was supported in narrow null
beams, suc cssiv 'v i e ed off Yy and Z, while the matter model satisfied the condition

T, = Q%48 T4 =0. (1-54)

Thus, we expect that the same mechanism can be adapted to the case of more general matter fields, which
allow for matter to be arranged into narrow and sufficiently localised null beams, satisfying (in a region
around the set of intersection of the beams)

Tuos 192848 Tap| < Ty + Too, (1-55)

with such a configuration arising moreover from initial data which are small in a norm for which
(Mads, gags) 1s Cauchy stable. For an application of this mechanism in the case of the spherically
symmetric Einstein-massless Vlasov system (without reducing to the radial case and without an inner
mirror), see our forthcoming [Moschidis 2018].
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Finally, let us remark that the general mechanism of instability suggested by the proof of Theorem 1
can be summarized as follows: In a configuration consisting of a relatively narrow bundle of nearly
null beams of matter that are successively reflected on Z and » = 0 (on an approximately (M ags, gads)
background), the energy content of the “top” beam will increase after each pair of reflections. A similar
physical space mechanism was described for the Einstein-scalar field system (1-7) in [Dimitre’.op. "tlos
et al. 2015], where it was suggested that, on a nearly null scalar field beam successively refle 'te 4 off 7
and the center r = 0, the energy density on the top part of the beam tends to increase.

1E. Outline of the paper. This paper is organized as follows:

In Section 2, we will introduce the spherically symmetric Einstein-radial m ssle: s V] isov system in
double null coordinates. We will also formulate the notion of reflecting ! “nc¢ ry conditions for this
system on Z and on time-like hypersurfaces of the form {r = rp}.

In Section 3, we will formulate the asymptotically AdS char- cte. ".tic initi. boundary value problem
for the spherically symmetric Einstein-radial massless Vlasov sy. “.m. V. » w?'l then recall the main results
established in [Moschidis 2017] regarding the structure of the m. vimal development and the Cauchy
stability properties for this system.

In Section 4, we will provide a technical stateme~ . of the » ain r¢ sult of this paper, namely the instability
of AdS for the Einstein-radial massless Vlasov ¢ 'ster .. *h reflecting boundary conditions on {r = rp}
and Z. The proof of this result will occupy Sections 5 and ».

2. The Einstein-mas .ess "lasov system in spherical symmetry

In this section, we will review the b ... 2ro, ~_.es of the spherically symmetric Einstein-massless Vlasov
system in 3 4 1 dimensions, expr  sed in louble null coordinates, following the conventions introduced
in [Dafermos and Rendall 2°~ 7" W. .. also introduce the notion of the reflecting boundary condition
on time-like hypersurfac. for th  raa. ! massless Vlasov equation. To this end, we will follow the
conventions adopted i~ ~ur ¢ _anion paper [Moschidis 2017].

2A. Spheri .., “m. otri: spacetimes in double null coordinates. Let (M3, g) be a smooth Lorentz-
ian manif Id such . at M is of the form

M=>=Ux S?, (2-1)

where U/ is an open domain of R? with piecewise Lipschitz boundary 8/ and, in the standard (u, v)-
coordinates on U/, g takes the form

g= —Qz(u, v)dudv —I—r2(u, v)gs2, (2-2)

where gsp is the standard round metric on S*and Q,r: U — (0, +00) are smooth functions. In addition,
we will assume that

infr > 0. 2-3
12r> ( )
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We will also fix a time orientation on M by requiring that the time-like vector field N = 9, + 9, is
future-directed.

Remark. Notice that the action of SO(3) on (M, g) through rotations of the S factor of (2-1) is an
isometric action.

We will also define the Hawking mass m : M — R by the expression
m=1r(1—g(Vr, Vr)). (2-4)
Viewed as a function on U, m takes the form

m=3r(14+4Q723,r d,r). (2-5)

Equivalently, we have
2 _ 4(_8ur) Oyr

1—2m/r "’ 2-6)

In any local coordinate chart ( y!, ¥2) on 2, the nonzero Ck-* *offe, 'vmbols of (2-2) in the (u, v, y!, y?)
local coordinate chart on M are computed as

Ly = log(Qz), Cop= " loguzz),
FZB = Q_2 av (rz)(gSZ)ABv FZB =C -2 au (rz)(gSZ)AB’ (2_7)
Ty =r~ta,r84, T =r"18,r83,
A - A
v = 2B

where the indices A, B, C are ass¢ ciatc ' to wie spherical coordinates yl, yz, 52 is the Kronecker delta
and ', are the Christoffel symbo. of th . round sphere in the (y!, y?) coordinate chart.
For any pair of smooth f.nctic 3s 7, f>: R — R with f{, f; 70, the coordinate transformation

(u, v) = (f1(u), f2(v)), (2-8)

mapping I t= "~ R can' : used to diffeomorphically identify M with Z x S?. In these new coordinates,
the metric g takes ‘e form

g=—%, v)didv +r*(i, v)gs, (2-9)
where
o2(n = LIPS PR D
Qu,v)=——=Q(f] W), f, (v)), (2-10)
fifs
r(it, ) =r(f7 @), 5 (@) (2-11)

We will frequently make use of such coordinate transformations, without renaming the coordinates each
time.
Note that m is invariant under coordinate transformations of the form (u, v) — (fi(u), f2(v));i.e.,

m(it, 0) = m(f; @), f5 ' (9)). (2-12)
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2B. The radial massless Vlasov equation. Let (M, g) be as in Section 2A. Let f > 0 be a measure on
T M which is constant along the geodesic flow, that is to say, in any local coordinate chart (x°, x!, x2, x3)
on M with associated momentum coordinates (p°, p', p?, p?) on the fibers of T M, f satisfies (as a
distribution) the first-order equation

pEoe f — ngpﬁpVapaf =0, .-13)

where ng are the Christoffel symbols of g in the chart (x°, x!, x2, x3). We will call f a < issless - “usov
field if it is supported on the set P C T .M of future-directed null vectors; any such vactor «. © p) € TM
will satisfy

gap(x)p*pP =0. (2-14)

Associated to f is a symmetric (0, 2)-form on M (possibly defined only 1. tu. »nse of distributions),
the energy momentum tensor of f, given by the expression

Taﬂ(x):/l PaPpt. (2-15)
71 (x)

where 7~ (x) denotes the fiber of TM over x € M and 1e ina ‘es of the momentum coordinates are
lowered with the use of the metric g, i.e.,

Py = 8ys(X)p’". (2-16)

Remark. In this paper, we will only consider distributions f for which the expression (2-15) is finite for
all x € M and depends smoothly on x € M

We will consider only distribv’o..  f *.ch are spherically symmetric, i.e., invariant under the
action of SO(3) on M. In that ¢ ‘e, in. 1y (u, v, yl, yz) local coordinate chart as in Section 2A, the
energy-momentum tensor 7 ., € the uum

T =T (u, vy >+ 2T, (u, v) du dv + Ty, (u, v) dv* + Tap(u, v) dy* dy®. (2-17)

Furthermore, we w. | restr 't to . :dial Vlasov fields f, i.e., fields supported only on radial null vectors
which are » orma. » ti. ~ats of the action of SO(3) on M. In any (u, v, yl, y2) local coordinate chart as
in Sectior 2A (with 1ssociated momentum coordinates (p“, p?, pl, pz)), a spherically symmetric, radial
massless V. <ov fi- ._ f has the form

f,v, ' 9% p", p ph pH) = (Fnu, v; P+ four(, v; pP) 8V (gs2) ap? ) 8(Q%p" p*), (2-18)

where f_in, fout > 0 and 4§ is the Dirac delta function on R. In this case, the only nonzero components of
the energy momentum tensor (2-15) are the 7, and T,, components. In particular, in terms of fin, fom,
we (formally) compute

2 dp’

v

400
T (11, v) = / Q*(p")? fou(u, v; p¥) 7 (2-19)
0

—+00 _ d u
Tout, v) = f @ (") v p) > (2-20)
0

u
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Remark. In this paper, we will only consider the case when fi,, four are smooth and compactly supported
in the p“-, pV-variables, respectively.

In the case when f is of the form (2-18), equation (2-13) is equivalent to the following system for fin
and fou: B )
3, (Q*r* p" fin) + 0, (R (%) r*(p)* fin) =0, (21

3y (@ p" fou) + 00 (27 9,2 r* (p*)? fou) = 0. (2:°.2)

The equations (2-21)—(2-22) readily yield the following transport equations for 7. 7 .:
0y (r*Tuu) =0, (2-23)
3, (r*Tyy) =0. (2-24)

Remark. Under a coordinate transformation of the form (2-8), fl f 4t L. 7s.orm as

FEN (i), fa(); flap) = 1o v 0, (2-25)
FEV (i), Hr); f5@)p) = Fu 3 p). (2-26)

2C. The spherically symmetric Einstein-radial mr ;less ’lasov ystem. Let (M, g) be a smooth Lor-
entzian manifold and let A < 0. Let also f be nonr-~ative neasure on T M. The Einstein—Viasov
system for (M, g; f) with cosmological constant .. 18

{Ric,w(g) — 5 R() g + gy = 87 T, (2-27)

P f =1 P pY ape f =0,
where T),, is expressed in terms of f by (Z 15
Restricting to the case where (A ([, g) . a spherically symmetric spacetime as in Section 2A and f is a
radial massless Vlasov field (i e., L, - the form (2-18)), the system (2-27) is equivalent to the following
system for (r, Q2, fin, fou)

90y (r?) = —5(1 — ArHQ?, (2-28)
2 Q? 2
00, 10g(R%) = 275 (144272 8, dyr), (2-29)
r

3, (Q720,r) = —4nrT,,Q 72, (2-30)
0,(Q27208,r) = —4nrT,, Q7 2, (2-31)

du (M p" fin) = =80 (2 3,(2D) r*(p")? fin), (2-32)
3 (PP four) = —0,0 (2% 3,(2%) r* (p*)? four), (2-33)

where T,,,, Ty, are expressed in terms of fou, fin by (2-19), (2-20), respectively. Notice that the system
(2-28)—(2-33) reduces to the following system for (r, Q2, Tyus Too):

9 0u(r®) = —3(1 — ArHQ?, (2-34)

2
300, log(Q2) = %(1 F4Q72 3,7 3y, (2-35)
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3(Q2728,r) = —4nrT,, 272, (2-36)
3,(Q2728,r) = —4mrT,, 272, (2-37)
3 (r*Tyy) =0, (2-38)
3y (r*Ty,) = 0. 0-39)

Remark. The system (2-34)—(2-39) is the Einstein-null dust system with both ingoing and ~ut_~*.g dr st
(used as a model for self-gravitating radiation already in [Poisson and Israel 1990]). I ‘e notauun of
Section 1B of the Introduction,
r*Ty =1, (2-40)
T, =T. (2-41)
Defining the renormalized Hawking mass as

m=m— AP, (2-42)

and using the relation (2-5), equations (2-34)—(2-39) formal’, -ive 1. - (o the following system for
(r,m, Tyu, Tyy) (valid in the region of U where d,r >0, 9,7 Oan’'1—2m/r > 0):

Or D 17 Tuu
dulog| —2— ) =—4, -—10 2 2-43
u Og(l—Zm/ ) Bur (2-43)
-9 ’T,
3y log( — ") —gp 1100, (2-44)
1-2m/r o7
~ 2 3
1 — 5Ar7 (—0,r) dyr
Budyr =- — —2 , 2-45
utv? r? 1—2m/r (2-45)
1-2
Bt :—2n%r2nu, (2-46)
—Cu
1-2
oy = 2 ¢ - ’:1/ g (2-47)
v
3y (r*Tyy) =0, (2-48)
3y (r*Tu) = 0. (2-49)

2D. The -flecting oundary condition for the radial Vlasov equation. Let (M, g) be as in Section 2A.
Recall that ‘41 spli* . pologically as the product

M=~UxS>.

Let 0imU be the subset of the boundary 0i/ of U C R? consisting of a union of connected, time-like
Lipschitz curves with respect to the comparison metric

8comp = —du dv (2-50)

on R?. Recall that a connected Lipschitz curve y in R? is said to be time-like with respect to (2-50) if,
for every point p = (u,, vy) € y, we have

Y\p CIT(PpUI (p)=({u>u}Nn{v>vHU{u <u}N{v <v). (2-51)
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o u u il

tim

&

Figure 5. For a domain U C R? as depicted above, the time-like norti n 9y, of the
boundary ol splits as the union of a “left” component agmu and a “rni." ’ component
8t;'mbl . In general, agmu and 8;le need not necessarily he .trai_"t ‘ine segments as
depicted above. However, in the following sections, v 2 win mpose a gauge condition
on the domains under consideration that will indeed f . Q!i_ml/{ « 4 d: U to be vertical

tim
line segments (see Definitions 3.2 and 3.3).

Let us fix w : U U 0y U4 — R to be a smooth t ,undary-a. S~ g function of 9y U i.e.,
wlatimu :0’ dw|8timu #/ ’ U)|u > 0
We can split 9, I/ into its “left” and “righ*”’ ~omponents as

d ol =05, UUBT U (2-52)
(see Figure 5), where
af"_mz/‘ ~ {(Vn UO) G 8timu : 8vw(”0, UO) > 0}5

gt = £ "0, V0) € dimU : dyw (uo, vo) < O}.

Remark. Notice th~. a.. - fur -c-directed radial null geodesic of M =/ x S? with a future-limiting
point on agw U xS (intt: amuent R? x S? topology of i x S?) is necessarily ingoing. Similarly,
future-dirr _ted ra. "al n.._. geodesics “terminating” at a;mu x S? are necessarily outgoing.

In the i >xt sectic s, we will only consider the reflection of radial null geodesics on parts of 9y for
which eithe. - —»_ wur some constant rg > 0) or 1/r is a boundary-defining function.

Following [Moschidis 2017], we will define the reflecting boundary condition on ¢y, for the radial
massless Vlasov equation as follows:

Definition. A radial massless Vlasov field f on T M will be said to satisfy the reflecting boundary
condition on dimU x S? if and only if

}_
tim

- (fom(uo, vo + I3 (— B, w/dyw) (uo, vo) - 2 (ug, vo +h) - p))
h—0% fin(uo — R, vo; 2 2(uo — h, vo) - p)

e for any (ug, vg) € ;. U and any p > 0

=1, (2-53)
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o for any (ug, vy) € anmu and any p >0

(ﬁn(ul +h, o1 (—0,w/d,w) (uy, v1) - Q72 uy 4+, v1) - p)) .

foutCur, vi —h; Q2(uy, vi —h) - p) o
Remark. In the above definition, the relations (2-53)—(2-54) are equivalent to the condition that t+ ~adial
Vlasov field f is constant along the reflection of radial null geodesics off dg,U; for a precise lef.iiticn

lim

h—0+

(2-54)

of the notion of a reflected radial null geodesic, see [Moschidis 2017].

Note that the relations (2-53) and (2-54) for f_in, fout imply the following boundarv rel. ‘ons for the
components (2-19)—(2-20) of the energy momentum tensor 7':

¢ For any (ug, vo) € ol

t1m
Tuu ) h _au 2
lim L (0. Vo) _ Y o vy (2-55)
h—0t F2Tyy (g — b, vo)  \ dyw )

e For any (u1, v1) € at1m

P (1 4 . v1) (faw’uo, 3)2. (2-56)

m S
h—0t r Tuu (w1, vy —h) Jy W
3. The boundary-characteristic initial vah : prok'~m: .. cil-posedness and Cauchy stability

In this section, we will formulate the asymptotically AdS ir’ 1al value problem for the system (2-28)—(2-33)
with reflecting boundary conditions on {r = r¢} and 2 for some ry > 0. We will then recall the main
results established in [Moschidis 2017] eg? « ng the well-posedness and the structure of the maximal
development for this system.

3A. Asymptotically AdS charac:. “istic i, itial data. The following was introduced in [Moschidis 2017]:

Definition 3.1 [Moschidis 2”1/, . =fir. ~on 3.1]. Forany v; <v; and any ro>0, letr,:[vy, v2) = [ro, +00),

Q) : v, v2) = (0, +00) a. 1 fin/, fout/ s [v1, v2) X (0, +00) — [0, +00) be C* functions, such that
r/(vy) = ro, (3-D

lim r/(v) = +o00. (3-2)

V>V

Let us de. ne (9,r), : [v1, v2) = (=00, 0) by the relation

(3u7),(v) = ( r 8vr/(v1)—%/1(1 —Ar?(ﬁ))@f(ﬁ)dﬁ). (3-3)

r/(v)

We will call (r/, Q% fin/, fom/) an asymptotically AdS boundary-characteristic initial data set on [vy, v2)
for the system (2-28)—(2-33) satisfying the reflecting gauge condition at r = rg, +00 if:

e (r/, 2/) satisfies the constraint equation

0u(2 0yry) = —47r)(Ty) /2,7, (3-4)

where
u

Y 4 u\2 7 uy 2,..4p
(Tvn/(v):/o 200" oy v ) F 0

(3-5)
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. fout/ solves the massless radial Vlasov equation
0y (Q )W) P’ fouy (v, P)) + 8y (27 80 (R} @) (p*)? fowy (v, p*)) =0 (3-6)
e (0,r), satisfies

9
fim e _

V>V, 3UI”/

1. 3-7)

. fout/, fin , satisfy the following compatibility conditions at v = vy, v, for any p > 0:

Jouy (vis (= @) /3ur)) (1) - Q7% (01) - p)

= — =1, (3-8)
finy 15 72 (1) - p)
and - ) .
_(Finy(v2=h; @ury/ — @ur) Y2 —h) - Q2 (2 — k) I\
lim = — — = 1. (3-9)
h=07 Jouy (V2 —h; Q2" (v2—h) - p )
Remark. Notice that the constraint equation (3-4) implies
3,(Q;% dyry) <0. (3-10)
Thus, (3-2) yields
8 >0 (3-11)

everywhere on [vy, v2).

Given any asymptotically AdS boundary-characterist _ initial data set (r/, Q%, f_in /5 fout/) on [vy, vp)
with reflecting gauge conditions at r = -, ~0, we will also define the initial Hawking mass m, and
initial renormalized Hawking mass m, ¢n | j.v * by the relations

my AL - 452/_2(8ur)/ dr)), (3-12)
VYR YN (3-13)
in accordance with (2-6), © -42).
3B. Developments an, flec. *g boundary conditions on r =ry, +00. We will only consider solutions
(r, Q2, fm, f ) to ( -28)- 2-33) satisfying a reflecting gauge condition on 9y, U, which fixes i to

be a unio’ of veru “al suaight lines in the (u, v)-plane. This motivates defining the following class of
domains ¢ in the p! ne (see [Moschidis 2017]):

Definition 3. .vioschidis 2017, Definition 3.3]. For any vg > 0, let %, be the set of all connected open
domains U of the (u, v)-plane with piecewise Lipschitz boundary o/, with the property that 0/ splits as

the union
oU=pyUIUS,, Uclos(y), (3-14)
where, for some 0 < u,,, uz < +00,
Yo={u=v}IN{0 <u <uy}, (3-15)
IT={u=v—v9}N{0<u <uz}, (3-16)

Sy = {0} < [0, vol, (3-17)
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//y/
T
Yo u //Q
(0, vp)
SUO
10.0)
..\&\
S,

Figure 6. A typical domain U € %, would be as dep: ‘te! a. ~ve. In the case when the
boundary set y is empty, it is necessary that both yy ai.w 7 are u..oounded (i.e., extend
all the way to u + v = 00).

and y : (x1, x2) —> R2is a Lipschitz, achronal (v .th respec. *~ * e reference Lorentzian metric (2-50))
curve, which is allowed to be empty (the closure « '~ /) ¢ ¥ in (3-14) is considered with respect to the
standard topology of R?). See Figure 6.

Remark. It follows readily from Definiti .. ” 2 that I/ is necessarily contained in the future domain of
dependence of S,, U yp UZ (with respect t the omparison metric (2-50)). In the case when y = & in
(3-14), it is necessary that both yy < ..a 7 ex -~ all the way to u 4+ v = 4-00.

A development of an asymptotic 'ly A: S boundary-characteristic initial data set for the system (2-28)—
(2-33) with reflecting bouns ary « »ndi. ons on r = rg, 400 is defined as follows (see [Moschidis 2017]):

Definition 3.3 [Moschidis 2. '7. T efinition 3.4]. For any vp > 0 and ry > 0, let (r/, Q?, fin/, fout/) be a
smooth asymptotica” y Aa. bou. 1ary-characteristic initial data set on [0, vg) for the system (2-28)—(2-33)
satisfying th._"~cti. ¥ gar se condition at r = rg, 400, according to Definition 3.1. A future development
of (r/, 527 f_in /5 fOL ) will consist of an open set U € %,, (see Definition 3.2) and smooth functions
roUd — (1. +00), 22:U — (0, +00) and f_in, fout U x (0, +00) — [0, +00) satisfying the following
properties:

(1) The functions r, 2, f_in, f_om solve the system (2-28)—(2-33) on U.

(2) The functions r, 22, fin, fou satisfy the given initial conditions on Sy, = {0} < [0, vp), i.e.,
(r, @, fin, foudls,y = (), 27, fins» four))- (3-18)
(3) The functions (r, fin, fout) satisfy on y; the boundary conditions
7y = o, (3-19)
fout(ts, V53 P) = finlttx, vi; p), (3-20)
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for all (uy, v4) € yo and p > 0, and on Z the boundary conditions

(I/r)lz =0, (3-21)
lim ( ]_;in(u* + h, vy Q_z(u* +h,v,) - p) ) =1, (3-22)
h—0+ fout(u*, v, — h; Q—Z(u*’ vy —h)-p)
for all (uy, vs) € Z and p > 0.
(4) The following are satisfied on yy and Z:
T lyy = —0u7 |y, (3-23)
0 (1/r)lz = —08y(1/r)lz. (3-24)

Remark. Notice that the boundary conditions (3-19) and (3-21), cor. ec¢ witn the form (3-15) and
(3-16) of yp and Z, respectively, imply the relations (3-23) ar « (> ‘4). How _ver, the relations (3-23)
and (3-24) should be viewed as gauge conditions fixing, in con) «ction 7it'. (3-19) and (3-21), the form
(3-15) and (3-16) of yy and Z.

If 2= U;r, 2, fin, fou) and 2" = U5 ', (Y, £, 710 ar two future developments of the same

initial data (r/, Q%, fin/, fom/), we will say that  / is a» =xte....on of 2, writing 2 C &/, if Y C U’ and

the restriction of (r/, ()2, _1;, Zut) on U coinciac, with -, Q%, fin, four)-

Remark. If 2 = (U: r, Q2, fiﬂ" fou—t) and 2 = U'; r', ()2, _1;, _(;ut) are two future developments of
the same initial data (r/, Q? fin/s fout)). -ner

Q% e, D = (@2 fins fosdlurwrs (3-25)
see [Moschidis 2017].

3C. The maximal develo, ent. he fc.lowing result was established in [Moschidis 2017]:

Theorem 3.4 [Mos aidis 201, Theorem 1]. For any vo > 0 and ry > 0, let (r/, Q? fin/, JEout/) be a
smooth asyr~ “‘cal. > AdS roundary-characteristic initial data set on [0, vy) for the system (2-28)—(2-33)
satisfying ne reflec g gauge condition at r =rq, +00, according to Definition 3.1, such that the quantities
Q?/(l —3 \r/z), r2 T.,),, and tan™! r; extend smoothly on v = vq. Then, there exists a unique, smooth
future develo,. _at (U; r, Q2, fin, fom) of (r/, Q?, fin/, fout/) which is maximal; i.e., any other future
development U'; r', ()2, f_lil, f_o’ut) of (r/, Q%, fin/, fout/) with r' > ry everywhere on U'satisfies U’ C U
andr’, ()2, _1;, fém are the restrictions of r, 2%, fin, fou onU’.

The maximal future development U; r, 2, fin, four) satisfies the following properties (for the definition
of the curves yy, L, v, see Definition 3.2):

(1) The renormalized Hawking mass m is conserved on yy and Z, i.e.,

m|y, = nlynu=0), (3-26)

m|z = m|zn{u=0)- (3-27)
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(2) The curve T is conformally complete; i.e., Q?/ (1 — %Arz) has a finite limit on T and

QZ
V| du=+oo. (3-28)
/I 1— %AI"Z T
(3) We have
d,r <0, (' -29)
(1 — 2_m>) > 0 Vde) JO)
r 7 1=@ui=()
Wrli-@ui-yo) > 0, (3-31)
where
]_(I)={0§u<supu}ﬂu (3-32)
z
is the causal past of T and
J (vo) ={0<v <supv! N/ (3-33)

Yo

is the causal past of yy (with respect to the reference Lorent7i~m me. “ic (2-50)).

(4) In the case U\J ™ (L) # O, the future event hori~on

HY=UNIJ (V= (w =supu}lnU (3-34)
z

has the following properties:

(a) H™ has infinite affine length, i.e.,

A
22 dv = +o0. (3-35)
D
(b) We have
supr =rs (3-36)
H+
and
. 2m\ _
%1+f<1 - 7) —0, (3-37)

whei rg defir. 4 by the relation

l—2———0 * ~_lar2=0. 3-38
N 30T ( )

(5) In the case H™ # @, the curve Yy is bounded and satisfies
g J (@) (3-39)

i.e., yo contains points lying to the future of H.

(6) In the case H' # @, the curve y is nonempty, piecewise smooth and r extends continuously on y
with r|,, = ro. Furthermore, for any point (u1, v1) € y, the line {v = v} intersects .13

131n other words, there is no point in y which lies on the curve {v = vz}, where (u7, vz) is the future limit point of Z.
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Remark. In the case when U/\J ~(Z) # & (and thus Ht # @), in view of (3-36), (3-38) and the fact that
r > rg on U, it is necessary that
lim,_ - m,(v)
e T AR (3-40)

ro 3

In a similar way, we can uniquely define the maximal past development U;r, 22, fi , fo o of
(r/, Qf, fin/» four), satisfying the properties outlined by Theorem 3.4 after performing a “ .mc evers i”
transformation (u, v) — (—v, —u). Notice that such a coordinate transformation turns an symptotically
AdS boundary-characteristic initial data set on # = 0 into an asymptotically AdS be ... vy-ci. “racteristic
initial data set on v = 0. However, Theorem 3.4 also holds (with exactly the same pr of) r such initial
data sets.

3D. Cauchy stability in a rough norm, uniformly in ro. In [Moschidis 7117, the ollowing “norm” was
introduced for smooth asymptotically AdS boundary-characteris’.c 1. “1al data . s (r/, Q?, fin /s fout/) on
[0, vp) for the system (2-28)—(2-33):

1/, 7. fins» fou)lles

. A |~ ( )|+( A) fvo 1 (r/z(Tvv)/)(_)d_
=+—A sup |m,(v — sup - — v)dv
0<v<uvg / O<v<wy JO /(v)—p/\ A p/(()) 8vp/

2m
4+ sup maxy—-,0¢, (3-41)

0<v<ug r,

where

py )= T (W =Ar(v)). (3-42)

Remark. Note that, in (3-41),
p 0)= tan™! (W —Arp).

The expression (3-41) is inva "ant  nder gauge transformations, as well as scale transformations of
the form (u, v) — i, Av. (r,7 s A) = (hr, diit, A2 A), 1o = Aros (finy foud = O fin, 27 fou)-
Moreover, ||(r/, Q?, Vin/, u:\ut/ ,_j s = 9 if and only if (r/, Q?, fin /5 fout/) are the initial data for pure AdS
spacetime on '» >r ', ie., f fin) = fouy =0and m =0.

The fo’ owing C uchy stability result for the trivial initial data was established in [Moschidis 2017]:
Propositic 3.5 [V ‘--hidis 2017, Corollary 1]. For any (possibly large) . > 0, there exists a (small)
g0 > 0and a consrant Cy, > 0 depending only on L., so that the following statement holds: for any vo > 0 and
0<rg<(—A)"12 if (r/, Q%, f_in/, fout/) is a smooth asymptotically AdS boundary-characteristic initial
data set on [0, vy) for the system (2-28)—(2-33) satisfying the reflecting gauge condition at r = rg, +00,
according to Definition 3.1, such that the quantities Q%/(l — %Ar/z), r/z(TUU)/, and tan™! r; extend
smoothly on v = vy and moreover

1y, Q7. finy+ fouplles < & (3-43)
for some 0 < & < g, then the maximal development (U; r, Q2, fin, fout) satisfies

W, ={0<u<Lv}N{u<v<u+vy}ClU (3-44)
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and

—LAr?
~/—A sup |m]| +suplog< 3 >

Wi, Wi, 1 —max{2m/r, 0}

rTyy Ty )
+ sup dv +sup du < Cje. R-45)
i Ju=aynw, 5 Jw=oyw, (—0ur)

Remark. Proposition 3.5 should be interpreted as a Cauchy stability statement for the pv.e A ~ in’ .al
data set with respect to the topology defined by (3-41) which is independent of the ra “us rg of the
reflecting boundary.

Considering the spherically symmetric Einstein-scalar field system (1-7) with an in .er r ..ror placed at
{r =ro}, the analogue of the initial-data norm (3-41) (obtained using the substitut. \n (1), — (0y9)|u=0)
is rougher compared to the bounded variation norm of Christodoulou [199.1. . not known whether
(1-7), restricted to the exterior of an inner mirror at {r = ry}, seti. S¢, a Ca. ~ v stability estimate with
respect to the analogue of the initial-data norm (3-41) which is i. de_jen. ~nt of ry (although local existence
and uniqueness follow trivially in this case for fixed rg).

In fact, Proposition 3.5 is a special case of the follov ng C uchy stability estimate established in
[Moschidis 2017]:
Theorem 3.6 [Moschidis 2017, Theorem 2]. Forar.~, <vy nd0<ro<(—=A)~"/2 let (r;, 27, Finjis fouri)s
i =1, 2, be two smooth asymptotically AdS boundary-ct .racteristic initial data sets on vy, v2) for the
system (2-28)—(2-33) satisfying the reflectiv- sauge condition at r = ry, +00, according to Definition 3.1,
such that the quantities in/(l — %Ar?i;, r/7l.(4 )i, and tan~! r;i extend smoothly on v = vy. Assume,

also, the following conditions:

(1) For some ugy > 0, the maxime. future development (Uy; ry, Q% finl, f_outl) of (ry1, Q%l, fin/l, fout/l)

satisfies
Vo= d<u<up)Nf{u+v <v<u+uv} Cl (3-46)
and
o7 ‘ ’ 20yr1 1-2my/r
su 10(——74_1 4)‘—{—10( >'+«/In~1}
w,f{ SICIA ) |’g<1—2m]/rl A\ T-1an it

T T,
+sup/ r ( vv)l dv—i—supf rl ( uu)l du = CO < +00. (3_47)
i J{u=a}n Wy, 'l o J=oow,,  —O0ul

(2) The (ri, Q?i’ f_i“/"’ f_Out/i), i = 1,2, are §-close in the following sense:
Qz QZ
/1 /2
sup 10g<—> - 10g<—>
ve[vl,vz){ 1-— %Ar/z1 1— %Ar/zz
20 29
log(¢> —log(#) +
1 —=2m; /rp 1—2mp/rp

log(l —2m/l/r/1) —log(l —2m/2/r/2>
1-— %Ar/z1 1-— %Ar/z2

+

+

+ v —Alm —m/zl}(v) =5 (3-48)



1704 GEORGIOS MOSCHIDIS

and

(Tvv)/] ( vv)/2
/21 5o D) rh 5y )

sup (—A)

velvy,va] V]

(1p/(v) — py (V)| + p/(vl)) dv <6, (3-49)

where Cy is a large fixed absolute constant, § satisfies

0<§<éy= exp<— exp <C1(1 + Co) )) 3-57
V]

and p, is defined by the relation
. _ A
py(v) = tan 1(,/ —gr/(v)). (3-51)

Then, the maximal development (Uy; 12, Q%, finz, fomz) of (ry2, 52%2, fin/g. th ) 3. T fles

Wi Clh (3-52)
and
su og| ———— ) —log| ——=— og| —— lo
well 1= 1Az ) " B\ 1o TAs 12 2 2mm
1—-2mq/r L =2mg 'r ~
+‘log<+/21) 'log(— 2)‘+V—A|m1 mzl}
1—§Ar1 1— 3Ar2

+SUP/ 71 (Tyu)1 —i’z(Tvv)zldU-i'S"g/ 171 (Tuu)1 — r2(Tuu)2| du
(=)W o J=anmw,,

i

) w .
<exp exp(Cl(l—i-Co))vz_v]/o. (3-53)

Remark. By repeating the proof « f The rem 3.6, the Cauchy stability estimate (3-53) also holds in the
case when (U;; r;, Ql , fm i fp i), . =12, are the maximal past developments of (r/;, Q2 Jiv fm/,, fout/ i
i.e., when W, is replaced [ 'y

W E{~up<u<O0}N{utv; <v<u+uv) (3-54)

and (3-47) ¥ ... n, 0 place of W,,.

4. Final statement of Theorem 1: the nonlinear instability of AdS

The main result of this paper is the following:

Theorem 1 (final version). For any € € (0, 1], there exist rog, vo. depending smoothly on & such that

Foe e—0 0, 4-1)
V=Avo, =% 37, (4-2)

as well as a family (r(e) (Q(a))2 fl(e) f (Et) ) of smooth asymptotically AdS boundary-characteristic initial

011

data sets for the system (2- 28) (2-33) satisfying the reflecting gauge condition at r = rg, +00, such that
the following hold.:
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(1) The family (r}”, ()2, £). fue))) satisfies

out/

1 @2 7). et lles == 0, (4-3)

in/ > Jout/

where || - ||cs is the norm defined by (3-41).

) 7:here_exists a trapped spherf, i.e.,_a point (u+, v+) in the maximal future development ( .; 7., Q2,
Finer Fowe) of (1) (R, fis) fiar)) such that
2m
—(uy, vp) > L. (4-4)
,

In particular, in view of Theorem 3.4, (U; re, SZ? fins, foutg) has a nomemy *y fu....e event horizon
HT (defined by (5-30)), satisfying the properties (4a) and (4b) of Th. orc = 3.4, and a complete
conformal infinity T (satisfying (3-28)).

Remark. If
8(e) = 1107 @)% Fir) T (4-5)

in/
the point (u+, v;) satisfies the upper bound
i < exple, 0°(e ). (4-6)

On the other hand, in view of Proposition 3.5, we necessarily have

wr 2% too. (4-7)
In the simpler case when one i< ntere. *ed 1n a weaker instability statement, such as the existence of a

point (u+, v+) where
m) 1 (4-8)

r(us,vy) 2

(instead of the stron er bo ad (- 4)), the proof of Theorem 1 can be substantially simplified. In the case
of (4-8), the _., > b. 'nd 7 -6) can be improved into a polynomial bound

L

ur < (8(£)) g (4-9)

for some fixe. 7, > 0.

5. Construction of the initial data and notation

As described already in Section 1D of the Introduction, the initial data family in Theorem 1 will be such
that their development consists of a large number of initially ingoing Vlasov beams. In this section,
we will construct such a family (7., Q?E, fin /e fout/g) of asymptotically AdS boundary-characteristic
initial data for (2-28)~(2-33). The family (), (@))%, £/ fou) in the statement of Theorem 1 will
be eventually obtained from (r /e, Q?S, finse» foutse) after possibly adding a suitable perturbation (see
Section 6).
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This section is organized as follows: In Section SA, we will introduce a certain hierarchy of parameters
that will be necessary for the construction of (r/,, Q?S, fin /e fout/g) in Section 5B. In Section 5C, we
will introduce some basic notation related to the maximal future development (Uf;; r., Qg, fine»> Sfoute)
of (r/e, Q?E, fin /es fou—t /¢). Finally, in Section 5D, we will perform some basic geometric constructions
on (U re, Qg fine» foute), related to the separation of U, into various subregions by the Vlas” v v 1ms
arising from the initial data.

5A. Parameters and auxiliary functions. Let us fix some smooth and strictly increas. g functions
ho, hi, hy : (0,1) — (0, 1), so that

limg_, o+ ho(e) = limg_ o+ Ay (e) = limg_ o+ Ap(e) = O, (5-1)

lim ¢ 'exp(;) = lim h(e) -exp(exp(——] —\\‘ =0, (5-2)
e—0t (h](é‘))6 e—0t “19(e)) h

Tim ha(e)-exp(e?) = (5-3)

In particular, the following relations hold for ¢ <« 1:
ha(e) K e K 1(e) < ho > L 1. (5-4)
Let x : R — [0, 1] be a smooth cut-off function, satisfv ag x|—1,11 =1, x|r\[—2,2) =0 and
) >0, (5-5)

and let &9 < 1 be a small enough a+ 'ite or (ant. For any 0 < ¢ < &g and any ry > 0O satisfying
o

@2/v=N)e —1Ar]

(note that (5-6) implie~ that -/ -A/(2¢) = 1 + O (exp(—2(ho(e))™*)) as ¢ — 0), we will define the
following function « a [0, - 20) . (0, +00):

1 —exp(—2(hnle)) h < <1- %exp(—2(h0(8))_4) (5-6)

)] ;
. N . 1 (v — V) =A —2h,(¢) 4
Sfe v P") = Ten ; x(p —3)-h2(8)x< (@) )'hm(S)-e (5-7)

for some constant C,, to be specified in terms of ¢, ry later, where [1/h1(¢)] denotes the least integer

greater than or equal to 1/ A (¢)
b4

) — ¢
v/ = —J (>-8)
= hi(e)v/—A
forany 0 < j < [1/hi(e)],
h(O) = ho, (5_9)
hjy = hi (5-10)

forall 1 < j <[1/hi(e)].



PROOF OF THE INSTABILITY OF ADS FOR THE EINSTEIN-NULL DUST SYSTEM WITH AN INNER MIRROR 1707

5B. Construction of the initial data family . For any 0 < ¢ < gy and any ry satisfying (5-6), we will define
the following asymptotically AdS boundary-characteristic initial data set according to Definition 3.1:

Definition 5.1. For any 0 < ¢ < gy and any ry satisfying (5-6), we define vg = vo(rg, €) > 0 and the set
of smooth functions 7/, : [0, vo) — [ro, +00), ng : [0, vo) — (0, +00), fin/g : [0, vo) x (0, +00) —
[0, +00), and f_out/g : [0, vo) x (0, +00) — [0, +00) by the requirement that (r/,, Q?S, fin/e Jov &) 18
an asymptotically AdS boundary-characteristic initial data set on [0, vg) for the system 2-2 ' —(2-73)
satisfying the reflecting gauge condition at r = ry, +00, so that

0l /e _ Q?e
Jouss =0, (5-12)
finge . p") = fe (v, py (5-13)
for all 0 < v <vp and p“ > 0. The constant C,, in (5-7) is ixed 1 terms of &, ro by the requirement that
. e
vll)ngon g = \/—_T (5-14)

(in particular, there exists some fixed (large) Co > 1, ir "¢pendent of ¢, rg, so that C,,, € [Cy ! Co] for
any 0 < & < &, any ry satisfying (5-6).!* <. Figure 7.

Remark. The conditions (5-11)—(5-12) de. 'rm’ 1e (implicitly) vo and 7, Q%&, uniquely in terms of ¢, rg,
provided &g has been fixed small < 10ugh. in view of the fact that (5-11) is equivalent to

A Sl'/e _ _aur/a
1=mye/r),  1—=2my/r)’
/elTy /elT] (5-15)
81,7’/8 . l
1—3Ar/elymo 2

(where m . is defi. d in terms of /e, Q?s by (3-12)), from (5-14) and (2-44) (which is equivalent to the
constraint quation 3-4)) we infer that

av"'/s 1
—— ==-40(¢ 5-16
T, T2t 0@ (5-16)
and, therefore,
Vo = —%n+0@y (5-17)

While (r/e, Qfs, fin /e fout/g) depend on both ¢ and ry, we will only use the subscript ¢ in their notation,
since most of the estimates that we will later establish for their maximal development will depend only
on €.

141 fact, it suffices to choose Co =50.
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o ~ (0) ) e
D" + -+ D ==
Ao
©
%
@
4

Figure 7. The initial dat. 7/, Sa 1, fine/» fouts/) give rise to k+1 Vlasov beams, initially
arranged as depicted ~hove “m<ag, for convenience, the abbreviation k = [1/h(¢)]
and [ = (—A)_l/ 2\ For . Wy U~ j <k, we can associate to the beam centered around
v=0vW 4+2h,(=)] tn init’ | mass difference @ﬁz}j ), defined as the renormalized Hawking
mass differc 1ce b. ‘wec  the two vacuum regions surrounding the beam. The top beam
(cer*  1im ‘ally 7 ound v = v0 4 2h,(e)l) has a greater initial mass difference than the

re .t of the eams.

The initia. o r) 7, (956))2, _1518/) f(fjt)/) in the statement of Theorem 1 will eventually be chosen to

be small perturbations of (r/,, Qfg, fin/g, f_out/g) (see Section 6).

5C. Notational conventions and basic computations. For any 0 < ¢ < gy and any ry satisfying (5-6),
let (r/e, Qfs, f_in Je> fout/g) be the initial data set defined by Definition 5.1. Assuming that & is fixed small
enough, for any 0 < ¢ < &g and any ry satisfying (5-6), the initial data set (7., 8238, fin/s, fout /e) satisfies
the following estimate depending only on &:

Ir/er s finer Jouye)les < Choe), (5-18)

where || - ||cs is defined by (3-41) and C > 0 is a fixed constant.
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Let (Ug; re, Qg fing, fouta) be the maximal future development of (r/, Q%e, fin/g, fout/g) (see
Theorem 3.4). In view of Proposition 3.5, the bound (5-18) implies that, for any fixed u, > 0
and any § > 0, there exists an ¢s,, > 0 sufficiently small depending only on § and u, so that, for any
0<e<es,,

Wi, =0<u<ujnNfu<v<u+v}CclU . 19)

and

V= A sup |ritg| + supl L
sup |mg Sup log I —max{2m/r¢, 0}

s Uk

T, i (T,
+sup/ Mdu—i—sup[ —( il W/ <48, (5-20)
{u=a}NWw,, {v=}NV,

it dvre D S (= Vyre)

where m, fite, (Ty)e, (Toy)e are defined in terms of re, Q2 fine, fo = ¥y (« 7\ 2-42), (2-19) and (2-20).
In particular, if

gAdS = _szxds,ro,uo dudv+rags, »Es: (5-21)
is the pure AdS metric in a spherically symmetric coorc nate ¢ 2art (u, v) such that rags v, = 7o On
{u = v} and rags,ry,v, = +00 ON {U = v — vo},1° aen U, . QY. f_ing, fouts), when restricted on W, _,
is §-close to (W, ; FAdS. r.vos Q/Z\ds,ro,uo’ 0,0) wi. r= _ci. *o the (gauge-invariant) distance defined by
(3-41). Notice also that (5-20) implies that, provided § ic small enough, the spacetime (W,, x S?, g;)
does not contain any trapped surface, where

ge= —$  dudv+rigs. (5-22)

Notice that, in view of the cors :rvatic Y of m on yy and Z (see (3-26) and (3-27)), we have

noly =0, (5-23)
- . £
Melz = Ulgrgo mye(v) = Ve (5-24)
Foreach 0 < j < "1/h; 2)], we can associate to the beam centered at
v=ov" 4 2 ho(e)
v=A
the mass dil,. -~ ¢
~() - ~ ; 4 ~ i
o = sitge (v + Mhz(é‘)) — it e (D). (5-25)
Notice that .
- (0) o(e)e
D)’ ~ 5-26
and, forall 1 < j <[1/hy(e)],
~(j) . Mm(e)e
Dmy’ ~ ——. 5-27
/ — (5-27)

15Note that such a coordinate chart is not unique.
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Furthermore
[1/h1(e)]

2 i) = lim o) =
Jj=0

&

(5-28)

]

5D. Some geometric constructions on U,. For any 0 < & < g and any ry satisfying (5-6), we v .. . >fine
some special subsets of the domain U/, of the maximal future development ({; 7, Qg, fing ﬁ i« of t'e
initial data set (r/e, 27, fin/es fou/e)-

Remark. In the rest of this section, we will adopt the convention that the boundary @ « "2 su. et A CU,

is the boundary of A as a subset of R? (with respect to the ambient topology of R?).

Let us define the domain of outer communications D, of I/, as
D, =J (T)NUg, (5-29)

where J ™ (Z) is the causal past of Z with respect to the reference etric . %) (see (3-32)). In accordance
with Theorem 3.4, we will also define the future event horize» H 14 as

HE=2_.Nu, (5-30)

&

Note that we allow HJ to be empty. In view of ™ urem 3.4, in the case when ] is nonempty, it is
necessarily of the form

7-’: —{u = u%;r} NU, (5-31)
and has infinite affine length.
We will also define
Te =J " (yo) NU;. (5-32)

Notice that, as a consequc " e of . 1eor. 1 3.4, on J, UD, we have

1—%ﬁ>0; (5-33)
i.e., trappr 1 spher. * cai unly appear in the region U, \(J: U D;). In the case H # &, Theorem 3.4 also
implies th. t 7.\D, = .
For any v, =~ ', vg] and any integer n > 1, we will define

Un(vi) = vs + (n — Do, (5-34)
V,(vy) = vy + nvyg. (5-35)

We will also set
Vo (Vi) = Vs (5-36)

Notice that the segment {# = U, (v,)} NU, is the image of the ingoing null geodesic of U, emanating from
the point (0, v,) after n reflections off yg and n — 1 reflections off Z, while the segment {v =V, (v,)} U,
is the image of the same null geodesic after n reflections off 4 and n reflections off Z; see Figure 8.
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&\
N
0
9
(Un(vs), Vi (v4))
N
Yo @* 7T
Qe
Y
A\
(U (vy), Vo1 (vs)) 2
N
N4
e
B <)

Figure 8. Schematic depiction of the linesv="V,_1(v , u =" 04), and v =V, (v,).

Let us define the domains Réi,;j) CU, foranyneN, 0< i <T1 hi(e)],andi <j<[1/hi(e)]+i+1
by the relation

Rg’;;f) = {Un <v(i) + —_iAhz(s)) <u< Un(v(i_l))i

v (094

G=1) )
ﬂm(é‘)) <v<V,(wY )} N, (5-37)

where we have used the following c~~vent »ns .n the expression (5-37):
(1) Uy (D) = Upyy (o111
Q) V(Mm@ 4oy 2y, -t U 4 e) for any integer 1 </ <[1/h;(e)] and any ¢ > 0.

Remark. The boun .., of « . uomains Rg;i), 0 <i < [1/h(e)], contains a segment Z, while the

boundary of the do1 ains % (,l;;“’ '(S)HHU, 0<i <[1/hi(e)], contains a segment in yy. See Figure 9.

Notice nat T,, =1,, =01in Rgn] ) In particular, all the domains (Rg,;j ) % S?, g¢) are isometric to
a region ¢ ~a mem! >r of the Schwarzschild-AdS family (or to a region of pure AdS spacetime), and
the renorma.. - .nass function i, is constant on them. We will define for any 0 < i < [1/h(e)],
i<j<T[1/hi(e)]+i+1andneN such that RS £ @,

G = el (5-38)

In view of (5-23) and (5-24), we immediately calculate that for all 0 <i < [1/h;(¢e)] and all n € N such
that R,El,;l), R&H/M(S)]Hﬂ) + @,

T M1+ _ o (5-39)

en
&

~(i,i) _ o~ (1)
m‘(slnl) =My = A

(5-40)

1
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Yo

0
). v®)

k
(“;4:17 Ur(Lk))

0 0
), o)
~— 1,1
— RLY
(k,k)

i RE n

W, )

0
@®,v?”)

Rgl,kn)

R(k,2k+l)

en

@P.v,2) N
Figure 9. Schematic depiction of the domains Réln] ) for 0 <i<kandi<j<k+i+1
(where k = [1/h1(e)]). We have used the shorthand notation uf,j ) = U, (v and
v,(/) =V, (D). Having assumed that /1,(¢) < ¢), all the beams of the form (U, (v®) <
u < Uy + (4/v/=D)ha(e)} and {V,0) < v < V, (v + (4/v/=A)ha(e))}, which
separate the domains Rfj,,/ ) are depicted as straight line segments.
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i+1,j+1
RS+,J+)

AN

Figure 10. Typical arrangement of neighboring v2~um « “mains not intersecting yy
or Z. The point A at the lower corner of R;f’] ) sat sfies 7 A) = r,gl’] ). For simplicity, we
have used the shorthand notation [ = (—/ , /2.

ForanyneN, 0<i<[1/hi(e)]landi+1<j<[1/h &)]+i, we will define the interaction regions

. . . 4 . . 4
NGD = {Un(v(’)) <u<U, (v(’) vy (8))} N {Vn(v(”) <u<V, (v(” + ﬂhz(e)ﬂ Uk,
(5-41)
where the conventions stated below (5-5 ) howu regarding indices smaller than O or larger than [1/k(¢)].
See Figure 10.
(¥))

Let us define forany O <« < ,'/h,’¢)], i <j <[1l/hi(¢)]+i+1, and n € N such that R,,”” # &

= (v 4 Ll &) V(v + 2 _p ) 5-42

cn n \/I 2( ) s ¥Yn ﬂ 2() . ( )
Note that r@ = o and EM/mETHFD _
Finally let us re nark that, in view of property (6-204) of the cut-off used in the construction of the

initial data nd (2-4 * (2-49),forany  <n <ny, 0<i <[1/hi(e)], i < j <[1/hi(e)]+i+1, we have

Fog.

T, >0 on {Un(v@) <u<U,0" + \/i_Ahz(E))}, (5-43)
T,,>0 on {Vn(v(j)) <u<V,0P + Ji_Ahz(s))}. (5-44)

6. Proof of Theorem 1

In this section, we will prove Theorem 1. In order to simplify our notation, from now on, we will often
drop the subscripts ¢ in notation related to the maximal future development (U;; ., Qz, fins, fouts) of the
initial data (r/e, Q7,, fin/e fouye) (see Definition 5.1).
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For any 0 < ¢ < gy (provided gy is fixed sufficiently small) and any ry > O satisfying (5-6), let
Uy r, Q2, fin, fom) be the maximal future development of (r/,, Q%S, fin/g, fout/g), and let us define

u+£sup{u*>02 1—27m>h3(8) onugﬂ{u<u*}} (6-1)
and
U =U N {u < minfu, (h1(£))">vo )}, (6-2)
where
h3(e) = exp{— exp((h1(£)) > exp(=2(ho(e)) ™))} (6-3)
Let us also set
k=T1/hi(e)], (6-4)
ny =Ly —v)/v), (6-5)

where [x7 denotes the least integer greater than or equal to x, vhilc v | denotes the largest integer less
than or equal to x.
The proof of Theorem 1 will follow in two steps: First, i~ ~~ctio. 6B, we will show that

( 2\

sup(1— -r—) =h_‘g), (6-6)

U’
i.e., that 2/} contains a nearly trapped sphere. Then, in Sec .on 6C, we will show that, at the final step of
the evolution, either a trapped sphere is formed, or the.e exists a small perturbation of the initial data
(/e Q?S, fin/s, f_out/e) giving rise to a tr7 sper <phere.
Before proving (6-6), we need to establis’ sor ic necessary bounds for the evolution of (r, 22, fin, fout)
in the region ¢/;". These bounds, w.uich il vc obtained in Section 6A, will be used both in Section 6B
and in Section 6C.

6A. Inductive bounds fo: * e evo ution. ‘n the region U} . In this section, we will establish a number of
useful bounds for (U - Q-, £ f_out). These bounds will include a number of inductive bounds for the
quantities nﬁff’kH), ‘ ;k’kJ”g and .A(l’kH) (with k defined by (6-4)) that will be of fundamental significance
in the proc” or » ~o1. ™ !

In part ‘ular, we vill prove the following result:

Proposition. “ 1. "ur any 0 < & < g, the following bounds hold for U ; r, Q, Fins fou):

(1) On U, we can estimate

| ( —0,r )
0 —_—
g 1— %Ar2

(2) Forany 1 <n <ny,

_l’_

0y _ -
log(#ﬂ < (h1(£) " log((h3(e)) ™). (6-7)
—2m/r

0k o &
o= —, (6-8)
1/2
r(k,k-‘rl) < 8_’ (6-9)
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20l — ~’(11,k+1)
(rmlz r’o" ) > exp(=2(ho(e)) ™). (6-10)
207y — D 1
(mlz —m ) o1 Lo (6-11)
ro Co
r(l,k-H)
. —- 1 > exp(—(ho(e)) ™), 6-17)

where Cy > 1 is a large fixed constant (independent of all the parameters).
(3) Forany2 <n <ny,

~ (1,k+1)

7 — ro
i = L+ aexp(=2ho(e) ™)~y (6-13)
m,_1 n
rr(lk,k-i-l) — 70 7o 2% 1‘_’/f-' \ ‘ ) L
P —T’o Fu—1 v !

Before presenting the proof of Proposition 6.1 (in Sectic « 6A2, we will briefly comment on the nature
of the bounds (6-7)—(6-14) and their relation with .ae spec. *~ cb Jice of the parameters (5-2)—(5-3).

6A1. Remarks on Proposition 6.1. The bounds (v /)—(6- 4) in Proposition 6.1 lie at the heart of the
proof of Theorem 1. The precise form of the initial data “_-7), the range (5-6) for the mirror radius ry and
the asymptotic bounds (5-2)—(5-3) on the r ... neters hg, h1, ho were carefully chosen so that (6-7)—(6-14)
can be obtained. We will now proceed to b .efl ~omment on the role of the bounds (6-7)—(6-14) in the
proof of Theorem 1. The reader is u. ‘sew = ceview first the sketch of the proof in Section 1D of the
Introduction. Let us remark that,  the n tation of Section 1D,

Eqgn = WD, (6-15)

Pypn = r3o* D, (6-16)
N _ (1,k+1

P = Ta 0. (6-17)

The bc nd (6-7) 5 a “trivial” bound controlling quantities related to the chosen gauge. The right-hand
side of (6-,  upon ____gration across any specific beam (in a direction transversal to the beam), will yield
a small quantity, in view of the fact that the width of the null beams emanating from u = 0, v ~ v/} was
chosen to be ~ h,(¢) and, moreover, /1, (g) was chosen in (5-3) to be small compared to the right-hand side
of (6-7). This fact will prove convenient for the proof of Proposition 6.1 and Theorem 1, as it will enable
us to “ignore” the variation of certain quantities across the width of any specific beam. That is to say, the
bound (6-7) will enable us to frequently treat the null beams as line segments having negligible width.

The bounds (6-8)—(6-9) are quantitative expressions of the fact that the set of interactions of the beams
splits into two portions, one close to » = ry and one close to Z.

The lower bound (6-10) is necessary in order to establish (6-13). In order to obtain (6-10), it is
necessary that ry satisfies the upper bound of (5-6).
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The upper bound (6-11) implies that a trapped sphere (i.e., a sphere where 2m /r > 1) cannot be formed
at Réfn’ ) for any j > k + 1, since one can also show that m < m|z — rhf,l’kH) in those regions. In order to
obtain (6-11), it is necessary that the mirror radius rq satisfy the lower bound of (5-6).

In the language of Section 1D of the Introduction, the bound (6-12) states that, when ¢y reaches {r =rg}
for the n-th time, the r-distance of the top beam ¢, from the second-to-top beam ¢1, i.e., r,gl’kH) -7, can
be bounded from below by a small multiple of 9 which is large compared to /;(e)rg. As a co sfjuen e
of (6-12) and the bound (5-6) for rg, for any i # 1, Rg,;kﬂ) does not contain a trapped spt ~ e. As . .osult,
combining (6-11), (6-8) and (6-12), we infer that, among all regions Rgnj ), a trapr=d sph e can only
appear for i =1, j =k + 1. This fact serves to simplify the proof of Theorem 1, b. av « g considering
multiple scenarios of trapped surface formation. Furthermore, it is crucial in ov -aini « (* -14).

Establishing (6-12) is the most demanding part of the proof of Propositic - ~ 1. 't requires obtaining a
lower bound in the rate of decrease of r,(,l’kH) in terms of the rate of inc. ~se »f m,f’kH)

fact that r?z,(f’kﬂ) < ro before a trapped sphere is formed (see the rel: ons (6-1-~) and (6-154) in the next

, using also the

section).

The bound (6-13) is a technical version of the bound (1-12), « d its proof follows from the ideas
outlined in Section 1D. In obtaining (6-13), the lower bou d of \ -10) is necessary.

Finally, the bound (6-14) is a technical versic . of the L nd (1-46) in Section 1D and provides an
estimate for the decrease of the multiplicative fac ~° nc -ight-hand side of (6-13). In obtaining (6-14)
when 2m /r ~ 1, the fact that 2m/r is bounded away fror . 1 everywhere but on R,(.;’n] ) is crucially used
(in particular, the bound (6-12) is necessarv for (6-14)).

Remark. As is evident from the above di.cu. ion, most of the technical difficulties in the proof of
Proposition 6.1 are associated to iss* . =ela. >d - /ith the near-trapped regime 2m/r =~ 1. In the case when,
instead of the stronger bound (4-4  one is merely interested in establishing the weaker instability estimate
(4-8), the proof of Propositic= ~ 1 s1. =!’.ies substantially: In that case, it is not necessary to demand that
the worst instability scen. * o takc place in Rg{kﬂ). In particular, the bounds (6-11) and (6-12) can be
omitted from the proo* Morc -, the lower bound for r in (5-6) can be relaxed, and the exponentials in

the relations (5-2) t tweer hg(¢, hi(e) can be replaced by polynomial functions.

6A2. Pro jof Prc, osuwn 6.1. In this section, we will make use of the O(-) convention: for any pair of
functions -, G defi1 :d on the same domain, with G > 0, the notation

F=0(9)
will imply that

|FI<C-G

for some universal constant C > 0 which is independent of all the parameters in the statement of Theorem 1.
We should also remark that, throughout this proof, we will adopt the convention on the indices stated
under (5-37); i.e.,

(1) Un(v(_l)) = Un+1(v(k))’
2) V,w* D ¢y =v,_;(wD +¢) for any integer 1 </ <k and any ¢ > 0.
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In view of (6-1), on U~ we have
o,r <0 < 0yr, (6-18)

d,m <0 < 9,m. (6-19)
We will split the proof of Theorem 1 into two parts: In the first (and shortest) part, we will ~ “~blish

the bound (6-7) through a standard continuity argument. The proof of (6-7) will also yield (6-8 an<" (6-9).
In the second (and more extended) part, we will establish the bounds (6-10)—(6-14) by inc uctic. ~ a.

Part I: proof of (6-7)—(6-9). Let u, > 0 be such that on

U =US N {u < uyl, (6-20)

) —0yr 4l oyr
(0] _— (0 S E——
E\1-Tar 1 2mr

By showing that (6-7) holds on ¢/}, it will follow (by applying » . “andarc - untinuity argument) that (6-7)
holds on the whole of ¢/;".

we can bound

< 2(h1 (M) oy i (e) 7. (6-21)

Inductive formulas for d,r and 0,r and proof of (6-7,. Frc 1 (2-4 ), we can readily derive the following
renormalized equation:

sl Fe (5= 25 (i) () e

_1A2
3Ar

Letn>1,0<i<k,i<j<k+4i, u~u an v, be such that

1

V—A

U. v(i) Y

ha(e)) < it < Up(0'™)

and

D : 4
Ve vy 2w, < Vn(v(’) + ﬂhz(8)>-

Integrating (6-22) fi ru = ~ fro. v =V, (")) up to v = vy, using also the fact that

_3 —1</_A)}_L
8M{ Atan 3" _1—%Ar2’

we obtain

—0,r

1—%Ar2 (@, V, (v1))
—0,r m —o,r 0,7

= +0( sup —2( T 2)( y )h2(8))' (6-23)
1=3A72 G u)  \u=a)n(vy 00+ @A~ Bha(e)) <oV, -0y T~ \I—3 Ar2/ \1=2m/r

Using the bootstrap bound (6-21), combined with the trivial bounds
3

m<ml|z = : (6-24)

0

r>ry (6-25)
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(following from (2-46), (2-47) and (6-18)), as well as the relation (5-3) for h;(¢), the relation (6-23)
yields
— 0,1

@vaiy 1= 3Ar2

— 0y 1

1— 1A +O0((ha(e)'/?). (6-26)

(u,vp)

Similarly, integrating (6-22) for v = v from u = U, (v")) up to u = uy, for any

. 4 _ 1
Va(v? + —E=ha(@)) < = VaU ")
VA
and any
Un) =y = Uy (09 4 —Ehae)
(assuming that u;, < u,), we infer
oyl _ oyl Y
e b e IR (CR VLS (6-27)
3R U, (09).0) 3Oy, M
By multiplying and dividing each factor by
1_2—’/”:A ?'—_ I_Arz’
r r 3

the relations (6-26) and (6-27) are equivalent to

—8ur _ —8ur ‘ /_1 . 2n~1/(r(1 — %AVZ))|([¢,UI,) + 0((h2(8))1/2)> (6-28)
1 — 2m/r (ﬁ,Vn(v(j))) 1 - 2m/r 1 (i1, vy \ - 21’7’[/(1‘(1 —_ %Arz))|(ﬁ’vﬂ(v(_/)))
and
Bor o ‘ ( 1=2m/(r(1 = 34r%))] 0, 5 n 0((}12(8))1/2))‘ (6-29)
1—2m/r Oy, - =2 s \1=2mm/(r(1 - %ArZ))|(Un(Um),,;)

Remark. ".ithe . cu. - use, where m is constant, the factors in the right-hand side of (6-28) and (6-29)
become i entically |. In our case, however, where matter is present, by relaxing our definition of /4,
and conside ‘ng th ..ait hy — O for fixed ¢, the dominant terms in the factors in the right-hand side of
(6-28) and (6-29), i.e., the first summands, do not converge to 1. This is because, in this limit, while the
function r remains C', the renormalized Hawking mass 77 has a jump discontinuity across the beam.

Since T,,, = T,, =0 on Rg,;j) foranyn > 1,any 0 <i <k and any i < j <k +i + 1, the relations

(2-43)—(2-44) imply
3, i =9, L
1=2m/r ) |gip 1—-2m/r

In particular, along lines of the form {u = u}, the quantity —d,r/(1 — 2m/r) remains constant on
{u =iy NRE? for any it < u, such that {u = i} N'RE” is nontrivial. In view of (6-28), the quantities

=0 (6-30)
RG;
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=01/ (1=2m /)|, o ren and =3,/ (1=2m /)|,y (for any ii <, such that {u = iy NRY:S

is nontrivial) are related by

—o,r

L=2m/r |, —aynrfD
~ 1A,2

_ —yr < 1- (2]’)’!/7‘(1 o §Al" ))|(ﬁ,\/,1(v(f>)) + O((h (8))1/2)\ (6-2.)
- —_— - . ~ 1 2 = L

1=2m/r fu=iynRG/Y N1 = 2m/(r(1 - §Ar2))|(ﬁ,vn(v(j)+(4/\/j)h2(8))) /
Similarly, the quantity d,r/(1 —2m/r) remains constant along segments of the forn> (v - v}i g’,/ ), and
oyr/(1 — 2m/r)| JAREHD and d,r/(1 — 2m/r)|{U:1_)}ng;_/> are related (in view of “0-2! ) by

07 o7
L=2m/r|,—pnr T 1- 2m/r | —pnRHD

( 1=2m/(r(1=387)) | oo

h 1/2y). 30
1—2m/(r(1 - 1Ar2)) — + O0((ha(e)) )> (6-32)

}(Un(v(l)+(4/\/ Mha(e)),0)

We infer, therefore, that for any point (u, v) € R(l ) for some 4 >2,0<i<kandi<j<k+i+1

such that # < u,, the following relations hold bet- cen (&, " and (& — vg, v — vg) € RUD

en—1°
—o,r . —o,r
1-2m/r (D) 1-2m/r (ii—vo,T—0)
ket 1—2m/( lAﬂ))\ I
3 V(D
G L 2m/ (r(1 =297 v w0 4 B
ki 1-2 /(r(l—lArZ))| -
3 n @) 5
><1_[( ; e +0((h2(8))1/2))
—34r ))|(Un(v<f>+(4/«/fA)hz(s)),a)
j 1 2
l] \ 1_2m/( C D oty +0(n(e)')
1 2 N
Joktit 1= /(r( _§Ar ))‘(ﬂ—vo,vn(v<f)+(4/¢—A>hz<s>)>
(6-33)
and
avr . A1+
1-2m/r (. 5) 1—2m/r (ii—v0,7—v0)

xj_l< 1=27/(r(1=3A7%) |, 09,5

+0((h2(€))1/2))
~ 1
1_2’”/(’(1 _§Ar2)) |(Un(u<?>+(4/ﬁ)h2(g)),ﬁ)

a 1-2m/(r(1=1Ar?))] -
Xl_[( e o it +0((h2(8))1/2))
iy N2/ (r (=3 A7) [y v, 004y Tomsceny

; - 1
xlﬁ( 1_zm/(r(l_§Ar2))|(Un(v<f>),ﬁ—vo)

+0<(h2(e>>1/2>). (6-34)
1
1=2i/(r (l_iArz))|(Un<v<?'>+<4/ﬂ)hz<a>>,ﬁ—vo>

=J
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Yo

Figure 11. In order to obtain the formul (6->", -~lating —d,r/(1 —2m/r) at the point
C = (u, v) with the same quantity at the point C’' = .i —vp, v —vy), we apply the relations
(6-31) and (6-32) along the dashed path depict . above, using also the reflecting gauge
condition on yy and Z.

The relation (6-33) is obtained 2 .. "ow ‘- _e also Figure 11): First, (6-31) determines the evolution
of —d,r/(1 —2m/r) (according  (6-3. ) along the line {# = u} in the past direction, from (u, v) up
to yp. Then, using the boun . rela. ..

--0yr oyr

= , (6_35)
L=2m/r|, 1=2m/r{,
one repeats ** _ ~mc aroce ure for d,7/(1 —2m/r) along {v = u} from y; up to Z. Finally, using
-9 0
Cl =) (6-36)
1-2m/r|; 1-2m/r|;

and following the evolution of —d,r/(1 —2m/r) along {u = u — vy} from Z up to (& — vy, v — vg), one

arrives at (6-33). The relation (6-34) is similarly obtained by following the same procedure along the

lines {v=1v} (uptoZ), {u = v — vo} (from Z up to yp) and {v = v — vg} (from Z up to (& — vg, v — vp)).
In view of the bound

1—%Zzhxm (6-37)

on U (see (6-1)), we can estimate in the region {r < &'/2(—=A)/2} N+

2m _ 1—-2m/r = (o), (6-38)

1—
r( — %Arz) — %Ar2 2
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On the other hand, in the region {r > e2(=A)12 N Z,{j , using (5-24) to bound m we can trivially
estimate (in view also of (5-2))

2m
- > 1—
(1= 5ar)
Combining (6-38) and (6-39), using also that /i > 71, = 0 on .}, we can bound 1 — 2/ (r (1 - *.1r?))
from above and below everywhere on /" as

2¢
Tz ). (6-39)

2m
(=54
Thus, by considering the logarithm of the relations (6-33)—(6-34) and noting that he 1._.iting right-hand

side contains ~ k = [1/h;(e)] summands, each controlled with the help of -« we readily obtain for
anyn>2,0<i<k andi <j<k-+i+1andany point (ii, ?) € R, w. " 7 <u,

—a,r —0,r
log| ——— —log| ————
(1—2m/r) (i.D) (1—2m/r)

k’g( 7 ) ‘1°g(—avr -)‘ < log(naen™.  (642)
1—-2m/r (i) 1-2¢ /r ‘Vo,v—vo)| hi(e)

In view of (6-28)—(6-29), the bounds (6-41) and (6-42) (stat d in the case when (i, v) belongs to a vacuum
region R(l J )) also hold when (u, v) belongs to a beam, 1.e., when

Sha(e) <1— (6-40)

< “ log((h 6-41
e < () og((h3(e)™h ( )

and

. _ . 4
U0 25 = (000 4 ﬁh2(8)>

or 4
Vo) 2 5 2 V(000 4 —Ehae))

forsomen >2, 0<i <’ andi <j- k+i+ 1. Therefore, for any n > 2, the bounds (6-28)—(6-29)
hold on the whole of
0l = U 0) <u < Uy )} N (6-43)

From (“ -2) ana he acunition (6-5), it follows that
nyp < (hi(e) > (6-44)

Since n < ny (because U C U), by substituting (i, ¥) — (it — v, U — vg) in (6-41)—(6-42) n — 2 times
and using (6-44), (5-16), (6-40) as well as the Cauchy stability estimate of Proposition 3.5 for the region
{0 <u < 2vp}, we readily obtain

sarl (7= | oo =5 ) |} =
7 | R S S\ T=2m/r )| = i @)?

Thus, (6-7) holds on £ in view of the relation (5-2) for the parameter /11 (¢) (provided &g is small enough).

log((h3(£)™"). (6-45)

Therefore (as explained in the beginning of the proof), a standard continuity argument yields that (6-7)
actually holds on the whole of /]
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Proof of (6-8) and (6-9). For any 1 <n < ny, we can bound, in view of the definition (5-8) of v) and

the bound (6-7),
(5,

tan~! (\/ —%r) ‘
A [Un0OFEV=DhE) g

(Un O+@/V=N)h2(8)), V0O +(4/ /= D) ha (€))) B v=V, (0O +4/v=A)ha(e))}

— /8 A — u
3 Un(v<k>+(4/ﬂ>hz<s)> 1= 1A | v, 00+ /mEhe )
C«/
< 2 tog((h3(e)) H® — 4O
= eyt B
C 1
< Gy E@E ™ (6-46)

and

! (=57) ()

< o=V 0D+ @/ =M (e)))

Un 0O +@/N=MNha()), Vy 0D+ /= M2 (e)))

X (U OOHENT oY g
=4/ e du

(00 @/ = (o) 1—%1\72 (1, Vo 04D (4 /= D) ha (e)))

_CV=A
=@ log(u3(e))” )p®—v©@
Ce .
Sy O (6-47)

From (6-46) and (6-47) we readily ~* ~in (- and (6-9), respectively, in view of the relations (5-2) and
(6-3) for hy, h3, respectively, anc “1e fac. that r|,, =ro, r|z = +o0.

Part II: proof of (6-10)—(6-1.,. Ve v -« now proceed to establish the bounds (6-10)—(6-14). To this end,

~ (i, ])

we will first derive some u. ful esi mate. for the differences of the renormalized masses m,,"”’ associated

to the vacuum regior .. ~unc «ch interaction region NSED 16

Relations fr- "2 ¢, 1nge n the mass difference of the beams. Let us introduce the notion of the
mass diff rence 1. - the beams {U,(v?) < u < U,(v'") + (4/v/=A)hy(¢))} and {V,(v)) < v <
V,(w) + 4//=A h»(e))} around their interaction region N.\/’: For any 1 < n < ng, 0<i <k,
andi+ 1<, _ .+, we define the initial mass differences
(Q_rﬁ)(i’j) = U+Lj+D _ m(i,j—#l),
o N (6-48)
® rﬁ)(”j) = L) _ 5 G+l j+D
- n n n
and the final mass differences “h i “h
@ m)\D) = pithi) ),
_ . o (6-49)
(©+”~1)3’]) - ”3511’]) _ ,;1’(11,]+1)'

16 A relation for the change the mass differences of two intersecting, infinitely thin null dust beams was also obtained in
[Poisson and Israel 1990].
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(D i)y

© i

(@ (l 7

Figure 12. Schematic depiction of two i~ wersecti, ~ be? ns with associated incoming
and outcoming mass differences (D _m < ~m)y ) and (33+m)(l ) () (l J ),
respectively. The point A satisfies r (A) =r,” P w ile the point B satisfies r(B) = r,gl 9,
For simplicity, we have used the shorthand not .aon [ = (—A)~ /2,

Note that (D_m)¢ and (D) are tt - me s differences around the outgoing beam {U, (v < u <
U, (v + (4/\/3)}12(8))} befor= and a. =r crossing the region /\/( i) , respectively, while (’D m)(l 7 and
(©+m)(l /) are the mass differences rour . the ingoing beam (Vu(wP) <v < U, 0D +@//=AN)hy(e)))
before and after crossing ft : regy 1 /V;"j ) See Figure 12. Note the trivial identity

D D+ @) = (@) (D). (6-50)

We will _stav. “hu > f2 jowing bounds forany 1 <n <ny, 1 <i <kandi+1=<j<k+i:

_ Y _ . D_m ~~ (0, ))
NG — >, 8D ( @, J) @5 ~
(O o eXp(f,i’*” 1—2n~1,2"+"”/f“’f>—lA(f,§"”')>2(1 frrmema) €30
2 @)y

~\(i,] ~\(i,j ) @, J)
(®+m)(”f):(@_m)(”)exp(— al : ——(1—€er)" ) (1€ )) (6-52)
" " R 1—2@2’“’”/?2””—%A(fﬁ””)z v

where the terms (’Ettii”nj) in (6-51) and (6-52) are allowed to be different from each other, but they both
satisfy the bound

FOD D LA GGy

@)
0< thtl’n <l- Yy N(l o (6-53)

1
rl Un D), V(0D +(4/v/ = D)ha(e))) Ar3 |(Un(U(i>)s Va (0D 44/ = Mha()))
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and ¢erl/) tht(l /) satisfy the bounds

e
L. 3) ()}
0<enld) <1- % (6-54)
(D _ii
o (t i)
0< o)) <1— (@—U) G« 55)
(D it

Moreover, the following estimate will be useful in the proof of (6-12): forany 1 <n < p, 1 =7 -k,
andk+1<j<k+i,

1 (@ (l J)

Remark. Notice that, as a consequence of (6-51) and (6-52), during the i .~rad ‘ion of the two beams

(@_,_m)(’ ) > (CD m)(’ . exp(

at Ng(,;] ) the mass difference D of the ingoing beam increases, whilc e i vass uifference ©m of the
outgoing beam decreases.
Proof of (6-51) and (6-52). By differentiating (2-47) in u and us ¢ (2-2 ™ .nd (2-48), we readily obtain
the wave-type equation for m

0,0,m = —F (r m) ¢ moyn. (6-57)
where

F(r,m) = -

. 6-58
r—2m - 1Ar3 ( )

Note that, formally, (6-57) can be rewritten as

dpleg(- dy ) = —F(r, i) dyiin (6-59)
or
a1 (dpit) = F(r, i) (—d1i0) (6-60)

(note, however, that log(—2,m), 'ogy m) will not be well-defined when d,m = 0 or d,m = 0).
Forany 1 <n <ny, 1 = ' <k, ndi-+1=<j<k+i,integrating (6-57) first in u, for Un(v(i))) <u<
U, 4+ (4//—=A)" ;1> an then in v, for V,(v¥)) <v < V(0P + (4/+/—A)h,(g)), we obtain

AN ) BEREA AR
m, m,

/‘ WP +(A/x -Mha(e) /Un<v<">+(4/«/—A)hz<s)> — 3,1
V

D], wi)),v) 'CXP(2 du) dv. (6-61)
(u,v)

AU Uy (0) r—2m
Remark. Note that, at the formal level, the derivation of (6-61) is easiest seen by integrating (6-60) first
in u, then exponentiating, and then integrating in v. This procedure can actually be done rigorously, since

d,m < 0 < d,m in the interior of Ny, @9 5 , in view of (2-46)—(2-47) and (5-43)—(5-44).
In view of (6-18)—(6-19), we can bound for any U,v®) <u < U, (v + (4/\/3)}12(8)) and any
Vo) < v < V0D + (4/V/=R)ha(e))
P02y 1D LA (D)3
<(@r-— 2m)|(u,v)

2% (l J+D _

1 3
= 0, 00), VD) + 4/ Roae))) 3AT | (0, 00) .V, 0+ 4y Dohaeyys (6-62)
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where
P = 0,004 4 e, Va0
Therefore, using (6-62) to estimate 1/(r — 2m), from (6-61) we readily infer that
Va0 (/= N)ha(e))

~ (i, ] ~ (i, j+1 ~
mill D _ mill J+D — / _ 8vm|(Un(v<i>)),v)
V, (v(1))

.exP( 2 w0 ~ P, 00+ 6/ =Rm .0

G, J)
— " — 1—- , -
’7’51,/) 1— 2n~1£’t+1,1) F’(ll,j) _ %A(fr(l;,j))z ( @ttl,n (U)}/ dv, (6-63)

where, for any V,(v)) < v < V,(0Y) 4+ (4//—=A)ha(e)), (’Ett(li”r{)(v) satisfies e bc 1nd  1-53).
Equations (2-46), (2-44) and (2-23) imply that, for any V,,(v)) <v <V @0 + (4,/=A)hy(¢)),
3 01w, w0).0) = 1l (0, w0+ 4/ =R () = 1 (6-64)
and, therefore, for any V,(v) <v <V, + @/ —N)ha (V)
(@.5_}’;1)2',/‘) < ﬁ”(U,,(v(i)),v) - ml(U,,(v(")+(4/' T \ha(e, ) = (@_m);i,j)‘ (6-65)
The bound (6-65) implies that (6-63) can be expresc 'd as
mg,j) _ m;i,jﬂ) _ (r;l’(1i+1,j) _ n~,l’(1i+1,j+1)) .
( 2 @_m);”
-exp| — — —
fr(llsj) 1— 2’,;;[’(11"‘1’])/’77(!1,]) _ N §A(fr§l’j))2
where thtii;lj) satisfies the bound (6-53 ar . « *{i,;j ) satisfies the bound (6-54). In view of (6-48) and
(6-49), (6-66) is equivalent to (6-51°

Similarly, integrating (6-57) £*:tin v for V,(v)) < v < V(v + (4//—A)h3(¢)), and then in u,
for U,(v®)) <u < U, (0" + A/y A .5(e)) (see also (6-59)), we obtain (6-52). O

Proof of (6-56). Recall F . fined y (6-_8) and let us define the function F: Di — (0, +00), where

(1 —eu(")(1 - enl” ) (6-66)

Dg {(x,y)e[sz>0andx—y—%Ax2>0}, (6-67)

by the relati~

_ 2
Fx,y) = ————. 6-68
N E T (6-68)

Note that, in vicw of (6-7), (6-9), (5-6) and (5-3), for any p > O for which

inf  {r(u,v)—2u—3Ar*w, v)} > hi(e), (6-69)
(u.v)eNs”
we can readily bound

max F@r(u,v), p) < min  F(r(u,v), n) (6-70)
. v)eNy” (w.v)eN”
and
O F(r(u,v), ), 0, F(r(u,v),n) >0 (6-71)

(note that F (r| A w) and F(r| A w) are well-defined and positive under the condition (6-69)).
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Forany 1 <n <ny, 1 <i <k,and k+1 < j <k +1, let us consider the following characteristic
initial value problem on N/
3Dy = —F (r,m)d,m dym  on Naw!,

i on [Un<v<f>)>, U (v0+

m

Jf_Ahzoe))]x{vn<v<f>))}U{Un<v<f>>>1 %72
1

. L4
x [Vn(v(f))), v, (v(f)-l——jh SV

Note that 1 satisfies the same characteristic initial value problem with F(r, ) in placs ~f F(, ). Notice
also that, in view of (2-46)—(2-47) and (5-43)—(5-44), the initial data for m and m sat’,ry

) - by 4
3, <0 on {Un(v(’)) <u<U,D+ N \1 (6-73)
8yt >0 on {Vn(v(j)) <u < V(D3 —/4_(h2(b,: ‘ (6-74)

Therefore, in view of (6-70)—(6-71) and (6-73)—(6-74), an appiic “tion 0. Lemma A.1 (see Section Al
of the Appendix) with i, m in place of z3, z1, respective! ,, y. 'ds v 2 following a priori bounds for a
solution m of (6-72):

n A7 (6-75)

i
d,m <0 < d,m in the int rior of V"), (6-76)

S
IA

Notice that the a priori bound (6-75) and *'.c . ~itial data in (6-72) imply that m > 0 and that (6-69) holds
for u = m and pu = m; in particular, F(r n) . well-defined and positive on A/'g(,’;’j ), Thus, it readily
follows (using standard arguments’ ui ‘6-.7 mdeed has a unique smooth solution m satisfying (6-75).

With m defined on/\/'g(,l;’j) asa yvefo anyl <n<ny, 1 <i<k,andk+1=<j<k+i, wewill
define the following modifir . . =sio. uf (6-48) and (6-49):

@)y P =t 0,00), ) = (0, 00 4/ V=R Va0

2 Y @ : (6-77)
O, 7= g, i), v, 00+ /=B e) T 0,00V, i)
and
5 W) = p )
@4 =y, 450), v, 00+ =EO2) T U 00+ =RV (6). Va 00438/ =R (6-78)
(D)= ], 00+ 4R s ). Vi 0+ (/B2 — Tl 0, 00+ 4R a6, Va0t
Note that, in view of the initial data for (6-72),
@), = (D)7,
D D — (D @D 679
®_m),” = (®_m),""’,
while, in view of the bound (6-75) (and the initial data for (6-72)),
@) = @)D,
" " (6-80)

@) < @)D
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By repeating exactly the same steps that led to (6-51) and (6-52) but using (6-72) instead of (6-57), we
obtain forany 1 <n <ny, 1 <i<k,andk+1=<j<k+i,

(@ )(l 2J)
@) 1— ~(l+1 J)/—(l ) ZA(—r(li,j))z

(i‘)m)g,j):(z‘a_na)g,p.exp( (1—&er{"))(1- &r@;”)), (6-81)

2 @, )i
—(t ) 1— ~(z+1 ) _r(ll \J) 2A(—(l J))z

\
(11—l (1-& 7))

(@@S’”z(@n‘a)S’”exp( )62

where
F0.) L) 2 p (5003
i r — —2A(ry)
0< el <1 " O 32 : — . (6-83)
T (0, 0®), V0 44/ ~RI i e))) SO0, NV s R Rae))

and
. Do)
0<Crl) <1- (—+m)”—,.), (6-84)
(D m),
o @ N
0<&nfi/ 1- ( " (6-85)
(2 Wl) ! J)
(and, as before, we allow the terms tht( ) in (6-81) ar . (6-82) to be different).
Because
miTh < < 3rg < 30D (6-86)

(in view of (5-24), (5-6), (6-18) & 1 (6-1 ), from (6-82) (using also (6-9) and that &rr{"”, Ewrf.” > 0)
we can estimate forany 1 < . _"ny, " ~i<k,andk+1=<j<k+i

2 (@ m)(l 2J)
f;gi’j) 1 _ntlgli"‘l J)/rlgl ) %A(félq/))z

(D)) = (D iy ) - (1 - &’ f>>(1—e_a§’};”>>

. 8D )P
> m)y) -exp<—%). (6-87)
n’
In view of the iact that
@)D < @)D = ) — D <)z — 0 < 2rg < 37D
(following from (6-80)), (6-87) yields
(@ 4im) I > 713D i) D), (6-88)
In view of (6-84), (6-88) implies
s o |
1— @tt\n > (6-89)

Co
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Using (6-89) in (6-81), we obtain

D)D) > (D)) ( 2 @)y " (1 — €l ”)) (6-90)
m),”’" = (3D_m),’ - exp ; SRR i . -
+ Cor 9 1 = fﬁ]’”/rﬁ ) —%A(r,(,’”)z

In view of (6-86) and (6-9), we can also estimate
11— G_tt?n] ) 1

I —— > — w-91)
L=y 0 [ —2A G ) 10

and, thus, (6-90) yields

(CVIAN
D4 m)(t A > (D_ m)(t J) . eXp(S(Ijo @f,gl—’))/ ) (6-92)
From (6-92) and the relations (6-79) and (6-80), we readily - ota  (6-56). Il
Proof of (6-11). For any 1 <n <ny, from (6-51) we readily ot..'n that, "_rany 1 <i <k,
(D i) D > @y e D, (6-93)
Applying (6-93) successively fori =1, 2, ...k, 1 sing aleo ti.. "Lentity
@) =@ )§HD (6-94)

(which follows from the fact that i is cor ... t over each R( / )) we thus infer that, for any 1 <i <k,

@)D > Dy EED = (7 0 — @O D). (6-95)
Since
i) = i) = il (6-96)
and
GO =D A = @ 97

from (6-95* we  fer hat orany 1 <i <k,

@)D > (@ )Y, (6-98)
Similarly as tor the derivation of (6-93), applying the relation (6-52) successively for i = 0 and
j=1,2,...,k (with n — 1 in place of n), we infer
(D), ")

D iy - (D), - 1= eer®) 31— ee®)). (6.99)
= (D-m), "y -exp| — Z Z0D | 2509 /70D 1A(;(0,j))2( v )= v, m) ) (6
= n—1

(0,k)

In view of the bound (5-24) for the total mass |z, the lower bound (6-8) for r, "’ and the fact that

—(0 /) ((l/]() —(0 J)(1+(h2(8))1/2)

n 1
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for 1 < j < k (following from (6-7), and (5-3)), we can estimate

2 @iy ©.)) Oy < 32
J i
> 0D om0 70D TA ]))2(1 — Gy )0 =&ty <6 (6-100)
j=1"n—1
Therefore, (6-99) yields
o.m) Y
ogﬁ —g32, ‘a9l
From (6-98) and (6-101) we thus infer that, forany 1 <i <kandany 2 <n <ny
@ (z k+1)
log — k+l) ==&l (6-102)
mnfl

From (6-102) for i = 1 and the fact that, forany 1 <n <ny,
(5+n7l)}(11,k+1) — (@,nﬁ);o’k) —, y"l,k-l—l)’ (6-103)

we thus infer that, forall 2 <n <ny,
log T >, (6-104)

Applying (6-104) successively n — 1 times, we thus inl_.,, forany 2 <n <ny,

&b
log —'— - > —&*(n—1). (6-105)

The bound (5-6) for rg and the »~rm (¢ -7) of the initial data imply
2( 10 "+ Y= A)ho(e)) —m/(v(o)))
ro C
Therefore, from (6-' 3) an. (6-1 %) we infer that, forall 1 <i <1,
2(,}5+n~1)§i,k+1)
ro

From (6-105,. " .,0-107) fori =1 (when (’Der)(l k+1) ﬁ1 k+l)) using also the fact thatn y < (h(¢))~ 2,
we thus deduce that, forall 1 <n <ny,

h o0(e). (6-106)

C_ ho(e). (6-107)

2n~1£ll,k+1)
— > —hy(e). (6-108)
ro Co
The relations (5-24) and (6-108) readily yield (6-11). Il
Proof of (6-10). In view of the bound (6-37), we infer that, forany 1 <n <ny,
1 2y LAF? h 6-109
- = 3D W, ), v, D (4 ey = 13 (8)- (6-109)

r|(Un(v(”),W(v"‘+1>+(4/«/—1\)h2(8)))
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Using the bounds

r| 1 (k+1) /—
(U (v D),V 05D +(4/ /= M)ha(e))) < 1+(h2(8))1/2 (6-110)
ro

(derived from (6-7), (6-9) and (5-3)) and
ro

Q2/v=RN)e — LAr]

(from (5-6)), as well as the relation (5-24) for m |z, we can readily derive from (6-17_ that

<1—Lexp(=2(ho(e)™) 0-11.)

201z — i ") 1/2y~1 —dy 1A L2 1/
- > 2(1+ (h2(e)) /7)) exp(=2(ho(e)) ") + 3Ar5(J +( 2(e), ). (6-112)
The bound (6-10) follows readily from (6-111) and (6-112). O

Proof of (6-13). For any 2 < n < ny, applying the relation " .-51) ~crzssively for j = k + 1 and
i=1,2,...,k, using also the identity (6-94) and the trivial bouna

@_m) (1 — ey L (@ kD (6-113)
(following directly from (6-54)), we obtain

(@+n~1)’(11,k+1)
700 _50D D)y (i k+1) (k1)
= (m,, )exp( . (1=€er) ") (11— @tr’ ))
121: rgl k-‘rl) 2r; i+l +1)/ (@, j) 1A(fnz,k+1))2

k

)= 2 (@) (i.k+1)
(~ _’ )-eXp( Y - . ( _tatl )> (6—114)
m,_ 2‘ FUTD L GHLAED G J)_%A(f’gz,kJrl))z

In view of (6-7), (5-?,, .~ :53,, u-9) and the fact that

ro < FUA+D < FlkkrD)

for 1 <i- k (follo' ing from (6-18)), we can bound, for any 1 <i <k,

2 1
,—_rgi,k—l-l) 1 — 2 ~(z+1 k+l)/-(z ) 1A(fr(li,k+l))2

(1— (’Ett(’ kH))

. 1
Zme{ | . » 2~(”+1) A 3 » . ,
" U D),V 0D+ =R)ha(e))) — "N U, (D), V, 0D +(4/v=N)ha (¢)))
: }
FUD) _ g ULkt _ %A(fr(li,k+1))3

2—0(¢)

= (6-115)
I'n
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Furthermore,

Z(@ m)(l k+1) Z( ~(i+1, k-‘rl) ~’(1i,k+1)) — n7l|1' _ njl}(,ll’k-i_l). (6_116)

Therefore, in view of (6-10), (6-115), (6-116) and the fact that

(55+n';l)’(1l,k+l) — ’;’-;lgll,k-i-l) - ’;’jl’(,ll,k—i-Z) — l’;l,(,ll’k—i_l), \6_11 /)
the bound (6-114) yields
7 (Lk+D S (n~1(0,0) (0 1)) ex O(e) 22 G ~(1 k+11‘)
n Z i, (k k+1) -
0,0 0,1 ro p 3
> "0 — Yy exp(m exp(—2{ (e ) 7% (6-118)
I'n
Using the bound (6-101) and the fact that
O _ =D _ ~0.1) _ ~0.0) _ =01
(©+m)11 =My —My = Tu_1>
~ (0.k) _ ~(1,k+1)
(Q—m)n—l =my,_
we can estimate
0 — Oy = e pltAth, (6-119)

From (6-118) and (6-119) we thus obtain - view also of (6-9) and the properties (5-2) of h(g))
i (LD 5 (1 k+ : o _ —4
> i exr L4r e exp(—2(ho(e)) )). (6-120)

In particular, (6-13) holds for all 2 ~n < ny. O

Proof of (6-12). Combini. ~ (6-1C ") an. (6-11) (using also (6-107) in the case n = 1, as well as (5-24)
and (5-6) for m|z, ro> = ca. ~~.dily estimate forany 1 <n <nyandany 1 <i <k

2D i) A
2@emh 7L 1, . (6-121)
ro Co
Similarly, . view ¢ /4-94), (6-97) and (6-101), we can bound forany 1 <n <nyandany 1 <i <k
2D _ ) Gk +D
20 L. (6-122)
ro Co
Using the relation
(5+m),gi’k+]) — njllgli,k-i-]) _ rhill',k-FZ) (6'123)
and the trivial bounds
mED < |7 (6-124)
and
max i) = piErD (6-125)

k42< j <k+i+1
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(following from the monotonicity properties (6-19) of m), from (6-121) we obtain forany 1 <n <ny

~ ~(i,])
2(7|7 — 1
min 2zmma) (6-126)
I<i<k ro Co
k4+2<j <k+i+1

In view of (5-24) and (5-6) and the properties (5-2) of hg(¢), from (6-126) we infer th: ., f~. any
1 <n<ny,

il

max
1<i<k ro

1
<1——hgy(e). 6-127
na =1-3c 0(e) ( )
k+2<j<k+i+l

In particular, for any 1 <n <ny, (6-127) implies

1
sup 1C Cop(e)) (6-128)

- <
{u<v<V, &) N(uzU, ®)) 1 —2m/r

The main estimate that will be used in the proof of (6-12) is ti. following bound: for any 1 <n; <
ny <ny and any V,, 0% + (4//=A)ha(e)) <v <V, 0k

Wl (,, @O +@/V=EaE),0) Z W W, 0O +@/7 Dyhae = =g

r(l’k+1) rﬁ(l’k+1)
xeXp<—C3 (ho(e))‘3nlr§g§2 l 2 } log<%)—2el/2>. (6-129)

ro "

Proof of (6-129). Forany 1 <n <ny, 1 =i < «, ~dk+1=<j<k+i,integrating (2-43) from u = U,(v®)
up to U, (v + (4//=A)ha(e)) (ar 2 ~ing 2 .6)), we infer that, for all V,,(vU*D 4 (4//=A)hy(e)) <
v < Va(),

Oy7
log| ————
1-2m/r

/
—log\ — —)
(Un(09).5) L=2m/1 ]| 0,00+ @/ —R)ha(e)).5)

Un (0O 44/ = N)hy(e)) T,
= 471/ du
U (o) 0T ()
U@+ @/ V=Dh2@) g
= 2[ _— du. (6-130)
U, (0®) r(1—=2m/r) (. )
In view of the monotonicity properties (6-18), (6-19) of r and i, we can estimate
Un0O+@N =B _y m
> / U S
U (v) r(=2m/r) |
2 Un (0D +(4/v/=N)ha(e))
Sy e L
Un @) <=0, 00+ /=B e) N A =2m/1) [ 5 Ju, o) )

2 .
< : - sup <—)(©_ﬁ1)(”/). (6-131)
’"(Un(v(l)+(4/\/ —A)hy(€)),v) U, WD) <ii <U, 0D +(4/ /=R 2 (e)) 1_2””/’”|(12,17) !
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From (6-130), (6-131) and the bound (6-128) for 1 — 2m/r, we infer that

oyr a1
log| —— —log| —
1-2m/r U, (0D).5) 1—-2m/r

(Un (0O +(4//—A)ha(e)), V)
fr(ll’j) (Q,n’jl 2’,1)

< 8Co(ho(e)™! : —. — (6 .32)
r(Uy (D 4 (4/v/=M)ha(e)), v) i)
Notice that, in view of the bound (6-56), we can estimate
D @) D @)
((L]) <5C, 10g<(_L~)'ZI.j)>. (6-133)
rp’ D_m),’

Thus, from (6-132) and (6-133), we deduce that, forany 1 <n <ny, ' <i <k, dk+1=<j<k+i
and any V, Ut + @/v/=K)ha(e)) < 0 < Va0,

log(—avr ) —10g<—avr )
1—-2m/r U, (DY, 5) 1-2m/r

< 40C3 (ho(e)) ™!

Uy DO +@/ g 9,0,
Pl o ((@nﬁ)ﬁ“”
rU, (D 4+ /=m)ha(e)), 0) \(@_m)$Y

). (6-134)

Applying the relation (6-134) successively fori =1, ., k and v = v, using also the fact that

PR N
\1-2m/r
on each Rgn] ), we obtain

a1
L=2m/r |, 00+a/v=5, w0
dr |
S L=2mir Gl ey TR e).D)
k _(k+1) = (k)
— I'n (@+m n
“exp(—4)CG(ho(e)) ™! : - log< — . )) (6-135)

( 0 ;r(Un<v<l>+(4/¢—A>h2(e)>,v) @) FD

Foranyi =1, ...,k, integrating (2-43) in u from u = U, (v?) up to U, (vD + (4//—A)h,(e)) for
v =1, € [0, V,(v'")] and using (2-46) and the fact that 8,7 = 0 on RS, we infer

oyl
1=2m/7 |, w0 1@/ v=Rohae)).00)
97 UnO+@/V=Dha(e))  _ g
=2 exp(—z / —— du). (6-136)
1-2m/r Up (0D 44/ =RA)h2(€)),v4) Up(v®) r—2m—§Ar (u,v4)

Using the fact that r > r¢, from (6-136) we infer (in view of the monotonicity property (6-19) for n) that
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oyl
1=2m/r |y, w0 +@/y=R)ha(e)),0.)
a7 Un 0V +@/ /= Mha(e)) — 3| (u.v,)
> exXp 2 ~ 1 3 du
1—2]’}1/7‘ (Up (0D +(4//=N)h2(8)),v5) U, (vD) ro—2m|(u,v*)—§Ar0
By Un 0V +4/V=R)ha(e)) 2ty 1. N
__ v exp — Bu log 1—— _',‘,\)\ t,dV/
1—2m/r Uy WD 44/ /=N)h2(€)),v4) U, (v®) ro ’
9 7 1-2m)| ) l”O—lA’”2
_ v ( : U, 00),0,)/ 37770 - 2\ (6-137)
1=2m/7 |y, 0O+ @) V=B ha(e)),0) 1=2m| @y, 0O+ @/ v=Bho(e)),00 /T3 AT/

In view of the bounds (6-9) and (6-127), (6-137) yields
0y . 07

L=2m/r |, 00 +a/y=Bmenwy 1 =207 0,00 w4, B,

Integrating (6-138) in v, € [v, V,(v¥))] and using (6-128) (anc »-9)) . >r e 1/(1 —2m/r) factors, we

thus obtain

)
4Co -

(6-138)

h 2
( 106(?2) (6-139)
0

P — o 2 (4D = 10,00+ A (0)). D)

and, thus (in view of (6-7), (5-3) and the fact that ., < mit r\"**V r(U, 0D + (4//=N)ha(g)), D)})

f(i,k—l-l) ) zr(l’kﬂ)
n < 16C h & - n . 6'140
r(Un D+ @/~ ) (), 0) o (hofe) 7o ( )
From (6-140) and (6-94), it follows that
k FAtD (0 4 1i) D
3 — log) —kl)
L (U, (v<z>+(4/¢—A>h7fo\> v \<fo p
(i,k+1)
2 N — (9
< 16C3(hg(s,> 2 Z}l (W)
; _

(1 k+1) (i,k+1) (k,k+1)

(Dym D, m
=1 CO UL()(S)) { 10 (—l) +10g(f
Z (®+ )( +1,k+1) m|I m(O 1)

i=1 n—1

(1,k+1) (1,k+1)
Yy (D 1)
16CG (ho(e)) 2= o 1 g( = 0D >

m|z —

(@ (1 k+1)
(©+ >(° ) )

L (1 k+1) (@ (1 k+1) 3

(1,k+1)
_ 2 —27"n
= 16C5(ho(e) =1 g(

(LD D n
_ 2 —2n B}
= 16C{(ho(e)) o {log( o k+l)> +¢ } (6-141)

n—1
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(where the inequality at the sixth line of (6-141) follows from (6-101)). Therefore, (6-135) and (6-141)
yield, for any 1 <n <ny and any V, 0**? + (4//=A)ha(e)) < v <V, (0*FD),

Oyr
1=2m/r |, w0 +@/v=m)he)),v)
a . r(l,k+1) ’/h(l,k-‘rl)
S G exp(—c3<ho<e>>—3 - {10g( i k+1>) “3/2])' & 4
1=2m/r |, ,0Ootr@/v=Rmie)).v) " M-t 1

In view of (2-44), we can bound for any U,_; (v + (4//—=AN)ha(e)) <u < U, ;@)

—0yr —0yr
— > . (6-143)
E=2m/r v, oy — 1= 2m/r v, e,
Hence, using that
e from (5-39), (6-9),
07 . 7
L=2m/r |, 0ora/mmery 1= 30210 nra, “Bme))
= (1+"(¢)) )vr|(U, v (4 //=A)ha(e)),v)° (6-144)
e from (2-45), (5-24), (6-8) and (6-7)
a 2
of — _ T (14 0(e)), (6-145)
L=2m/r |y, \0o+@/v=mmeny L= 2m/1 G, 0o)
o from (2-44), (2-43) and the gauge con’.dc (3-24),
Sr L (6-146)
L=2n 7 |p0 negy  1—2m/r Rfll;ll)ﬂ{uﬂ—vo}’

the bounds (6-142) and (6- 43)y ~Id1 - any V, 0%+ + (4//=A)hy(e)) < v < V,(v* D)

DTl -/ =Rt

- (k1) 7 (LA+D)
v — n n

— exp<—cg(ho(g)) 3 log(~(1 kH))—el/z). (6-147)
(=g, Vy—1 (v&+D) o m,’

1 ,Zl’hl‘

n—1
In view ~f (5-39° (6-9) and the fact that

—0yr oyr

m (6-148)

1,k+2 - —_ 1,k+2 _
RV =) 1—-2m/r ROKD =z

(following from the gauge condition (3-23)), from (6-147) we infer for any V,, W D @4/ =N)hy(e)) <
vV, (U(k+1))

NI (0, w44/ BN (e)).0)

(1k+1) ~ (1,k+1)
> 07| exp(—C3(ho(e)) 31— 1og( 22 —2¢12). (6-149)
= Ol (U, O +@/V=Rhae)),v—v9) EXP| ~C0 (20 ro B\ 5 kD '

n—1

Iterating (6-149) for n; < n < n;, we thus obtain (6-129). O
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Let 2 <n; < ny be such that

A4 <20, (150
D S 2r. (6-151)

Note that if no such n; exists, then (6-12) is automatically true ((6-151) holds for r
of the Cauchy stability estimates of Proposition 3.5 and the choice of the initial data).

1k+1
1( 1 as ¢ cor dary

Let us also define
_ . (Lk+D)
ny=max{n; <n<nys:r <2rpforalln; <l <n}. (6-152)
In order to establish (6-12), it suffices to establish that, for all n1 <n < n»,

Lk+1
r,g’k+)

P 1> exp(—C{ (ho(e)) 7 1c 1((hy ) ™H). (6-153)
In view of the fact that
~(1,k+1)
I 1 v —1
sup  —2— — < Cg (e (6-154)
1<li<lh<n, Iﬁl(ll +1)

(following from (5-7), (6-86) and the fact that the sequer ¢ nﬁi,l’kH) is increasing in n as a consequence

of (6-120)), from (6-129) we infer that, for =~v n; <n <nj and any V,,, (0% + (4//=A)hy(e)) <v <
Vi, 5FD),

NIl (U, WO +@/ V=R e)),v)
> 00T |, ety ohaen.o—m—nuy) EXP(=Co (ho(€)) 7 log((ho(e) ™). (6-155)

Thus, integrating (6-155) fro. > v = V,(0*+2 4 (4//=A)h;(e)) up to v = V,,(v** D) and using (6-151),
we immediately infr - (6-1. 3). O

Proof of ( -14). In -iew ur (5-3), (6-32), (6-31), as well as the boundary condition (3-24) and the bounds
(6-8) and 1-9), the ollowing one-sided bound holds for all 2 <n <ny:

- a4 VR ha(e)
rakAED — g _/ 0t |, w).0) 4V
V

(030

<

(I4+0(e))dv

fwl<v<k+“+(4/\/—A>hz(s>) 3,7
Un(v®),v)

Vn(v(zk)) 1-— Zm/r

(14 0())du. (6-156)
(1, Va1 D44/ /= R)ha(e)))

/Un_l(v<°>+(4/ﬂ>hz<s>) —a,r
U,

n—l(U(k>) 1-— 2m/r

We can readily compute (using also (5-3), (6-9) and (6-45))
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1 (0©@) —9r
/ _ O du
Upt 044/ V=B (o)) 1 =2/ T (v, w44/ =Ry ha(e)))
Un—l(U(O)) 2 ~ (1,k+1) —1
= / (1 - = — 3477, vn_l<v<k+1>+(4/\/—A>hz(s»>)
Up—1 0O +(4//=N)ha(e)) P, Vg 004D () =R (e)))

X (=0, Vg 4042 e ) DU

LD ~ (Lk+1) —1
n— 2m
=/ 1 (1 | - %Arz) dr
ro+0((ha(e))1/?) r
25 LAHD)
<rMHD o+ oD log(l ;‘> ‘ (6-157)
ro
From (5-6) and (6-12) we can similarly estimate
Unr0®) _g it 2 !
f L du</ /l—m—|I+0(e)> dr
Up®) 1=2m/r {6044 g =R)ha(e))) PR e)) ) \ r
<r' " Conlz|log(exp(ho(e) ™ +1]
<r VU Cmlz(ho(e)) ™ (6-158)
From (5-3), (6-45), (6-156), (6-157) and (6-158) ¢... readi ; obtains the bound (6-14). O

6B. Formation of a nearly trapped sphere In this section, we will establish (6-6), using the bounds
(6-7)—(6-14) of Proposition 6.1.
Let us set
Nmax = 11ax{n, € N: RUAFD ciF for all n < ny). (6-159)

Note that, in view of (6-2) 7 .u (“-5), 'max satisfies

np<nmx <ns+1. (6-160)
Thus, (6-1) implies
Nmax < (h1(£) 7. (6-161)
Notice hat (6-1¢ )) and the definition (6-2) imply that, if
Nmax < 5(h1(€) 72, (6-162)

then, necessarily, (6-6) holds. Thus, in order to establish (6-6), it suffices to show (6-162).
We will show (6-162) by applying Lemma A.2 (see Section Al.1 of the Appendix). In particular,
setting for any 1 <n < npax + 1

~ (1,k+1)
L 2m,
= =L (6-163)
ro
(k k+1)
P~ (6-164)

ro
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the inductive bounds (6-13) and (6-14) imply that w,, p, satisfy

Pnt1 < pn+Crlog((1— )t + 1),

c1 (6-165)
MUn+1 = Un eXP( )
Pn+1

for any 1 <n < npax + 1, with
Cy = (ho(e) ™4, T .66)
c1 = 1 exp(—2(ho(e)) ™). (6-167)

Furthermore, setting

8 = hs(e) (6-168)

(where h3(-) is defined by (6-3)), the definition (6-159) immediately i, ‘es

max [, <1-—4. (6-169)

0<n=<nmax

Note that, in view of Definition 5.1 and Proposition 3.5. ..c have

po ~ " o(e), (6-170)
po~ " e)) (6-171)

Hence, as a consequence of (5-2) and (6-3),

< \8
( ) <™ (6-172)
-1 Mo
and \
(Ci/cr)
5 < (@) . (6-173)
£0

The relations (6-1¢7, ‘6-1. 7, allow us to apply Lemma A.2 (see Section Al.1 of the Appendix) with
ny, = nmax + 1 for t e sequ »nce , ,,, . Thus, in view of Lemma A.2, we obtain the following upper
bound for .pax:

Nmax + 1 < exp(exp(2(ho(e)) ") (1 (e)) . (6-174)
In particular, (v-102) (and, thus, (6-6)) holds.

6C. The final step of the evolution. In this section, we will complete the proof of Theorem 1, using
the near-trapping bound (6-6), the bounds (6-7)—(6-14) of Proposition 6.1, as well a backwards-in-time
Cauchy stability estimate (see Lemma A.3 in Section A1.2).
The bound (6-6), combined with the estimates (6-11) and (6-12) of Proposition 6.1, imply that,
necessarily (in view also of (5-2), (5-3), (6-7), (6-13) and (6-159))
27, (LA

"t S 1 2hs(e). (6-175)
ro
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Therefore, applying again Lemma A.2 for w,, p, (defined by (6-163), (6-164)) and n, = nmax + 1 yields,
in view of (6-175), that, either

l’anax"’l > 1 + h3(8)9 (6_176)
or
1—2h3(8) < tnpyt1 < 1+ h3(e) (6 .77)
and
e < 1 —exp(—exp(2(ho(e)) ™)) (1 (e))? (6-178)
Max{ Py, +15 Prpe ) < €XPEXp2(ho(e)) ™) (h1 ()~  log((hi(e)) ™). (6-179)
Let us set
e = Vi1 (040 + 2 ha(e)) (6-180)
max M

(recall that (6-180) equals Vnmax(v(o) + (4//—A)hy(g)), in view sf om or entions on the indices). The
proof of Theorem 1 will follow by showing that

o either
inf (1 —2m) o (6-181)
UsN{v=1y}
(in which case (r/(g), (Q;‘S))z, _iff/), fo(jt) )= (e, 52%8, fir ' foure) in the statement of Theorem 1),
e Or /
i1 2m ) <0, (6-182)
U =0 r

where (7, ()%, fl;, féut) isa(poss lydifi rent) smooth solution to the system (2-28)—(2-33) arising as a fu-
ture development of an asymr _ "~ally ‘.0 boundary-characteristic initial data set (r;g, (2 8)2, fl; /e féut /e)
on {u =0}N{0 <v <wg.} tisfyir 3the :flecting gauge condition at r = rg, +00) which is (h1(€))? close
to (r/e, Q?E, fm/g, fo > wil 7_pect to the norm (3-41), i.e., satisfies, in particular, (A-68) and (A-69)

(in which case (r/(g) (Q}S) ) f /\ o) )=, )% f Jes fl /) in the statement of Theorem 1).

Notice th7 , in bo. * cas<., (4-3) follows readily from (5-18) and (5-2). To this end, we will proceed to
treat the ¢ ses (6-1" >) and (6-177) separately.

Case I: Assu.  .at (6-176) holds. Then, we will show that (6-181) also holds. We will argue by
contradiction, assuming that

. 2m
ugml{ll}ia*}o B 7) 0. (6-183)
Let us set
Co = (Ut (v + —2eh2(®)) <0 < Uit @) | 1 0 = 5, N2 (6-184)

The renormalized mass m is constant on C,, satisfying in particular

e, =m Y (6-185)

Nmax+1°
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Since 9,7 < 0 on U, (see (3-29)), from (6-183) and the fact that C, does not contain its future endpoint,
we infer the following stronger bound:

=2 o (6-186)
r 1C,
Thus, we also have
dyrle, > 0. 0-187)

We will now show that the future endpoint of C, is exactly (U, +1 (v ®), 3,). If there ~xisted some
(up, 5) € (AU\T) such that U, 1 (vV + (4//—=A)ha(e)) <up < Uy, +1(0?) e, Thee 2m 3.4 on
the structure of the maximal future development would imply that r extends ~onti' aou .y on (up, V)
with

r(Up, Vy) = rpe. (6-188)

However, in that case, (6-176), (6-185) and (6-188) would imp’, th- for somu up, close enough to up,

1_2m
r

<0, (6-189)

(Upx,Ux)

which is a contradiction in view of (6-183). Therefe-=,
4

{Unm+1(v<1>+ Ah2(8)> <u< T 0 “”)} N{v =0} N OUNT) = 2,

and, thus
() 21 < Unyoit 00} 1 =10, (6-190)

Ce= {Unmax+1(v(1) +- =
In order to complete the proof i* wiw ~asc  aen (6-176) holds, it suffices to establish that

i D@ oo, (6-191)

u— Y"lmax+ 'v(())) r()

Assuming that (6-191> »nlds, “~ ., (6-176), (6-185) and (6-191) (in view also of (5-3), (6-3)) we readily

obtain
lim inf (1 _ 2—’”)

1= Upax+1 (0©) r

< —1h3(e) <0, (6-192)

(,04)

which is a ontradic ‘~n in view of (6-183).
Let us set

B U (04

4 _

mhz@)) <4 < Upoett @) N Voot @) S0 80 (6-193)
From (6-190) and the structure of the maximal future development of general initial data sets for (2-28)—
(2-33) (see Theorem 3.4), we infer that

B* C Z/{g.
Furthermore, in view of (2-30) and (6-187), we infer that

orls, >0 (6-194)
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and, thus (in view of (3-29))
2m

1——I|p, >0. (6-195)
r
In view of (6-159) and the bounds (6-11) and (6-12), we have
(u<U,,, 1MNU cu. (6- .96)
Therefore, as a consequence of (6-7), we can estimate
o7
log| ——
1-2m/r

Since (2-43) implies

< (h (&))" *log((hs(e))™" (6-197)
{u=Unmax+l (v“))}mua

3,1 LA I (6-198)
ogl —— , .
u 08 1-2m/r) —
from (6-197) (and (6-9)) we infer the one sided bound
durls, < 2(h1(e)~* log((h3(e)) . (6-199)
Integrating (6-199) from v =V, +1(v®) up to V,, . 1(v* VY + (4/3/=A)ha(e)) using (5-3), we
finally obtain (6-191). Thus, the proof in the case when (6-.74* ,0lds is complete.

Case II: Assume that (6-177) holds. Then, (6-175, .ad (6- 79) also hold.
As a consequence of (6-11), (6-12) and (6-13), the b~ .ad (6-178) implies
inf (1= =) = S exp(— exp@ho(e) ™) (1 (2))* (6-200)
(U <Uppax ©O+@/ /=R ha (e)) N, T
Therefore, using (6-11), (6-12) anc (6-. ) to cstimate 1 — 2m /r in the region
4
{Un 0O+ Tha®) 0 S Unen @O P\REALY,

\ N -
we infer that

inf (1-21) = Lexp(—exp@Uioe) ™ NiE)*.  (6:201)
W<U. 410 +@&/v Mha(e))NUe r

Remark. Notice ti 't, while 1 — 272 /r becomes ~ h3(¢) in {u < Uy, +1 (@)} N, (in view of (6-177)),

when restr. ting to t e subregion {u < U, +1 (D 4 (4//=A)ha(e))} NU,, the improved bound (6-201)

holds.

Let us set
uy = Uy, +1 (U(l) + \/i_Ahg(e)), (6-202)

noticing that
supp(r>Toy) N{u = u,} C {r <&'/?} (6-203)

as a consequence of (6-8). Let us also fix a smooth cut-off function x. : [u4, ux + voe) — [0, 1] such that

Xe@) =1 f0r v € [ Vi1 05FD), Vi (0449 + \/%_Ahz(s))] (6-204)
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and
xe(v) =0 forv e[u*,u*—l—vo»s)\[ nm+1( kD) _ th(e)) nm‘x—l—l( (kH)—I-\/%_Ahz(s))].

We will then define the function T,,U : [ux, us + voe) = R by the relation

~ . u .
Tou(v) = exp (—ZC§U—:) (h1(£))*Xe (V) Ton (14, v), 0-207)
where C; is defined by (A-62). Notice that, since

dv = KD (L) () (6-206)

Vimas +10 D+ @/V=Rh2() (1 — 2 /) 2
Zﬂﬁl T Nmax+1 O noaxt1°

a1 (VD) dur

(u5,v)

we can readily bound in view of (6-205), (6-12), (6-177) and (6-206)

(—4) /+ r2 (s, v)| Ty (0)1/9up (1, V)
“+v0e |,0(u*,v)—,()(u*,ﬁ)|+,0(u*,u*

sup
Uy SV=uy

) 1y <« 0( c‘ )(hl(e))z (6-207)

where p is defined in terms of » by the relation

p = tan” (\ﬁ 2 ) (6-208)

Applying the backwards-in-time Cauchy stability :iemma Lemma A.3, (see Section A1.2 of the Appen-
dix), for u, given by (6-202) and Tvv given by (6-205) ¢ . view of (6-201), (6-203) and (6-207)), we infer
that there exists a smooth asymptotically A " « nundary-characteristic initial data set (), (2 D% f Je> L /o)

on {u = 0} for the system (2-28)—(2-33) sat’ .ryi1 , the reflecting gauge condition at r = ry,, +00 with the
following properties:

(1) The initial data sets (r/c, 7., “a/e, ouse) and (r/,, (R),)%, fi, Je> fuye) satisfy (A-68) and (A-69).
(2) The maximal develop ent (s 1/, )2, fi, fou) Of (e, Q7,, fine, fouye) satisfies (A-70), (A-71)
and (A-72).

Using primes to enote uani. ies associated to (r’, (2 )2, f_l;, féut), we can readily estimate in view
of (A-70). A-71, (A ™ and (6-205)

Vamax+1 0D+ @/ /=) ha(e)) (1—2m'/r")
/ S e, dv
Vs +1(0E+HD) 1! RIS
/ Vimax+1@E D H(@//=RA)ha(e)) (1—2m'/r) -
= - 4 . (Tvv + Tvv) dv
Vnmax+1(v(k+l)) avr (M*,l))

(6-209)

2(1+exp( 202 )(hl(s)))
(U, Vye)

Therefore, since m|, 5,) = ' kill), the bound (6-177) (in view also of (6-3) and (A-62)) implies

2 et (1 +exp(—2cz?)<h1<s))2)<1 ~2M3(e) = 1+ h3(e). (6-210)
0

ro
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Since 7|, 5,) is constant on

CL = (Uit (01 + —2h2(®)) =t < Upyn @) | N (o =) 0

v=A
and satisfies (6-210), we can now repeat the same arguments as in Case I (i.e., the case when (6-176)
holds) in order to infer that (6-182) holds.

Thus, the proof of Theorem 1 is complete. J

Appendix: A maximum principle and Cauchy stability backwards a ."ne

In this section, we will prove some lemmas which are necessary for the proc " of | rop sition 6.1 and
Theorem 1.

Al. A maximum principle for 1+ 1 wave-type equations. The fc'o' ing .. ™ 1a provides a comparison
inequality for certain 1 + 1 equations of wave type, and is usec ir tne ~roof of Proposition 6.1.

Lemma A.1. Forany ug <uy, vg <vyanda € R, let Fy, F, : [ug, . -] X [vg, v1] X (—00, a] = (0, +00)

be smooth functions so that

max Fi(u,v,z < i F(u,v, ) (A-1)
(u,v)€luoui]x[vo,v1] ( ‘upux[vo,v1]
for any z € (—o0, a] and
azFl(u, U7Z)5 8ZFL\M7U7 Z)ZO (A_2)

forany (u, v, z) € [ug, u1] X [vg, v1] x (-0, a, Suppose also 71, 72 : [ug, u1] X [vg, v1] = (—00, a] are
smooth solutions to the equations

qvauz' — _Fl (ua v, Zl) 8uZl avzla (A'3)
o, 72 =—F(u, v, 22) 0,22 0,22, (A-4)

satisfying the same ch~acte, ~*i< .nitial data

z1(u, vo) = z2(u, vo) = 2\ (u), (A-5)
21 (up, v) = z2(ug, v) = z,(v), (A-6)
where z; .\ ~, v1] - (=00,a) and z\ : [ug, u1] — (=00, a) are smooth functions so that
z/(vo) = 2\ (v1), (A-7)
002/l (vy,v) > 0, (A-8)
0uz\luo,ur) < 0. (A-9)
Then, the functions z1, zo satisfy
ozi <0< 0yzi, 1=1,2, (A-10)
in (ug, u1) x (vg, v1) and
21222 (A-11)

everywhere on [ug, ui] x [vg, vi].
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Proof. We will first establish (A-10). By applying a standard continuity argument, rewriting (A-3) as
9y log(—08,z1) = —0vz1 F1(u, v, 21) (A-12)
and integrating in v, using also the property (A-9) of the initial data, we obtain that
duz1 <0 ('.-13)
everywhere on (uq, u1) X (vg, v1). Similarly, rewriting (A-3) as
0y log(9yz1) = —0421 F1(u, v, 21) (A-14)

and integrating in u, using (A-9), and then repeating the same procedure for z,, ve fiall* obtain (A-10).
In order to establish (A-11), we will argue by continuity: Let u, € [ug, . , be uch that (A-11),

dyz1 < dy22, (A-15)
0421 < 0u22 (A-16)
hold on [ug, us] X [vg, v1]. Note that u,. = u satisfies this cor~ **on: . this case, (A-11) and (A-15) follow
directly from (A-6), while (A-16) follows by integrating (£ -12) (« d its analogue for z,) and using (A-1).

We will show that there exists a § > 0, such that (4 -11), (A-1. = 4 (A-16) hold on [ug, us +8) X [vg, v1].
For any v € (vg, v1], integrating (A-3) and (A- * " . v a» ng {u,} X [vg, v], we obtain

v

log(—0,z1) (us, v) = — / Fi(uy, v,21) 0yz1 dv +10g(—3u2\)(u*), (A-17)
./U()
0

log(—0d,z2) (us, > = — .} F (uy,v,22) 0yz2dv —|—10g(—a,,,Z\)(u*). (A-18)
v

Let us define the auxiliary funcw ns F,., 5, Fa.,5 1 (—00, a] — (0, +00) by the relations

Frous(z) = max Fi(uy, v, 2), (A-19)
velvg,v

Fo,5(z) = min_ Fr(ux, v, 2). (A-20)
ve€[vg,v]

In viev of (A- >, (a-2) and the fact that (A-11) holds on {us} x [vo, ©],!” we can bound for any
v € [vo, v,
Frou,5(z1 (s, ) < Fou,5(21 (s, v)) < Fo,5(22(uy, ). (A-21)

Thus, subtracting (A-17) and (A-18) and using (A-21) and (A-15) (and the fact that 9,z > 0, v > vg), we
readily infer that
10g(—8uzl)(u*, v) — 10g(—3u22)(u*, v)
o) ]
> / Fou,5(z22 (U, v)) 0p22 (s, v) dv — / Frou,5(z21 (U, v)) 9yz1 (U, v) dv

vo vo

> 0.

INote that we can immediately restrict from [uq), u1] X [vg, v1] to {us} X [vg, v] in (A-1).
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From (A-22) we thus infer that, for any vy < v < vy,
0421 (U, V) < 0,22(uy, V). (A-22)

Therefore, since z;, zp are smooth, there exists a continuous function §, : [vg, v1] — [0, 1), with
8ul(vy,v;] > 0, such that

0,21 (u, v) < 3,z0(u, v) for {vg < v < vi}N{uy <u <uy+38,v))}. (A.".3)

Similarly, by integrating (A-3) and (A-4) in u along [ug, 1] x {vo} and repeating ~ <imii. - procedure
(using (A-5)), we also obtain that there exists a continuous function 6, : [ug, u1]— [C, 1) wi ™~ 8yl (ug.u;1>0,
such that

dyz1(Ut, vo) < dyza(ut, vo) for {ug <u <u}Nfvo<v=<v - 5, u)} (A-24)

From (A-22) and (A-24), we infer that there exists some § > 9, _n that
71 <2zp on (uy, us+38)x[r, vl. (A-25)

In particular, (A-11) holds on [ug, u, + &) X [vo, v1]. Fu cher. ore, for any u € (u,, u, + §) and any
v € (vg, vo + 8, (1)), repeating the procedure lead’ .g to (. -22) v ith « in place of u, and using (A-24)
and (A-25) in place of (A-15) and (A-11), respec ivel inter that

0uz1(u, V) < 0yz- U, V). (A-26)

Thus, combining (A-23) and (A-26), w 1 - that (A-16) holds on [ug, us + 8") X [vg, v1] for some
0 < 8’ < 4. Finally, the bound (A-15) on [z ), u. -~ 38’) X [vg, v1] follows in a way similar to the proof of
(A-22), by integrating (A-3) and ( 1+-4) u < (ug, us +6) for any v € (v, v1) and using (A-1), (A-11)
and (A-16) (which we have showi. “old ¢ 1 [ug, us +8’) X [vg, v1]). We will omit the details. O
Al.l. A lemma for a sys*> n of u duci. e inequalities. The following lemma is used to show that the
inductive bounds (6-12) anu “A4-1 ;) for nﬁf,]’kH) and r,(,k’k+]) indeed lead to the formation of an almost-
trapped surface.

LemmaA 2 Le. " <., L 1<KC,and0 < pg <1<k pg, 0 <6 <1 be given variables, such that

C 8
(_1> <P (A-27)
Cl Mo
and )
(Cy/c1)
5 < (@) . (A-28)
£0

Let also [y, p, > 0 be sequences of positive numbers, with [, increasing in n, such that for 0 <n <n,
they satisfy
Pur1 < pn+ Crlog((1—p) ™' +1), (A-29)

C
un+12unexp( 1 ) (A-30)

Pn+1
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and
max U, <1-—34. (A-31)
0<n<n,—1
Then,
a\ o -
ny < (_1> Poity (C1/61)2. w32)
C1
Furthermore, if 1 — 6 < u,, <1436, we can bound
3
C1 _ 2
M1 <1 (C—) po g Y (A-33)
1
and A
C £0 £0
max{pn,, Pn,—1} < (—) Wlog —\ (A-34)
C1 MO /¢l "o,

Remark. Notice that the right-hand side of (A-32) is independ >r . ot °

Proof. Let us define for any integer k > 1

nk=max{0§n§n*:ul;l—5k forillOflfn}, (A-35)

using the convention
ng =0 (A-36)

Notice that, in view of the fact that the s' que .c. u, is increasing, for all k > 1 and all ny_; < n < ny we
can estimate

1 1
IS smnsl-gp (A-37)
(note that, in the case ny_1 = ny, “herc ‘s no n satisfying ny_; < n < ny and (A-37)).

Using (A-37), from (A-- " we an bound for any k£ > 1 such that ny_; < ng and any ny_; <n <ny
On < pny_y +2C1(log2)k(n — ng—y) (A-38)

and, there ore, for 1y U < n < n; we have
k—1
Pon < 2C1(log2) (Z I(ng —ni—1) +k(n— ”k—l)) + po (A-39)
I=1
(note that (A-39) holds for all 0 < n < ng, while the bounds (A-37) and (A-38) are nontrivial only for
those values of k for which ny > ny_1).
Let us set
) Ci
kl =32 log — . (A-40)
Cl

Then, (A-38) implies that, for all 0 <n < ng,,

pn = po+2Ci(log 2)kin (A-41)
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and, thus, (A-30) implies

ﬂkl nkl 1

Mony _
lo —') > Y pl>c
g( o Z " ; po +2C(log2)kin

n=1

(,00 +2C (log 2)kiny,
> ¢y log
po+2C1(log 2)ky
From (A-35) and (A-42) we readily infer that
(,00 +2C; (log 2)k1nk.
cilo
po+2C1(log2)k;
and, therefore (using also (A-27))

)(4C1(log k)L (+ 42)

) (4C1(log2)k1) ™" < —Tlog(uo’ (A-43)

L0

< —. (A-44)
1 — C 2
,Uv(() 1/c1)

ng
For any k > 2 such that ny > ny_; + 1, from (A-30), (A-35), < -3/, and (A-39) we readily infer

1 Mn . 1
> log >0 P
7z 2 log X M

n=ny_1+2
g __ i (A-45)
4C1(0g2) (k— )+ >, 0 — 1 ny—ni_y)/(ng —ng—1 — 1)
and, hence
= D —nisy)
”k—nk—l—lf—k_z— -
2820 /(< T1(log2)) — (k—1)
. P maxog k-1 (g — 1)
N Y 2K2¢1/(4C 1 (log2)) — (k—1)
Sk —1 1
b, b (A-46)

=TT 2k 26, /(4C (log2)) — (k— 1) Tt
The relation (A-46) aso ola. ‘trivially) when ny < ng_; + 1. Thus, for any k£ > k;, the bound (A-46)
yields

C
ng < (l + —12_(k_2)/4)nk—1 +1 (A-47)
C1
and, theretc ~ for .., k> 2,
C
ng < 16—1(nk1 + max{k — k1, 0}). (A-48)
Cl
In view of (A-44), we thus obtain for any k& > 2
C
n < 160—1(% + max{k — ki, 0}). (A-49)
1 /’LO
Let us set )
(Ci/c1)
lo
ky = 4k 421080 o~ ) (A-50)

log?2
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Note that (A-28), (A-31) and (A-35) imply

ng, <n,— 1. (A-51)
In view of (A-49), we have
Ci )3 20
N < | — (7.-52)
2 <c1 M(()Cl/cl)z

and, for all kK > k, (in view of (A-46) and (A-49))
ng—nr_1 <1. (A-53)

Furthermore, (A-39) implies (in view of (A-50) and (A-52)) that

iy po [0
maX{Pnkz—l-l» /Orlkz} = <_> (Cijc - Iv . (A-54)
C1 'u/o 1 [

In view of (A-35), we have
M, S1=272 < 0y (A-55)

We will consider two cases, depending on wheth r w,. - is ...ger than 1 — § or not.

(1) In the case Moy +1 = 1 — 4, (A-31) implies that ng, -* 1 = n,. Thus, (A-32) follows from (A-52).
Furthermore, (A-34) follows from (A-54), while (A-35) follows from (A-55).

(2) In the case Mgy +1 < 1 -4, we can .ssr.ac vithout loss of generality that ng, < n, — 2 (otherwise,
(A-32) follows from (A-52)). From “* 29, (A 34) and (A-55), we thus infer that

3
[C\ 0 £0 -1
Pniy+2 < ) :(Cl/q)z log o + Ci log((1 — gy +1) ") (A-56)
Hence, setting
C 3
M= (—1> L210g<&), (A-57)
C1 M(()Cl/cl) MO

from (A-2 ) and (A 55) we calculate

C1
Mnk2+2 = /‘Lnk2+1 exp( )

pnk2+2
(1 —275)e/GM) if log((1 — pny,+1)~") < M/Cy,
c| . . (A-58)
1 f log((1 — M/C;.
unk2+1< +Cl 10g((1—unk2+1)‘1+1)) if log((1 — pny+1)") > M/Cy

If log((1 — M%H)_]) < M/Cy, in view of (A-50) and (A-57) we can bound (using also (A-27))

2(Cy/c1)? 3 (C1/c1)?
(1 —2k2)e1/CM) > (1 —“0—2> (1+C—1<2) “0—> > 148. (A-59)
I 2\C1/ polog(po/io)
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If log((1 — fan,, + D™ > M/Cy > (Ci/c1)?, we can also estimate

‘ —log((1—jtn, +1)™ ") €1
g, 41 ( 1+ )z(l—e & >(1+ )
"t < C1log((1 = pny, 40+ 1) C110g((1 = fhuy, +1) "+ 1)

>1+34. (A-60)

Therefore, (A-58) implies
Pngy+2 > 146 (A- 1)
and, hence, ny, 2 = n,. Thus, (A-32) follows again from (A-52). Il

A1.2. Cauchy stability backwards in time. The following lemma, which is essentia’ y a "ackwards-in-
time Cauchy stability estimate for late time perturbations of ({; r, Q2, f_in, four, iSe> 7 .sy corollary of
Theorem 3.6.

Lemma A.3. Forany 0 < ¢ < gy (provided g is sufficiently smal™ ~.1d ar.+ > 0 satisfying (5-6), let
Ug; T, Q2, fin, fout) be the maximal future development of (r. Qgg, J_ Ig, f_(,ut/g), and let us set
Ce = exp(exp(—2(ho(e)) " (i (e, 7). (A-62)
Then, for any 0 <u, < (h1(€)) " 2voe such that
Wi, ={0 <u <u,) u < U+ voe} C U, (A-63)
|
sup(l - 2—'") =G, (A-64)
W r
Uy~ Vo & “UPP(”ZTvu(M*, ), (A-65)

and for any Tyy : (i, Uy +v0) — B ... ath = compactly supported satisfying Ty, (-) > —Tyy (1, - ) and
(_A) /u*+UOS rooty, v) FUU(U)l/avIO(u*’ U)

v < exp (_cgi‘T*)ml(s))z, (A-66)

sup - —
U4 <V<Ux+V0g e e v — P Uy, V)[4 p(uy, uy)
with
S A
o(u, v) = tan (\/ —gr), (A-67)
the followir | ,.. ‘»mc *t ho Is: There exists a smooth asymptotically AdS boundary-characteristic initial
data set (,,, (,) _i;/s, Out/8) on {u = 0} for the system (2-28)—(2-33) satisfying the reflecting gauge

condition . “r =ry 00 with the following properties:

(1) The initial data sets (r /e, Q?s, f_in/g, fom/g) and (r;g, (Q/s)z, f/ ) are (hy(¢))? close in the

in/e’ out/s
(3-41) norm, and in particular

[oe( =) -l
sup j[log| ——— ) —log| ————
vel0.voe) I —3Ar7, 1—3A@),)?
29 20,7
+ 10g<—vr/8 )—10g<—v//8 ; )‘
1 —2mye/r/e 1 =2m), [r),

1—=2m, /r 1-2m'_/r/
+ 1og(1—/f/2/8) —log(#)‘—k«/—Alm/S i, }(v) < (h1(e))? (A-68)
—§AI"/£ l—gA(l"/é\)




1750 GEORGIOS MOSCHIDIS

and
/
ey fo Yl (ani/ () — ()? (ani/ ©)|(19®) — 07 ) |+ 97 (0) " dv < (1 (€))% (A69)
(2) The maximal future development (U.; r', ()2, fl;, fo of (r;e, (Q/S)z, fiil/s, f(;ut/a) satic o
W, CU., (A,0)
" ltw=u)nsupp(Ti) = 7 lw=u,)nsupp(73) (A-T1)
Tyoliu=us) = Tovliu=u) + Tov- (A-72)
Proof. In view of (5-6), (5-24), (6-11) and (6-12), we can readily estimate
sup (1 - @)_1 <2exp (he. VY. (A-73)

1k+1
Wu*\UnR'(" h

Therefore, using (A-64) for |, RY"*T and (A-73) for W, \ U, RS T, the relations (6-33) and (6-34)
imply (in view of (5-3), (6-8) and the fact that u, < 1;(s, “2voe that

sup (
Wu*

Similarly, (2-43) and (2-44), in view of th- rel- ‘ons (6-33), (6-34) (using again the bounds (A-64) (A-73))
imply

—d, \ ) )
10g<1—2n:/_r)‘+ ’1°g(m)l) < (h1(e)) > exp((ho(e) ™). (A-74)

sup / rTyydv- wup | rTdu < (hi(£)”" exp((ho(e)) ™). (A-75)
(U=t} Wi,

i W=0}NW,,
Let us fix a set of smoot. funct ons r;‘, (527)2 Cug, Uy +vos) = (0, +00) and
s Jou) - [t s+ 00¢) X (0, +00) = [0, +00)
satisfying “he follo\ ing requirements:

(D (r7, (2 /,ﬁ/ J_in / fo*ut /) is a smooth asymptotically AdS boundary-characteristic initial data set for the
system (2-28)—(2-33) on {u.} X [u, u.+vo.) satisfying the reflecting gauge condition at r* =r,, +00.

(2) The function r7 satisfies for any v such that (u,, v) € supp(7yy)

77 (V) = 7 |supp(Ty) =it} - (A-76)

(3) The function f*, satisfies, for all v € [us, ux + Voz),
in/

dp’
pU

+o0 _ N
fo ()W) p*)? fin i p*) () (V)= = Ty (tts, v) + Ty (V). (A-77)
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(4) The function f* / satisfies, for all (v, p¥) € [uy, Uy + voe) X (0, +00),

oy @i ") = foulus, v: p). (A-78)

(5) The initial data sets (r, 22, fin, fout)|u:u* and (r;‘, (Qj)z, _ij‘l/, _O*Ht/) satisfy

Q2 (@)
log(—1 2) —log(—1 " 2)
—§Ar U=u, —§A(r/)

sup {
VE[Uy, Uy +V0g)

wh ( 20,7 ) | ( 20,r7 >
og| ——— —log| ——————
L=2m/r )|, 1—2m7/r}k
1 —2m/r 1 —=2mj/r} s ~
+ log(%) —log(l—/*/>' +V—=A —mjl}(v)
1—§Ar U=ty 1—§A(}’/)
1 u
<exp (—EC§U—;> (1 (e))” (A-79)
and
v2 |2 Ty (it 0) — (F1)2(700)5 (D)
sup / 2 P g :exp(—lcfﬁ)ml(s))z. (A-80)
ve[vy,va] Jug |IO/(U)_IO/(U)|+P, 7 2 Vo

Remark. As a consequence of (A-65), by suitably defc: .ang rj‘ near v = u, + vg., we can always arrange
that (3-7) and (A-76) are satisfied simu' unc usly. Furthermore, since T, is compactly supported in
(U4, Uy + vo:), we can always choose jifl/ = } 1.u=u,) 10 a neighborhood of v = u, u, + vy, so that
(3-8) and (3-9) are satisfied. Finall , ¢ y (Su/'; . [ s o /) can be chosen so that (A-79) and (A-80) are
satisfied because of (A-66) and th relatic ns (2-6), (2-44) and (2-47).

Let us now consider th= two s ts o, ‘nitial data (r, 2, fin, four)lu=u, and (rf, (97)2, :ﬁ/ f_(j‘ut/) on
{fu=u.}N{u, <v<r 4y, ' Tae maximal past development of (r, Q2, fin, fout)|u:u* (see the remark
below Theorem 3.4 coin. ‘des -ith W, ;r, Q2, fin, fout) when restricted on {u# > 0} and, in view of
(A-74) and .a-, 7). s sfie,

Q2 \| ( 20,1 )’ ‘ (1—2m/r>‘ }
sup4 |lo A+ log| —— )|+ [log| ——— )|+ V—A|m
W,,I:{ g\l l",h/| £ 1—-2m/r g 1—%Ar2 m|
+sup/ rTy, dv+sup/ rT,,du
i J{u=inw,, v J{u=0iNW,,
<4(h1 () exp(—(ho(e)) ™). (A-81)

Therefore, in view of (A-81), (A-79) and (A-80), Theorem 3.6 applied for the past development of
(r, Q2, ﬁn, fout)l u=u, ON W, (see the remark below Theorem 3.6) implies that the maximal past develop-
ment U*; r*, (@92, fii. fin) of (F. (@D Fi

* T .
in’> Jout in/? out/) satisfies

W, CU* (A-82)
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and
| Q? | (£2%)? +h 20,r | 20,r*
S og| ——— | —log| —————— og|l —— | —log{ —————
we LT Ta) B T )| B =2y ) e
1-2 1 —2m*/r* L
+ log<+ﬁ) —1og(+/r)‘ ++—Alm —m*|}
1—§AI"2 l—iA(i‘*)z
+ sup/ |rTvv - r*(Tvv)*| dv —I—sup/ IrTuu _r*(Tuu, | du
u {u=u}NW,, v {v=0}"W,,
< (hi(e))’. (A-83)

Thus, the proof of the lemma concludes by setting
() (D%, fnye Fawy) = 5 (2 Fit, favo o O
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