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Abstract. Understanding the impact of atmospheric conditions on
SARS-CoV2 is critical to model COVID-19 dynamics and sheds a light
on the future spread around the world. Furthermore, geographic distri-
butions of expected clinical severity of COVID-19 may be closely linked
to prior history of respiratory diseases and changes in humidity, tem-
perature, and air quality. In this context, we postulate that by tracking
topological features of atmospheric conditions over time, we can provide a
quantifiable structural distribution of atmospheric changes that are likely
to be related to COVID-19 dynamics. As such, we apply the machinery
of persistence homology on time series of graphs to extract topologi-
cal signatures and to follow geographical changes in relative humidity
and temperature. We develop an integrative machine learning framework
named Topological Lifespan LSTM (TLife-LSTM) and test its predictive
capabilities on forecasting the dynamics of SARS-CoV2 cases. We vali-
date our framework using the number of confirmed cases and hospital-
ization rates recorded in the states of Washington and California in the
USA. Our results demonstrate the predictive potential of TLife-LSTM in
forecasting the dynamics of COVID-19 and modeling its complex spatio-
temporal spread dynamics.

Keywords: Dynamic networks · COVID-19 · Topological Data
Analysis · Long Short Term Memory · Environmental factors · Clinical
severity

1 Introduction

Nowadays, there is an ever-increasing spike of interest in enhancing our under-
standing of hidden mechanisms behind transmission of SARS-CoV2 (i.e., the
virus that causes COVID-19) and its potential response to atmospheric condi-
tions including temperature and relative humidity [4,16,23]. Understanding the
impact of atmospheric conditions on COVID-19 trajectory and associated mor-
tality is urgent and critical, not only in terms of efficiently responding to the
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current pandemic (e.g., preparing an adequate health care response in areas with
expected higher clinical coronavirus severity), but also in terms of forecasting
impending hotspots and potential next-wave occurrences.

However, as shown in many recent biosurveillance studies [2,20], the non-
trivial relationship between the spatio-temporal dynamics of atmospheric data
and disease transmission may not be captured well by conventional metrics based
on Euclidean distances. This phenomenon can be partially explained by a sophis-
ticated spatio-temporal dependence structure of the atmospheric conditions. A
number of recent results on (re)emerging infectious have introduced the con-
cepts of topological data analysis (TDA) into modeling the spread of climate-
sensitive viruses. In particular, TDA and, specifically, persistent homology have
been employed by [11] for analysis of influenza-like illness during the 2008–2013
flu seasons in Portugal and Italy. Most recently, [19,25] show the explanatory and
predictive power of TDA for analysis of Zika spread. The obtained results show
that topological descriptors of spatio-temporal dynamics of atmospheric data
tend to improve forecasting of infectious diseases. These findings are largely due
to the fact that topological descriptors allow for capturing higher-order depen-
dencies among atmospheric variables that otherwise might be unassessable via
conventional spatio-temporal modeling approaches based on geographical prox-
imity assessed via Euclidean distance.

In this paper, we develop a novel predictive deep learning (DL) platform
for COVID-19 spatio-temporal spread, coupled with topological information on
atmospheric conditions. The key idea of the new approach is based on the integra-
tion of the most essential (or persistent) topological descriptors of temperature
and humidity, into the Long Short Term Memory (LSTM) model. The new Topo-
logical Lifespan Long Short Term Memory (TLife-LSTM) approach allows us to
track and forecast COVID-19 spread, while accounting for important local and
global variability of epidemiological factors and its complex dynamic interplay
with environmental and socio-demographic variables.

The significance of our paper can be summarized as follows:

– To the best of our knowledge, this is the first paper, systematically addressing
complex nonlinear relationships between atmospheric conditions and COVID-
19 dynamics.

– The proposed TLife-LSTM model, coupled with TDA, allows for efficient
and mathematically rigorous integration of hidden factors behind COVID-
19 progression which are otherwise inaccessible with conventional predictive
approaches, based on Euclidean distances.

– Our case studies indicate that the new TLife-LSTM approach delivers a highly
competitive performance for COVID-19 spatio-temporal forecasting in the
states of California and Washington on a county-level basis. These findings
suggest that TLife-LSTM and, more generally, biosurveillance tools based on
topological DL might be the most promising predictive tools for COVID-
19 dynamics under the scenarios of limited and noisy epidemiological data
records.
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2 Related Work

Throughout the last year numerous studies have found that DL and, particularly,
LSTM exhibit predictive utility for COVID-19 spread at the country level and
varying forecasting horizons e.g. 2, 4, 6, 8, 10, 12 and 14 days [1,3,5,27]. Similar
biosurveillance performance in terms of Root Mean Square Error (RMSE) and
Mean Absolute Error (MAE), have been also obtained for various Recurrent
Neural Networks (RNN) architectures [24,27]. Hence, despite requiring higher
historical epidemiological records, DL tools nowadays are viewed as one of the
most promising modeling approaches to address short- and medium-term pre-
diction of COVID-19 dynamics [22].

Topological Data Analysis (TDA) provides a rigorous theoretical background
to explore topological and geometric features of complex geospatial data. TDA
has been proven useful in a broad range of data science applications [8,15,21],
including biosurveillance [11,19,25], COVID-19 spread visualization [10,12,18]
and COVID-19 therapy analysis [9]. However, to the best of our knowledge,
there yet exists no predictive models for COVID-19, harnessing the power of
TDA. Even more, there are, still, few research studies incorporating atmospheric
conditions as inputs of RNNs to forecasting COVID-19 spread. Our research
makes contributions in both areas and creates connections between TDA and DL
through adding topological signatures, i.e. covariates, into a LSTM architecture.

3 Problem Statement

Our primary goal is to construct a RNN model which harnesses the power of
TDA to forecast COVID-19 dynamics at various spatial resolutions. We exploit
the coordinate-free PH method to extract topological features from environ-
mental variables and to summarize the most essential topological signatures of
atmospheric conditions.

In this project we use two distinctive data types: 1) the number of COVID-
19 confirmed cases/hospitalizations from US states at county-level, and 2) daily
records of environmental variables from weather stations. Our goal is to model
the COVID-19 dynamics and predict its spread and mortality at county-level
in US states, while accounting for complex relationships between atmospheric
conditions and current pandemic trends.

4 Background

We start from providing a background on the key concepts employed in this
project, namely, TDA and LSTM neural networks.

4.1 Preliminaries on Topological Data Analysis

The fundamental idea of TDA is that the observed data X represent a discrete
sample from some metric space and, due to sampling, the underlying structure
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of this space has been lost. The main goal is then to systematically retrieve
the lost underlying structural properties, by quantifying dynamics of topolog-
ical properties exhibited by the data, assessed through multiple user-defined
(dis)similarity scales [6,7,14]. Such (dis)similarity measure can be, for instance,
similarity of temperature values or homogeneity of COVID-19 counts in vari-
ous counties. Hence, given this idea, the derived TDA summaries are expected
to be inherently robust to missing data, to matching multiple spatio-temporal
data resolutions, and other types of uncertainties in the observed epidemiological
information.

The TDA approach is implemented in the three main steps (see the toy
example in Fig. 1):

1. We associate X with some filtration of X: X1 ⊆ X2 ⊆ . . . ⊆ Xk = X.
2. We then monitor the evolution of various pattern occurrences (e.g., cycles,

cavities, and more generally k-dimensional holes) in nested sequence of sub-
sets. To make this process efficient and systematic, we equip X with certain
combinatorial objects, e.g., simplicial complexes. Formally, a simplicial com-
plex is defined as a collection C of finite subsets of G such that if σ ∈ C then
τ ∈ C for all τ ⊆ σ. The basic unit of simplicial complexes is called the sim-
plex, and if |σ| = m + 1 then σ is called an m-simplex. Here we employ a
Vietoris–Rips (VR) complex which is one of the most widely used complexes
due its computational cost benefits [8,14]. Filtration of X1 ⊆ X2 ⊆ . . . is then
associated with filtration of VR complexes V R1 ⊆ V R2 ⊆ . . ..

3. We track the index of VR complex tb when each topological feature is first
recorded (i.e., born) and the index of VR complex td when this feature is last
seen (i.e., died). Then lifespan of this feature is td−tb. The extracted topolog-
ical characteristics with a longer lifespan are called persistent and are likelier
connected to some fundamental mechanisms behind the underlying system
organization and dynamics, e.g., higher-order interactions between disease
transmissibility and changes in atmospheric variables. In turn, topological
features with a shorter lifespan are referred to as topological noise.

We then use distributions of the recorded lifespans of topological features
as inherent signatures, characterizing the observed data X and integrate these
topological descriptors into our TLife-LSTM model.

4.2 Long Short Term Memory

RNNs and, particularly, Long Short Term Memory (LSTM) approaches have
been successfully used to model time series and other time-dependent data [26].
The LSTM architecture addresses the problem of the gradient instability of
predecessors and adds extra flexibility due to the memory storage and forget
gates. Each LSTM unit contains three transition functions: input gate it, output
gate ot and forget gate ft;

it = σ(Wi · [ht−1, xt] + bi) (1)
ot = σ(Wo · [ht−1, xt] + bo) (2)
ft = σ(Wf · [ht−1, xt] + bf ) (3)
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where σ represents the sigmoid function. The gates’ information and the output
vector ht−1 of the hidden layer obtained at step t − 1 serve as input to the
memory cell ct, Eq. (5). It allows to recursively use vector output ht to extract
patterns from complex time series.

gt = tanh(Wg · [ht−1, xt] + bg) (4)
ct = ft � ct−1 + it � gt (5)
ht = ot � tanh ct (6)

During the training stage, LSTM neural networks learn the weight matrices Wi,
Wo, Wf and Wg, while the performance is affected by bias vectors bi, bo, bf and
bg. Most of variants of LSTM architecture performs similarly well in large scale
studies, see [17].

5 The Proposed Topological Lifespan Long Short Term
Memory (TLife-LSTM) Approach

We now introduce a new DL framework to capture topological patterns in the
observed spatio-temporal data and to model complex relationships in time series.
Details are divided into two sections. First, we explain the construction of dynamic
networks and posterior extraction of n-dimensional features. Then, we expand on
the general methodology and provide specifics on the neural network architecture.

5.1 Topological Features of Environmental Dynamic Networks

Topological features, as defined in Sect. 4.1, describe the shape structure of
underlying data which are invariant under continuous transformations such as
twisting, bending, and stretching. In this study, we primarily focus on lifespans
of such topological features computed on environmental dynamic networks.

Definition 1. Let G = (V,E, ω) be a weighted graph, where V is a set of vertices
(e.g., weather stations), E = {e1, e2, . . .} ⊆ V × V is a set of edges, and ω =
ω(e) : E → Z

+ for all e ∈ E are edge weights. (Here ω(e) may represent a level
of similarity exhibited by atmospheric conditions at two weather stations).

In particular, our biosurveillance methodology is inspired by the recent
advancements of applying PH on dynamic networks. Let G = {Gt}T

t=1 =
{G1, . . . ,GT } be a sequence of time-evolving weighted networks observed over
index-time t, with 1 ≤ t ≤ T < ∞. Then, the objective is to compute and sum-
marize persistent topological features at each Gt; particularly lifespans as defined
in Sect. 4.1. Hence, PH emerges as a topological technique to track changes in
dynamic networks.

Meteorologists monitor atmospheric conditions using ground-based weather
stations and satellites. Ground-based stations collect observations at different
time resolutions. Let O(i) be historical-meteorological data, i.e., time series
observations, collected from station S(i) = {latitude, longitude} such that O(i)

is a time-ordered sample where each element contains λ observed measures of
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(a) (b) (c)

Fig. 1. Example of applying persistent homology (PH) in a weighted graph. (a)
Weighted graph. (b) Barcode, birth and death of topological summaries. Blue: 0-
dimensional features. Red: 1-dimensional features. (c) Persistence diagram. (Color
figure online)

weather conditions, i.e. O
(i)
t = {O

(i)
t1 , O

(i)
t2 , . . . , O

(i)
tλ }, and indexed by time t.

Given a set of stations {S(i)}M
i=1 sited on the area of study (California and

Washington), we construct a dynamic network G = {Gt}T
t=1 = {G1, . . . ,GT }

using each station as vertex vi ∈ V . Each undirected graph Gt contains edge
weights ωt(e) which vary over time according with weather measurements.

Our goal is to build time series of graphs that reflect the underlying connec-
tions of atmospheric conditions across local regions. That is, attaching weighted
edges as a function of temporal-varying temperature or relative humidity pro-
vides a natural way to track weather changes between regions and link these
with the trend in COVID-19 dynamics.

Algorithm 1. Topological Feature Extraction from Environmental Dynamic
Networks
1: INPUT: Weather Conditions {O(i)}M

i=1 ; Station Locations {S(i)}M
i=1

2: OUTPUT: Topological summaries

3: for i ← 1 : M − 1 do
4: for j ← i + 1 : M do
5: Compute Lij = Norm(S(i) − S(j))

6: for t ← 1 : T do
7: for h ← 1 : λ do
8: for i ← 1 : M − 1 do
9: for j ← i + 1 : M do

10: Compute D
(ij)
th = O

(i)
th − O

(j)
th

11: Standardize matrix Dth

12: Compute Dt = 1
2λ

∑λ
h=1 Dth + 1

2
L

13: Compute ωt(e) = Dt/max element in Dt

14: Generate Gt based on ωt(e)

15: Apply PH on dynamic networks G = {Gt}T
t=1 for 0, 1, 2 and 3 dimensions

16: Calculate mean, total sum, variance of features’ lifespan, and the number of topo-
logical features obtained through PH in each dimension
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Algorithm 1 describes our methodology to create each weighted graph Gt,
based on atmospheric conditions, O

(i)
t , and its corresponding feature extraction.

We propose to use the TDA tools, particularly, persistent homology (PH) to
track qualitative features that persist across multiple scales. First, we generate
a lower triangular matrix L to represent the distance between stations. Then for
each weather measurement, we use Dth to record the difference in Ot between
stations. For Dth, we take all low-triangular elements as a sample to do the
standardization and generate a new matrix Dt based on the atmospheric con-
nections Dth and the distance L. To ensure that weights in the dynamic networks
are between 0 and 1, we divide Dt by its maximum element. Finally, we generate
our dynamic networks and use the VR complex to get one persistence diagram on
each Gt. Based on features’ lifespans, we compute the mean, total sum, and vari-
ance of the lifespan of topological features, and use these topological signatures
as input for our RNN architecture.

5.2 Topological Machine Learning Methodology: TLife-LSTM

Let Y = {Yi}N
i=1 be a multivariate time series, where Yi ∈ Y and each Yit

is a sequence of outcomes from random variables Zit, t = 1, 2, . . . , T indexed
by time t. Hence, historical data of the i − esim element Yi is a time-ordered
sample of observations Yi1, Yi2, . . . , YiT . Given the partition of Y = {A,B} such
that A = {Y1, Y2, . . . , Yτ} and B = {Yτ+1, Yτ+2, . . . , YT }, vectors Yj ∈ A are
formed by historical data of COVID-19 progression, whilst vectors Yk ∈ B are
topological signatures from an environmental dynamic network G.

Given multivariate time-series dataset Y = {Yi}N
i=1, we train a LSTM model

to capture complex relationships between variables. Notice that input comes
from two different sources: 1) historical data of COVID-19 dynamics, and 2)
persistent signatures of atmospheric conditions. We then create a suitable RNN
architecture to handle these data. Figure 2a shows a graphical representation
of the main modules in our RNN architecture. First, observations are received

Fig. 2. Topological LSTM (a) RNN architecture. (b) Topological Lifespan LSTM.
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as real vectors and passed through a series of three-stacked LSTM layers with
256, 128, and 128 units, respectively. To avoid overfitting, we follow the dropout
regularization technique, i.e., randomly dropping units in the training step. Next,
a densely connected layer accounts for additional relationship and prepares the
data-flow to produce N outputs. In the current study, each output corresponds
to each local region, e.g., counties in the two US states.

Figure 2b depicts our proposed Topological Lifespan LSTM (TLife-LSTM).
The key idea is to assemble the computed topological summaries along with
the time series of confirmed COVID-19 cases. Hence, we complement conven-
tional biosurveillance information with the topological summaries, in order to
enrich the input data in our deep learning phase. Although there have been
various approaches using neural networks to predict COVID-19 dynamics, our
methodology is unique as it integrates atmospheric conditions in its learning
step. Furthermore, incorporation of topological signatures aims to ensure that
the learning phase only relates distinctive and persistent features of atmospheric
conditions along with intrinsic dynamics of COVID-19 progression. Hence, with
TLife-LSTM, we extract higher-order dependence properties among tempera-
ture, relative humidity, and COVID-19 spread which are otherwise inaccessible
with more conventional methods based on the analysis of geographic proximity.

6 Experiments

To assess the predictive capabilities of the proposed approach, we present exper-
imental forecasts of COVID-19 dynamics: 1) the number of confirmed cases
(Cases), and 2) the number of hospitalizations (Hospi). To evaluate the per-
formance of our forecasts, we compare results using common evaluation metrics
and present insightful visualizations at county-level. All experiments are run
using Keras and Tensorflow, source codes1 are published online to encourage
reproducibility and replicability.

6.1 Data, Experimental Setup and Comparative Performance

Our experiments have been carried out using collected data in California and
Washington. Particularly, our methodology produces daily COVID-19 progres-
sion and hospitalization forecasts at county-level resolution.

To build environmental dynamic networks and extract topological fea-
tures, we select atmospheric measurements from hourly-updated reports of the
National Center for Environmental Information, NCEI2. In this study, we focus
our attention on temperature, humidity, and visibility. Since the observations are
made hourly, we use the first record of each day as our representative daily mea-
surement from 66 meteorological stations in each state, see Fig. 3. Daily records
on COVID-19 cases and hospitalizations is from the data repository by Johns

1 Available at Source codes (repository).
2 Available at https://www.ncei.noaa.gov.

https://github.com/paper-code20/Covid-19-Forecasting-via-Deep-Learning-andTopological-Data-Analysis
https://www.ncei.noaa.gov
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(a) (b)

Fig. 3. Land-based selected meteorological stations. (a) California state. (b) Washing-
ton state.

Hopkins University3, see [13], which includes aggregated data sources from the
World Health Organization, European Center for Disease Prevention and Con-
trol, and US Center for Disease Control and Prevention. For information about
the COVID-19 disease progression, and additional modeling resources, we use
the MIDAS online portal for COVID-19 modeling research4.

We split the datasets into a training set, from April 15 to August 31, and
a test set, the whole month of September. We train our RNN architecture to
produce daily predictions for the next 30 days, i.e., one month ahead of forecast-
ing, and use RMSE as a metric to assess the predictive capability of the derived
forecasts.

To verify the value added by the topological descriptors, we perform predic-
tions on three different input-data-cases: a) using only the number of confirmed
cases (LSTM), b) using the number of confirmed cases plus environmental vari-
ables (LSTM+EV), and c) using the number of confirmed cases plus topological
summaries (TLife-LSTM). Notice that case (a) corresponds to the traditional
application of LSTM on COVID-19 data as in literature, and case (b) is equal to
use LSTM with environmental variables. As Fig. 4 show, forecasting performance
of new daily COVID-19 cases at a county level tend to benefit from integrating
topological summaries of atmospheric conditions. Similarly, the topological fea-
tures extracted from environmental dynamic networks also tend to enhance the

Table 1. RMSE Results in California (CA) and Washington (WA). Performance com-
parison.

Statistics LSTM
Cases

LSTM+EV
Cases

TLife-LSTM
Cases

LSTM
Hospi

LSTM+EV
Hospi

TLife-LSTM
Hospi

CA (means) 64.5662 58.7211 60.5828 13.8351 19.3277 12.1730

CA (freq) 16 22 21 16 9 31

WA (means) 17.2531 11.4251 17.10648 3.1329 2.4663 3.0746

WA (freq) 4 32 4 11 15 11

3 Available at https://github.com/CSSEGISandData/COVID-19.
4 Available at https://midasnetwork.us/covid-19/.

https://github.com/CSSEGISandData/COVID-19
https://midasnetwork.us/covid-19/
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forecasts of the hospitalization, as shown in Fig. 5. Table 1 presents the summary
of the prediction results in CA and WA at county level. The 1st and 3rd row show
the means of RMSE for all counties, while the 2nd and 4th rows show the num-
bers of counties for which each method delivers the lowest RMSE. The columns
represent the input-data-cases. The first 3 columns are focusing on the cases
prediction and the other are results from hospitalization prediction. As Table 1
suggests, integrating environmental information tends on average to improve
the forecasting performance of the number of cases and hospitalizations in both
states. While we tend to believe that the impact of environmental variables on
COVID-19 transmission is likely to be only indirect, the impact of environmental
information on future hospitalization appears to be much more profound. This
phenomenon is likely to be linked to the connection of atmospheric variables
and multiple pre-existing health conditions, e.g., respiratory and cardiovascu-
lar diseases, that result in elevating risks of COVID-19 severity. As such, the
important future extensions of this analysis include integration of various socio-
demographic variables (e.g., population, health conditions, and median age) into
TLife-LSTM.

(a) (b) (c) (d) (e) (f)

Fig. 4. RMSE of new cases prediction for each county in California(CA) and Wash-
ington(WA). (a) LSTM: Cases CA. (b) LSTM+EV: Cases CA. (c) TLife-LSTM: Cases
CA. (d) LSTM: Cases WA. (e) LSTM+EV: Cases WA. (f)TLife-LSTM: Cases WA.

(a) (b) (c) (d) (e) (f)

Fig. 5. RMSE of hospitalization prediction for each county in California (CA) and
Washington (WA). (a) LSTM: Cases CA. (b) LSTM+EV: Hospi CA. (c) TLife-LSTM:
Hospi CA. (d) LSTM: Hospi WA. (e) LSTM+EV: Hospi WA. (f) TLife-LSTM: Hospi
WA.
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7 Conclusions and Future Scope

We have developed a new topological machine learning model TLife-LSTM to
forecast COVID-19 dynamics, with a focus on using environmental and topolog-
ical features along with time series of the historical COVID-19 records. Our
experiments have indicated that TLife-LSTM yields more accurate forecasts
of future number of cases and hospitalizations rates in the states of Califor-
nia and Washington on a county-level basis. As a result, TLife-LSTM indicates
the impact of atmospheric conditions on COVID-19 progression and associated
mortality; critical to efficiently respond to the current pandemic and forecast
impeding hotspots and potential waves. In the future, we plan to introduce
socio-demographic variables to our model and encode multi-parameter persis-
tent characteristics of epidemiological and atmospheric conditions.
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