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ABSTRACT

The U.S. court system is the nation’s arbiter of justice, tasked with
the responsibility of ensuring equal protection under the law. But
hurdles to information access obscure the inner workings of the
system, preventing stakeholders - from legal scholars to journalists
and members of the public - from understanding the state of justice
in America at scale. There is an ongoing data access argument here:

U.S. court records are public data and should be freely available.

But open data arguments represent a half-measure; what we really
need is open information. This distinction marks the difference
between downloading a zip file containing a quarter-million case
dockets and getting the real-time answer to a question like “Are pro
se parties more or less likely to receive fee waivers?” To help bridge
that gap, we introduce a novel platform and user experience that
provides users with the tools necessary to explore data and drive
analysis via natural language statements. Our approach leverages an
ontology configuration that adds domain-relevant data semantics
to database schemas to provide support for user guidance and for
search and analysis without user-entered code or SQL. The system
is embodied in a “natural-language notebook” user experience,
and we apply this approach to the space of case docket data from
the U.S. federal court system. Additionally, we provide detail on
the collection, ingestion and processing of the dockets themselves,
including early experiments in the use of language modeling for
docket entry classification with an initial focus on motions.
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1 INTRODUCTION

In the United States, the federal judicial system serves as a vital
umpire, ideally ensuring equal protection and justice under the law.
Its mechanics are a tapestry of countless unique decisions made
by individuals across 94 district courts, 13 circuit courts and the
Supreme Court. While this system is at the core of the management
of justice in the United States, its operation is essentially inaccessi-
ble. Distributed decision making, inaccessible data, and the general
public’s lack of technical skills sufficient to analyze data mean that
the actual mechanics of U.S. justice are largely obscured. As citi-
zens, we trust our laws are being enforced equally but — absent the
occasional headline-grabbing case - it’s all opaque to the majority
of us.

One issue is that data access is prohibitively expensive. Public
Court records are available only through a paywall called the Public
Access to Court Electronic Records (PACER) system. Other research
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has explored such limitations on access [1, 35], as well as the ques-
tionable completeness of the data available [30, 32]. Legislation to
eliminate the PACER fees is progressing through Congress — one
step towards opening the courts to public scrutiny and understand-
ing.

But making court records free won’t eliminate all barriers to
access. Many open-government initiatives in the U.S. and abroad
have yielded a growing array of public datasets [2, 24], and work to-
wards data transparency is an ongoing effort [14]. However, while
access to data is necessary, it’s insufficient: the applied value of
that data to the end goal of increased public understanding — of
access to information — remains stymied by the limited analytical
skills and resources of the majority of those afforded that data. A
survey detailed in [47] found in part that while citizens acknowl-
edge and appreciate moves towards open data, most don’t know
people in their social circles who take advantage of it. Further, the
authors note “most open data released by the government is avail-
able in the raw format, which restricts its understandability by all
people” and that “this data is mostly usable by experts with some
technical knowledge to interpret and develop applications” [47].
Separately, in a case study of Data.gov, [23] argue that open data
“generates its value when it is not only available and accessible but
also made sense by its users to solve problems” and conclude that
“public agencies should invest in new technologies and craft new
data management techniques to make data readily accessible to
users...providing real-time analysis and updates”

To date, the bridge between raw data and meaningful infor-
mation has generally been built ad-hoc and on-demand by data
scientists, but that resource-intensive approach doesn’t scale when
considering the information needs of a broader subset of the public.
And, in the space of the legal system, even questions as simple as,
“Are there differences in how judges handle fee waiver requests?” or
“Is there any correlation between a judge’s tenure and the length of
cases they oversee?” are impossible to answer without significant
data expertise or the resources to pay for it. Clearly, open data ac-
cess isn’t enough; we need a mechanism to access the information
contained within.

To build that mechanism, in essence, is to automate work that
would be done by a data scientist to extract information. Thus, we
endeavor to outline what the data scientist’s role entails and identify
those functions as requirement sets for building the platform.

1.1 The Domain Expert/Data Scientist
Interaction

One set of requirements mirrors the domain expert/data scientist
interaction: the ability to understand the user’s intent and trans-
late that into queries and analysis and to provide guidance and
guardrails around what’s possible given a dataset — and then to
translate the results of analysis back to users in a way that is intel-
ligible to them.

To help us better understand and frame the set of potential
users in the space of the U.S. court system, we conducted 28 sets of
interviews with a total of 38 people (25 male and 13 female). Some of
those interviewed included faculty in law, sociology, and economics;
lawyers; and journalists. Participants generally reported wanting
to answer advanced questions beyond their analytical capabilities.
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They felt they were limited by the tools they were currently using
and wanted to ask questions of the data that they weren’t able to.

To help bridge that gap, we introduce a novel platform and
user experience that provides users with the tools necessary to ex-
plore data and drive analysis via natural language statements. Our
approach leverages an ontology configuration that adds domain-
relevant data semantics to a database schema for the sake of sup-
porting search and analysis without user-entered code or SQL. This
configuration allows us to abstract away the underlying schema
complexities from user concern, understand what filters and analy-
sis are possible and domain-relevant, infer relevant analytics from
the data semantics, and provide guided outcomes during both search
and analysis.

The associated notebook-style experience is an early embodi-
ment of a new form of human-data, or human-information, interface
- a user experience imbued with a set of assistive capabilities where
interactions happen in natural language rather than code. The sys-
tem also generates responses in modalities intuitively appropriate
to the nature of the analysis results - from text to various types of
visualizations.

1.2 The Data Scientist/Data Interaction

The second set of requirements mirrors the data scientist/data inter-
action: the wrangling of data into coherent and controlled schemas
through various modes of ETL (extract, transform, load), text extrac-
tion, data cleaning, and the more complicated arenas of machine
learning and language modeling.

To support explorations of the U.S. court system, this includes
the structuring and harmonization of court records, with the initial
focus here on a snapshot of roughly 270,000 case dockets. This
involves consultation with domain experts; the definition of a com-
plex schema (across 30 tables ranging in size from two to thirty-one
columns); a pipeline to extract, transform and harmonize the un-
structured and semi-structured components of dockets; the integra-
tion of additional datasets to expand the information space (starting
with background information on federal judges); the creation of a
novel dataset for training language models for classification tasks
(initially for classifying various types of motions within the scope of
a case); and the model training/fine-tuning and validation process
in pursuit of proving the utility of framing motion type detection
as a classification task.

1.3 Automating Data Science

In sum, those two tracks build to our end goal: to democratize access
to information associated with the U.S. court system, eliminating
barriers to access and understanding, and providing journalists, le-
gal scholars, lawyers, government officials, social justice advocates
and others with relevant information derived from data about the
mechanics of the federal courts.

We first detail our primary novel contribution — the platform
for information exploration and analysis, and the natural language
notebook frontend — and then provide detail about the ETL and data
enrichment processes that serve as a backdrop for the search and
analyses this instantiation supports. We engage in user testing and
report preliminary results as well as explore how our platform’s
capabilities map to existing data science approaches through a case
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study. Our discussion elaborates on the goals of our work, including
challenges to be addressed.

Our approach to court docket search and analysis is one early
step in the development of an open-source platform aimed at de-
mocratizing access to information. In discussion of future work,
we outline dual and distinct tracks: the first aimed at continuing to
build and augment our U.S. court records database, and the second
focused on the ongoing development of the core platform. On the
platform side, we point to a future in which additional data can
be brought in by technical users who manage data wrangling and
define data semantics — the steps we now think of as getting to
“open data,” but with a newly imagined purpose — and our system
scales to new domains, communities, and geographies.

2 RELATED WORKS

Reducing the costs associated with PACER has been pursued as a
way to achieve judicial transparency. However, studies have shown
the limits of open data in providing greater transparency [44].
Notably, problems persist across many user personas, from citi-
zens to data scientists, government agents, and even academics
[7, 18, 19, 23]. We aim to address a subset of these challenges —
pertaining to data utility and barriers to information access — by
applying automated analytical and visualization capabilities on top
of the data.

Much research has focused on automating legal processes [28],
predicting outcomes [5], or assessing the value of Al for the two
former areas [13, 45]. There have been some recent developments
in legal question-answering (QA) systems [11, 21]. However, these
have had limited data analytics capabilities [22] and often rely
on simple data retrieval for generating answers [33]. While some
commercial tools support exploration of court documents they are
prohibitively expensive, and limited in terms of scope and consis-
tency of results [1].

More broadly, general QA systems have been the subject of re-
search for decades [16, 40, 46] and are some of the most prominent
examples of Al systems [12]. There has been significant progress
in neural QA systems [10], with transformer-based models [27]
achieving state-of-the-art results on benchmark tasks [39]. How-
ever, these QA systems are best suited for unstructured text data
where the answer is plainly stated in the corpus itself, unlike our
system which can infer or derive the answer through follow-on
analysis. Other approaches aim to understand and decompose the
structure of complex questions into discrete parts as a plan for
deriving an answer [49]; however, the representation is high-level
and distinct from our approach which constructs runnable queries
against a given datasource.

Extensive research has parsed natural language queries into SQL
queries [20], using techniques from deep learning [17], rules-based
methods [42], or a mixture of both [43]. Instead, our approach
automatically generates the space of possible analysis from an
ontology configuration, and then translates the underlying analysis
plans to natural language, drawing inspiration from prior work
[37, 41].

Beyond current work in information retrieval via conversational
systems, our approach utilizes a notebook-style interface, with
inspiration coming from Jupyter notebooks [38] as well as their
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forebear, IPython [36]. Automated visualization is a related area of
research [31, 50] focusing primarily on presentation layers for a
given dataset rather than intent-driven question-answering.

3 THE NATURAL-LANGUAGE NOTEBOOK

Notebook-style interfaces are a standard part of the modern data
science toolkit, and for good reason: they support a logical process
flow and marry exploratory and presentation layers in one cohesive
experience. However, they are the tools of experts — users who
know how to code, run analysis, interpret stack traces and explore
complex results. They bring order in the form of scaffolding, but
remain largely agnostic about content or the specifics of a particular
dataset or domain.

We borrow from that scaffolding, but our system leverages sim-
plified data filtering mechanisms and natural language statements.
And where other notebooks display a variety of outputs (defined by
the near-infinite space of possibility supported by arbitrary code),
our system outputs natural language and annotated visualization
as a means of conveying information.

This approach maintains the intuitive flow of the notebook user
experience but brings its power to people unfamiliar with program-
ming. Our notebooks are domain- and dataset-aware, and the user
experience speaks the language not of the data scientist, but of a
user reasonably fluent in the domain. Further, they provide assis-
tive mechanisms to surface what the system knows it is capable of,
guiding even novice users to understand the range of capabilities
available to them.

An exploration of the current iteration of interface mechanisms
and output capabilities can be found in Figure 1 and Figure 2, and a
deeper discussion of the paradigm follows.

3.1 The UX Paradigm: “Search First, Then
Converse”

Our approach separates concerns between search (winnowing the
available dataset to a space of interest) and converse (the user in-
putting statements that drive analysis upon the filtered dataset and
the generation of responses). This approach embodies the strengths
of the notebook format in focusing on one task at a time and pre-
senting interstitial output as feedback. Further, this has the indi-
rect effect of separating concerns on the backend, supporting a
generalizable approach to the specification of filter and analysis
configuration.

As depicted in Figure 1, each exploration in our notebook inter-
face starts from a “search” (or “filter”) panel: a paginated view of the
dataset that matches the current set of filters. The primary entities
presented in this view are court cases in the Northern District of
Illinois. On initialization, the user is presented with the full space
of available data absent any applied filters and can opt to apply
filters or skip right to adding analyses of the full dataset.

Below that is the partitioned “converse” step, where the user can
enter natural-language statements that drive analysis (Figure 2).
Of note, users can enter multiple analysis statements against one
data view, stepping through a set of questions while maintaining a
thread of prior exploration.

This paradigm means our system does not have to manage state-
ments like “Average case duration grouped by judge tenure for cases
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Example Notebook

[M_ ND.IL

CASE NAME JUDGE NAME DATEFILED®  NATURE OF SUIT DISTRICT  CIRCUIT
Smuk et al v. Selene Finance, Lp et al Thomas M. Durkin 2016-12-31 Consumer Credit N.D. 1l 7th cir,

James Demilio v. P.0. Bradley Riley et a virginia M. Kendall 2016-12-30 Other Civil Rights N.D. 1l 7th cir.

etal Pallmeyer  2016-12-30 risan Condition N.D. I 7th cir.

P
Amy J. st Eve 2016-12-30 Prisan Condition N.D. 1l Tth cir,
Persor
He:
ca
P
L
P
H
€

Soward v. Abbvie, Inc. et al Matthew F. Kennelly 2016-12-30 N.D. 1l 7th cir.

Matthew F. Kennelly 2016-12-30 N.D. L Tth cir,

Kellogg v. Brenner et al Thomas M. Durkin 2016-12-30 N.D. 1l 7th cir.

0sorio v. T&R Management Lic et al Rebecca R. Pallmeyer  2016-12-30 N.D. I 7tn cir,

Roman et al v. Abbvie Inc. et al Matthew F. Kennelly 20161230 N.D. Il Tthcir,

Young v. People Of State Il et al

John Jr J. Tharp, 2016-12-30 Civil Rights N.D. 7th cir

Figure 1: The primary interface for search/filtering within
our notebook format. Annotations: 1) Notebook title, 2) Ap-
plied filter example, 3) Mechanism for adding filters, 4) Re-
sults interface with sortable columns, 5) Pagination and full
results space, 6) Download button for raw data access, 7)
Mechanism for adding analysis

that occurred in the Northern District of Illinois since February
2015 and involved property rights,” (or require the user to repeat
parts of this cumbersome statement for additional analysis), but
instead simple, widely applicable statements like the “average case
duration grouped by judge tenure” in the context of a previously
filtered set of data. Thus, given an ontology and available analyt-
ics, the space of analysis statements is finite, but is made virtually
infinite by the possibility of applying them to any slice of the data.

3.2 Mechanisms and Underlying Configuration

Necessary elements are abstracted out of the platform’s core search
and analysis engines as well as the user experience framework, API
mechanics, and proactive caching and pre-fetching mechanisms.
The system requires only a pointer to an SQL database, an object-
relational mapping (ORM) defined in the open-source SQLAlchemy
library [34], and an ontology configuration that references that
ORM in order to provide all functionality, from generating the
available filters and analysis statements to building queries and
running analytics based on user input. These capabilities mean
that additions to the underlying data schema or the onboarding of
complementary datasets can be made available through the plat-
form with only a small addendum to the already-required work
of data management: the creation of or updates to the ontology
configuration. See Figure 3 for a high-level architecture; specifics
about the configuration follow for both the search and analysis
components.
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Example Notebook

[ District ‘ N.D.IL

Average Case Duration

wer: Average Case Duration for dockets in which District contains "N.D. IL" is 347.3 days

Average Case Duration Year-Over-Year Grouped by Pro Se status

Average Case Duration Year-Over-Year Grouped by Pro Se status for dockets in which District contains "N.D. /1"

800

400

Average Case Duration

2008 2009 2010 2011 2012 2013 2014 2015 2016
< NotProSe < Pro Se (Self-Represented)

Figure 2: The primary interface for running analysis within
our notebook. Annotations: 1) Applied filter example, 2) Col-
lapsed results panel (seen in detail in Figure 1), 3) Analy-
sis statement, 4) Mechanism for removing previous analysis
output, 5) Result of analysis (basic NLG type to deliver sin-
gle value), 6) Second analysis statement, 7) Result of analysis
(interactive line chart with rollover states to display change
over time, including legend with terms of art and associated
definition), 8) Mechanism for adding additional analysis

‘ Natural Language Notebook UX ‘

Platiorm Care

| RESTAPI |

‘ Search Engine ‘ Analytics Engine ‘

‘ Ontology Configuration

SQLAIchemy-based ORM

] Plattorm Components

Dataset-Specilic Genfiguration

Relational Database

Figure 3: A simplified architecture diagram to illustrate the
relationship between the different components of the plat-
form and the dataset-specific Ontology Configuration and
ORM

3.2.1 Search/Filter. As depicted in Figure 1, filters are applied by 1)
adding them to the filter bar above a given data view, 2) selecting a
filter type via the dropdown, and 3) entering values in the associated
input. The set of additive filters that can be applied to winnow down
the list of case dockets includes: district, circuit, case name, cause
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of action, case status, filing date, nature of suit, party name, judge
name, attorney name, as well as free text search in the docket entries
associated with the case. Ultimately, users can make a few targeted
selections and fill in a few inputs to get to searches equivalent to
“all cases in the Northern District of Illinois between 2015 and 2017
where Kennelly served as judge” or “all cases with nature of suit
property rights where one of the parties is Apple” — the SQL query
versions of which only a fraction of those users could generate
themselves.

The focus on case dockets being the “primary” searchable unit (as
opposed to judges, parties, attorneys, etc.) and all associated filters
are entirely configuration-driven and distinct from complexities
of the underlying schema. The ontology config maps the machine
representation to a user-friendly set of names and attends to the
scaffolding of ids, foreign keys and joins. Thus, the filterable fields
are a subset of those that exist at the schema level on various
tables that join against the case table, and in some cases (such as
Judge Name, depicted in Figure 4) actually span multiple fields in
the schema (first_name, middle_name, last_name). The key point
here is that the user does not need to consider the schema but
simply makes decisions about domain-relevant ways to search with
guidance from the system about the relevant search space (and the
system then generates runnable queries of various types, including
string matching and range finding, such as with dates). For domain
expert users, our approach is a significant convenience over having
to learn or write SQL, and, for less knowledgeable users, it also
serves as guidance about relevance in the domain.

{...,
"judgeName": {
"nicename": "Judge Name"
"type": "text",
"allowMultiple": True,
"autocomplete": acs.getJudges,
"model": [db.JudgeOnCase, db.Judgel],

"fromTargetModel": ["judges", "judge"],
"fields": ["first_name", "middle_name", "
last_name"17],
1,
}

Figure 4: The config entry for the “Judge Name” entity for
search/filter capabilities and the results view. 1) “nicename”
is the user-facing name of this entity type, 2) “type” and "al-
lowMultiple" inform the input style and query generation
mechanisms, 3) “autocomplete” maps to a method on the
autocomplete class (can be default or a plugin) and powers
the autocomplete API endpoint, 4) “model” and “fromTar-
getModel” map the model join and relationship feature path
from the db.Case table at the ORM level, 5) “fields” defines
the field(s) this entity’s name/id maps to (affording support
for multi-field queries)

3.2.2  Analysis Statements and Query Generation. Once the user
has arrived at filtered data they are interested in, they can add
multiple analysis statements below the dataview panel. As seen
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What do you want to know about? remove

Average Fee Waiver Grant Rate Year-Over-Year Grouped by

Average Fee Waiver Grant Rate Year-Over-Year Grouped by District
Average Fee Waiver Grant Rate Year-Over-Year Grouped by Judge
Average Fee Waiver Grant Rate Year-Over-Year Grouped by Judge Tenure
Average Fee Waiver Grant Rate Year-Over-Year Grouped by Nature of Suit

Average Fee Waiver Grant Rate Year-Over-Year Grouped by Pro Se status

t doyou want to know about?

fee waiver rate year over year group by
Average Fee Waiver Grant Rate Year-Over-Year Grouped by District
Average Fee Waiver Grant Rate Year-Over-Year Grouped by Judge
Average Fee Waiver Grant Rate Year-Over-Year Grouped by Judge Tenure
Average Fee Waiver Grant Rate Year-Over-Year Grouped by Nature of Suit

Average Fee Waiver Grant Rate Year-Over-Year Grouped by Pro Se status

Figure 5: Two examples of the primary interface for adding
analysis statements. Annotations: 1) The user-entered state-
ment, having been auto-completed progressively via gener-
ated statement candidates, 2) Candidate matches given the
previously auto-completed statement (“Average Fee Waiver
Grant Rate Year-Over-Year”) and the subsequently user-
appended “grouped by,” 3) A user-entered string that hasn’t
yet been auto-completed, demonstrating fuzzy string match-
ing, 4) A set of fuzzily matched results

in Figure 5, this is realized on the UX as a fuzzy (i.e., approximate
string matching) search across a set of natural language statements,
each of which is generated dynamically by the system through
inferring relevant analysis possibilities based on the underlying
ontology configuration and a core model of analysis types. Because
the system is inferring and defining the analysis space based on the
ontology components, each generated statement corresponds to an
underlying plan representation that is interpretable by the analysis
engine for the sake of generating queries and running analytics on
any set of filters.

As users select and add additional analysis statements to the
notebook, the system responds with answers in the form of text
and visualizations, as depicted in Figure 2. As per standard notebook
mechanics, each analysis statement is tied to the active filtered set
in the panel above such that changes to the filters (and thus the slice
of the data presented) will flow through and update each linked
result.

The core platform’s model of analysis includes a growing set
of available operations (e.g., average), as well as specifications on
how the operation ought to be performed (e.g., can only be done
on numeric fields, how many fields are needed). As seen in Figure
6, the ontology configuration then defines the fields relevant for
analysis and their user-friendly names, as well as their attributes
(e.g., semantic type, possible transformations into other data types,
relevant units, and - in the case of discrete entities delimited by id
- how to generate their user-friendly names) and their relationship
to the primary model.

To illustrate the generation of the analysis space, in the instanti-
ation referenced in our figures, an analysis configuration that lists
ten relevant features for analysis (e.g., Judge Tenure, Nature of Suit,
Case Duration, Fee Waiver Grant Status) alongside the metadata
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{...,

"caseDuration": {
"model": db.Case,
"field": "case_duration",
"type": "float",
"name": ["Case Duration", "Case Durations"

1,

"unit": ["day", "days"],

1,

}

Figure 6: The config entry for the “Case Duration” feature
as an analysis target. 1) “model” and “field” define where in
the schema the relevant field(s) exist, 2) “type” informs the
available analyses for that field, 3) “name” and “unit” define
the singular and plural forms for user interaction/presenta-
tion.

associated with each is sufficient to generate 120 different possible
analyses, each of which can be applied to any filtered view of the
data. Augmenting this list of generated analysis statements requires
simply adding new elements to the configuration or augmenting
the core system’s analytics library and tying new analytics to data
or semantic types.

To compute an analytics statement at runtime, our system steps
through the process of building an analysis chain and SQL queries
based on the filters and the statement’s underlying plan. The steps
to do so are: 1) Do any necessary filtering (as specified by the
search context the given analysis statement is run in); 2) Query
the necessary fields from the analytics statement; 3) If needed,
transform data to ensure data type compatibility; 4) Perform the
necessary operations and grouping; and 5) Format the results based
on the nature of the information to be conveyed.

For instance, if we wanted to know the "Average Fee Waiver
Grant Rate Grouped by District" for cases where the Nature of Suit
is “Property Rights,” the steps would be: 1) We filter to get only
cases where "Property Rights" is listed in the nature of suit field
(leveraging the ontology mapping to the schema); 2) We query the
fields associated with Fee Waiver Grant and Court District (again
leveraging the ontology mapping); 3) Since we are taking an average
rate and Fee Waiver Grant is stored as booleans, we convert it into
integers; 4) We compute the average rate of Fee Waiver Grants
for each Court District; 5) We convert the internal database Court
District id into human-readable labels leveraging the name and
units information from the ontology config.

Finally, the system output — the result of running the analysis
statements above — is delivered in a form best-suited to conveying
the nature of the information for each result (and includes a de-
scription of the filters applied for added clarity). This is keyed off of
features of the results themselves. As depicted in Figure 2, running
“Average Case Duration” — a bit of analysis that will yield a single
value - results in the system rendering the results via basic natural
language generation mechanics. However, when looking at some-
thing “Year-Over-Year,” the system pivots into change-over-time
behavior, leading to the generation of an interactive line chart.
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4 THE DATA PROCESSING PIPELINE

PACER, the official source for federal judicial records, houses a
variety of document types and charges a per-page fee for access.
Following the recommendations set forth in [35], we focused on
the docket reports, “essentially a lawsuit’s table of contents.” [35]
identified efforts to improve accessibility of these docket reports as
the “most impactful” work to be done in building a more open justice
system. Thus, using docket reports as our primary data source, we
designed a 30-table database schema (plus relevant join tables) to
represent them and all relevant entities (e.g., judges, attorneys,
defendants, and districts) as well as key fields (e.g., nature of suit,
date of filing, and docket entries).

Our initial dataset captures samples of both depth (ten years
of docket reports from Northern Illinois district courts from 2007
to 2016) and breadth (docket reports from every district court in
2016). In total, our sample draws from more than a quarter-million
case dockets in HTML format acquired through purchase and batch
downloading from PACER. Taking advantage of their semi-regular
structure, we parsed the files into meaningful sections (e.g., the
docket header) and extracted information. While most informa-
tion we extracted was listed explicitly on the docket report (e.g.,
case title), we also captured implicit (e.g., case duration) and in-
terpreted (e.g., party acting as their own attorney) information.
In this latter case, we relied on guidance from domain experts to
analyze both docket text (e.g., recognizing “Pro Se” designations
for attorneys) and docket contents (e.g., verifying instances of self-
representation where a party has only one attorney, who is also the
party). Such interpretation often required triangulation between
multiple approaches (e.g., a “Pro Se” designation alone is insufficient
for classifying self-representation; one must also count and check
the attorneys).

5 FURTHER DATA ENRICHMENT

To garner a more complete data-level representation of the mechan-
ics of the judicial system, we sought to enrich the initial core docket
dataset in two distinct ways: blending additional sources and the
use of language modeling for classification tasks.

5.1 Additional Sources

We blended additional data into the core database, serving both
as supplemental fodder for search and analysis and in support of
initial forms of entity disambiguation. We leveraged the Federal
Judicial Center’s database of appointed federal judges [6], which
includes birthdate, gender, race/ethnicity, history of appointments,
appointing parties, education, and professional career. We normal-
ized the data into a multi-table schema, linked it to the extracted
representations of judges, and then leveraged that join to expand
the space of available analysis. For example, based on the judge’s
appointment date and the start of a given case, we derived how
long a judge was on the bench prior to the start of that case, and
then used that “judge tenure” as a metric in subsequent analysis
(e.g., to derive “fee waiver grant rate grouped by judge tenure”).

5.2 Classification Tasks

We identified a variety of information targets that we believe can
be culled from the unstructured text components of dockets by
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reframing them as classification tasks. For context, the main body
of a docket is a series of time-stamped text entries, each marking
events in the arc of a given case. These text-snippet representations
contain various sorts of useful information, including motions (ef-
fectively discrete requests for a judicial decision), the outcome of
a given motion, changes of representation or venue or presiding
judge, references to evidence or testimony, eventual outcomes, and
so on. Being able to identify and classify such information would
prove highly valuable for both search and analysis.

To explore approaches, we started with the classification of mo-
tion types as our initial target. At first glance, it could be tempting
to envision a solution to this classification task based on regular
expression where motions are explicitly identified by name. How-
ever, as depicted in Table 1, a pure regex approach is far too rigid
to capture the many complexities found in the docket entry sample
space, including multiple motions being named in a single entry,
non-motion events referencing motions by name (e.g., notices, or-
ders), and obfuscation of the motion type through varying levels of
docket entry metadata. These complexities are further compounded
by naming convention variations across districts and the trappings
of error-prone human data entry [1].

Thus we pivoted to language modeling. As no training dataset
exists for such a task, we created a web application to view and tag
the motions pulled from our docket dataset. For both the definition
of the space of possible motion types and for the sake of actually
tagging the motion entries, we solicited help from legal scholars and
their law students. We implemented a voting mechanism in the app
such that each motion will be tagged three times by three distinct
users as a means of ensuring accuracy. Our dataset continues to
grow through use of the application, though the experiments that
follow leverage a subset of this data.

In order to effectively utilize this data for our classification ex-
periments, we performed some preprocessing on the raw dataset.
First, the raw dataset contained several motion classes with few
data points. To address these rare motion classes in these initial
tests, we set a threshold of 25 data points and merged all classes
below this threshold into the “Other Motion” class. Second, we re-
moved all duplicate docket entries that arose as a byproduct of the
voting mechanism from the dataset to ensure that the models were
not training on some docket entries more than others. After this
preprocessing, the smallest motion class contained 25 samples, the
largest contained 951, and the median and average of the motion
classes were 50 and 152, respectively. For each of the models we
used a train/validation/test split of 80/10/10 per class. In total after
preprocessing, there were 2,064 training samples with 524 testing
samples across 17 distinct motion classes.

Making use of two pretrained transformers, the 110M parameter
BERT-base [9] and 125M parameter RoBERTa [29] models, we fine-
tuned each on this processed dataset. We made use of the AllenNLP
framework [15] as a wrapper around the Huggingface Transformers
library [48] to fine-tune the models for 10 epochs, using a batch
size of 8, and the AdamW optimizer. The RoBERTa model achieved
training accuracy of 95.69%, validation accuracy of 91.22%, and
test accuracy of 90.08%. The BERT-base model achieved training
accuracy of 96.95%, validation accuracy of 89.69%, and test accuracy
of 89.31%. These results exceeded the baseline bag of embeddings
classification model, which achieved a test accuracy of 80.50%. For
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the transformer models, the training accuracy is slightly higher
than the validation/test accuracy for both models, but we believe
this margin is reasonable given the small size of the dataset. To
reduce the likelihood of overfitting in the future, we continue to
grow the tagged motion dataset.

6 EVALUATION

We evaluated our system’s effectiveness in handling both search
and analysis of data across two separate tracks: 1) usability testing
in which target users completed tasks with the system and provided
survey feedback, and 2) a case-study comparative analysis to assess
the system’s efficacy when benchmarked against a data scientist’s
ad hoc analysis.

6.1 Usability Testing

We gave 15 subjects (14 legal professionals, one journalist) a set
of prompts (e.g., “For all cases in the 'N.D. IL’ district, which year
had the highest average case duration?”) and assessed their experi-
ences in: (1) using the search filter, (2) conducting analysis on all
the records, and (3) conducting analyses based on specific search
criteria of varying complexity. In addition, we gave them time to
test their own scenarios while “thinking aloud” so we could capture
their intentions and strategies. Participants were then presented
with a survey to complete at the end of the session consisting of the
modified System Usability Scale (SUS), an evaluation framework
shown to be effective at quantifying the complexity and ease of use
of interfaces [4]. The average SUS score for our participants’ overall
experience across (1), (2), and (3) was 72.83, which is considered
good usability [3, 26]. When answering the statement regarding
whether they would use our system frequently, all but two partic-
ipants (87%) agreed or strongly agreed with that statement (one
was neutral and one disagreed and wrote that docket sheets are not
used in their research). These results represent a preliminary round
of user testing, and we intend to further analyze the associated
feedback and conduct additional user tests targeting users with a
wider variety of backgrounds.

6.2 System Evaluation: A Case Study

To further weigh the benefits of our approach, we compare it with
prior work done by data scientists examining how fee waiver grant
rates vary among judges using ad hoc data processing and analysis
[35]. We answer the same question using our system (see Figure
7 for an example of the output) and through observation compare
both approaches across three dimensions: speed to insight, flexibil-
ity of exploration, and barrier to entry.

The initial data processing pipeline looks similar for both. A
systematic analysis of this issue requires paying to download case
documents, creating an ETL process to structure the data, and
identifying the fee waiver status of each case [35]. However, where
the ad hoc method attends to ETL, aggregation, and visualization
for a single target task, our approach looks to leverage that upfront
data work to support a wide array of possible downstream analyses.

Thus, when considering a one-off query or single data point, we
cannot definitively say that the ETL, schema and ontology work in
support of our system will require less time than a data scientist
taking the ad hoc approach. But one-offs aren’t the goal of our
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Motion Entry

[ Motion Class

MOTION by Defendant [Name Omitted] for extension of time to file respon-
se/reply as to motion for summary judgment 20 (Unopposed) ([Name Omitted])
(Entered: 05/18/2017)

Motion for Extension

Proposed Order re 13 MOTION to Stay Proceedings Pending Transfer by [Name
Omitted]. ([Name Omitted]) (Filed on 4/16/2012) [Transferred from California
Northern on 4/18/2012.] (Entered: 04/16/2012)

Not a Motion

Motion by [Name Omitted], Cook County Board of Review, [Name Omitted]
for Leave to Cite Additional Authority ([Name Omitted]) (Entered: 01/13/2011)

Motion for Leave

Plaintiff’s motion for leave to file a first amended complaint 54 is granted.
WRITTEN Opinion entered by the Honorable George W. Lindberg on 4/29/2011:
Signed by the Honorable George W. Lindberg on 4/29/2011:Mailed notice(pm, )

Not a Motion

(Entered: 04/29/2011)

Table 1: Sample motion entries illustrating some complexities of classifying motion types.

platform and what matters to us is the speed to information for our
end users — and once the setup of our system is complete, speed
from question to information for end users will be much faster and
easier on a per-query basis. Thus, our system demonstrates a clear
advantage given that the cost of defining a configuration can be
amortized over every question answered.

On flexibility of exploration, we consider the state of things once
the fee waiver question is answered. For the ad hoc approach, we
have access to the information needed to answer the question at
hand, but any subsequent question or filter amendment requires
fresh code and additional work on the part of the data scientist. In
contrast, once a configuration has been defined, our system sup-
ports running new types of analysis or perhaps the same analysis on
different slices of the data (e.g., “How do fee waiver grant rates vary
among judges in the Northern District of Illinois vs the Southern
District of Illinois?”) — without a data scientist in the loop.

Last, and we believe most important, is the barrier to entry.
Regardless of time or effort, there will always be those who lack
the technical skills or resources necessary to convert data into
information. Since most are not data scientists and cannot afford to
hire one, the ad hoc approach doesn’t scale. In contrast, our system
provides a path to minimize the barrier to entry by abstracting
away these technical skills through a one-off, upfront setup. This
decouples the data scientist from the exploration of data and by
doing so democratizes access to the underlying information.

7 DISCUSSION

Though in its early stages, our work already demonstrates signif-
icant promise. User testing among legal scholars, attorneys and
journalists in the U.S. confirms both the value and usability of our
system. Beyond that, our approach has the potential to generalize
well to a wide array of data sources, providing a new platform for
the democratization of information across communities, sectors
and geographies. We see broad opportunities for such an approach
in the space of open government data, a domain rife with available
datasets but with chronic challenges in terms of accessibility and
use [18, 23]. This is a push towards the realization of the true goal
of such initiatives: from code to content and from open data to open
information.

Average Fee Waiver Grant Rate Grouped by Judge for dockets in which District contains
"illinois" and Nature of Suit (category) contains "property”

100% |

75%-

50%-

25%-

0%-

Figure 7: The system’s response to the analysis statement
“Average Fee Waiver Grant Rate Grouped by Judge” in a fil-
tered data context. Each bar represents a given judge’s fee
waiver grant rate — judge names are available in rollover
states (not depicted).

To reach those goals, we must automate. We need systems that
bridge the gap between questions and answers — routinely employ-
ing individual data scientists to serve that function simply doesn’t
scale. The ultimate objective is repositioning as much of the bur-
den of that complexity on the machine as possible, and our work
here is a step in that direction. And while our approach certainly
won’t eliminate the role of data scientists, we believe a significant
amount of analysis can be standardized, systematized and auto-
mated, bringing access where previously there was none for lack
of expertise or resources. And of note, where access does already
exist, our approach has the potential to free data scientists from
some of the repetitive “query generation” aspects of their roles,
affording them more time to drive novel exploration. In some sense
the approach detailed here could scale their expertise, allowing
them to teach our platform about their datasets and then offload
stakeholder questions to the system whenever possible.

That said, we see challenges in this approach to the U.S. court
system, and anticipate them in scaling to new domains as well:
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o Issues of ethics and responsibility: One such example is
privacy. Court documents are rife with personally identifi-
able information, and reliably de-identifying documents at
scale is a non-trivial problem. Further, the tension between
de-identification and information completeness (say, for the
sake of mapping to geographies) adds another complication.
The use of highly regulated medical records data in research
and machine learning provides a promising precedent [8, 25]
for reference as we move forward.

o Issues of information misuse: Protecting against misuse
of analysis, especially when the barrier of expertise to arriv-
ing at such analysis has been lowered, is a significant issue
in our increasingly fraught information landscape. In the
realm of law, the politicization of judicial decision making or
the use of judicial analytics as a means of influencing future
outcomes are both potential issues.

o Issues of explainability and data quality: Our scalable
approach to data analysis adds a new layer of importance to
the explainability of results and also runs the risk of obscur-
ing incomplete or deficient data. To fully realize the promise
of data science automation, additional research will be fo-
cused on ensuring our system can explain itself and handle
issues of data quality gracefully and transparently.

e Issues associated with novel analysis: Inarguably, data
scientists can flexibly address novel questions or analysis
requirements on the fly, and while our platform’s library
of analytics will grow, there will continue to be question
types it can’t answer. In future work, we will expand our
nascent plugin framework to support custom analysis and
continuously grow the built in libraries.

8 FUTURE WORK

Going forward, various members of our team are pursuing in tan-
dem the dual roadmap we laid out in the introduction.

One thread is aimed at making the raw data emitted from the
U.S. court system increasingly machine-readable. This entails ev-
erything from the continued evolution of the ingestion pipeline
(sourcing data from a wider variety of districts and tackling corner
cases in the data) to improvements to the data already obtained
through various forms of enrichment. In the near term, we intend
to pursue entity disambiguation on parties and attorneys, as well
as the creation of additional datasets to train language models for
classification outside the scope of the motions described above
(such that we can attempt to capture additional data points such
as judicial rulings, charge severity, changes in representation, and
various forms of case outcome).

The other thread is the work with the core platform itself. This
will take a number of forms, including: 1) Expansions to the ana-
lytics capabilities and plugins (including the introduction of new
response types and visualizations); 2) An evolution of the ontology
configuration and support for ontology management through the
user experience, allowing for user-driven updates as well as the
introduction of new data sources; 3) Ontology-driven derived fields,
providing support for adding new data points dynamically and intro-
ducing new possibilities for downstream explanations; 4) Support
for localization such that the platform could be used by non-English

ICAIL’21, June 21-25, 2021, Sao Paulo, Brazil

speakers (of note, our ontology-driven approach means very little
actual language is coded into the UI, making this an easier pursuit),
opening up the possibility of legal documents and open data from
other countries being made available through the platform; 5) UX
improvements, including changes to analysis statement selection
(with fuzzy semantic matching on colloquial terms against terms of
art), support for more interactivity in visualizations, and additional
explanations associated with analysis results; 6) Support for inter-
active machine learning by bringing the capabilities of our separate
motion tagging application directly to the platform and augmenting
them to cover both the extraction/creation of novel tagged datasets
and in-platform model training/fine-tuning, validation and testing.
This presents a significant opportunity for research in the space of
making machine learning accessible to non-technical users.
While we believe deeply in the importance of bringing trans-
parency to the U.S. court system and will continue the data work
necessary to do so, we also see this data-information rift throughout
the government and public sector in the United States and globally.
Thus, we are excited by the prospect of platform improvements to
support bringing a variety of new datasets to our application.

9 CONCLUSION

In this work we’ve detailed a novel platform and user experience to
allow non-data scientists to drive exploration and analysis of data
associated with the U.S. Court system. In support of that experi-
ence, we defined the process by which we ingested, extracted and
structured the data from 270,000 case dockets. Given the results of
usability testing presented in our evaluation, we believe we have
early confirmation that this new natural language notebook ap-
proach marks a step in the direction of democratizing access to data
analysis and could have significant impact not only in the space
of the U.S. court system, but also more broadly across a variety of
publicly available data. Subsequent work is already underway to
further develop the capabilities, refine the UX mechanics, and stand
up new components of the ecosystem. In tandem, the ingestion,
structuring and enrichment of U.S. court records continues as we
work towards a comprehensive database mirroring the federal court
system.
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