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Abstract

Recent equations of motion for the large deflections of a cantilevered elastic beam are analyzed. In
the traditional theory of beam (and plate) large deflections, nonlinear restoring forces are due to the
effect of stretching on bending; for an inextensible cantilever, the enforcement of arc-length preser-
vation leads to quasilinear stiffness effects and inertial effects that are both nonlinear and nonlocal.
For this model, smooth solutions are constructed via a spectral Galerkin approach. Additional com-
pactness is needed to pass to the limit, and this is obtained through a complex procession of higher
energy estimates. Uniqueness is obtained through a non-trivial decomposition of the nonlinearity.
The confounding effects of nonlinear inertia are overcome via the addition of structural (Kelvin-
Voigt) damping to the equations of motion. Local well-posedness of smooth solutions is shown first
in the absence of nonlinear inertial effects, and then shown with these inertial effects present, tak-
ing into account structural damping. With damping in force, global-in-time, strong well-posedness
result is obtained by achieving exponential decay for small data.
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1 Introduction

1.1 Motivation and Overview

The large deflections of elastic beams and plates have broad applicability in engineering and other phys-
ical sciences, and they have been intensely studied from the modeling, analytical, and computational
points of view (see, e.g., [6,/7,13,121]). Specifically, with respect to fluid-structure interaction models,
the large deflections of panel, airfoil, and flap structures are of particular interest [5,9] (and references
therein). In these circumstances, the presence of a fluid flow can act as a destabilizing mechanism,
giving rise to self-excitation instabilities (i.e., aeroelastic flutter [5,28]) that manifest as limit cycle
oscillations (LCOs). In such applications, relevant large deflection models require nonlinear restoring
forces that take into account higher order effects, typically appearing via a potential energy above
the “quadratic” level. The choice of nonlinearity dictates the qualitative features of the post-onset
dynamics—which is to say, the dynamics in the nonlinear regime of interest. Traditional large deflec-
tion theory for panels (i.e., fully restricted boundary conditions) is that of von Karman [6], producing
semilinear, cubic-type nonlinearities based on a quadratic strain-displacement law [7,24].

The configuration of a cantilever in axial flow, whereby an elastic beam (or thin plate) has a flow of
gas running along its principal azis, has been historically overlooked. Until about 15 years ago, interest
in this configuration was minimal [19], while interest in airfoil and panel flutter has been immense for
more than 75 years [5,9]. A cantilever in axial flow is particularly prone to aeroelastic instability, with



the bifurcation leading to sustained LCOs. This fact is useful in the development of vibration-based
energy harvesting devices . In such applications, dynamic instability is encouraged to extract
energy from LCOs of the elastic cantilever, after the onset of flutter. The main idea for large dis-
placement harvesters is to capture mechanical energy via piezoelectric laminates or patches (for which
oscillating strains induce current ) The feasibility of such a system has been recently demonstrated

with affixed piezo (SMART) materials [12,[14}[16]/33].

Figure 1: Temporal snapshots of post onset, small amplitude LCO (left) and large amplitude LCO
(right) for a cantilever in axial flow. Captured from wind-tunnel simulations [35,/36]. In these experi-
ments, the airflow runs from left to right.

To effectively and efficiently harvest energy in this manner, one must be able capture and predict
the post-onset behaviors of a cantilever, and thus, one must have a viable model for the large deflections
of cantilever. Tradition nonlinear elastic models are based on local stretching effects, which are domi-
nant when the entire structural boundary is restricted. However, for a cantilever, nonlinear effects are
decidedly not due to stretching . An appropriate nonlinear cantilever model, then, should
account for in-plane displacements and variable stiffness and inertia. Thus, dominant nonlinear effects
should come from the cantilever’s inextensibility, rather than extensible effects (stretching). Inextensi-
ble cantilever models are rather recent , and have not been addressed—even in vacuo—in the
rigorous mathematical literature. Thus, in this paper, we discuss the model derivation for an inexten-
sible cantilever, and we produce a rigorous theory of solutions for the corresponding PDE model. The
treatment at hand is a rigorous follow up to the recent , where an inextensible cantilever is discussed
and analyzed numerically. In that paper, the results proven here were announced.

1.2 Large Deflections of Cantilevers

Cantilever flutter is associated with large deflections on the order of the beam’s length [35/36]. For such
deflections, structural nonlinearity arises in modeling as a byproduct of the inclusion of higher order
terms in strain and energetic expressions. From a mathematical point of view, the presence of non-
conservative flow-effects gives rise to a beam bifurcation (this is flutter [5,8./17,[18]), which would yield
exponential growth in time for a linear model, according to destabilized eigenvalues. To ensure that
flow-destabilized trajectories remain bounded, one must consider a nonlinear restoring force, active for
large displacements, slopes, or curvatures.

The typical way to achieve this in the theory of elasticity is through the inclusion of cubic-type
forces that arise from the effect of local stretching on bending . Since extensibility is not
physically dominant for cantilevers, engineers have posited that the prevailing nonlinear forces result
from inextensibility . Although enforcing inextensibility—as a nonlinear constraint—can
be quite challenging, the recent modeling work utilizes a simplified approach that accounts
for both nonlinear stiffness and nonlinear inertia effects. The result is a beam theory that is both



quasilinear and nonlocal in space, as well as implicit in the transverse acceleration, which is to say
the dynamics are not a traditional second order evolution. The model was recently considered in the
mathematical paper [8], where solutions were defined and qualitatively investigated from a numerical
point of view under the influence of non-conservative flow effects. In the paper at hand we consider
this inextensible elastic cantilever model and develop a rigorous well-posedness theory
for smooth solutions.

For the remainder of this treatment, let (u,w) € R? denote the Lagrangian displacement of a beam
whose centerline equilibrium position is « € [0, L]. This is to say that u(x,t) is the axial (longitudinal)
displacement from equilibrium and w(x,t) is the transverse beam deflection.
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Then, the inextensible equations of motion of interest—derived later in Section [2}—are:
wyy + DO2w + koOdwy + Alw, uy] = p(z,t) in (0,L) x (0,T);
=0

p
w(0) = we(0) = 0; wye(L) = Wepe (L) in (0,7); (1)
w(t=0)=wy, we(t=0)=wi,

L
with Alw,uy| = —Do, [wixwx] + DOy [wmwg] + O, [wx/ uttdf] (2)

Utt(x) = - /Oz[w?gt + wxtht]df' (3)

We denote by D the standard (mass-normalized) beam stiffness coefficient [10], L is the beam’s
length, and kg > 0 corresponds to structural damping of Kelvin-Voigt type (discussed further in Section
. The RHS p(z,t) constitutes a given transverse pressure differential across the deflected beam.

We now mention the only (to the best of our knowledge) large deflection beam models in the PDE
literature that accommodate a cantilever configuration. First is the extensible system found in [24]; in
addition to standard elasticity assumptions, it invokes a quadratic strain-displacement law consistent
with von Karman theory [37]. As a system, it is nonlinearly coupled in v and w via the beam’s
extensionality: [u, + sw?).

w — D10y [ug + 3(ws)?] = 0;
1
(1— a@i)wtt + D26§w + (ko — klai)wt — D40, [wx(uz + 2w§)] = p(x,t);

u(0) =0, w(0) = wy(0) = 0; [ug(L) + Fw2(L)] =0, wea(L) =0, adywi(L) = Dywyae(L);
u(t =0) =ug, u(t=0)=wu1; w(t=0)=uwy, w(t=0)=wi.

(4)

The above Lagnese-Leugering system is the beam analog of the so called full von Karman plate equa-
tions [22]. Above, Dy,Ds > 0 are two different mass-normalized stiffness parameters and a > 0
represents (linearized) rotational inertia in the filaments of the plateﬂ The coeffcients k; > 0 corre-
spond to damping of various strengths. The paper [24] considers a variant of this model that allows for

D1, Dy, and «a are not necessarily independent in the presentation of these equations with physical coefficients.



boundary feedbacks and takes kg = k1 = 0; the results include nonlinear semigroup well-posedness, as
well as a stabilization result.

One further consideration can be made as a simplification of the above system when we take
negligible in-plane accelerations, u; &~ 0. Elementary simplifications then produce a scalar extensible
cantilever, as was studied in [18]. In that reference, well-posedness and long-time behavior of the scalar
system are analyzed in the presence of a non-conservative p(z,t) representing an inviscid potential
flow. A principal consideration in that analysis is whether a@ > 0 or @ = 0. In the case where o > 0,
stabilization-type estimates require damping strength to be tailored to the inertia, i.e., a >0 —
ki1 > 0.

Each of these extensible beam models above is reasonable under certain modeling hypotheses, in
particular contexts. However, as is clear from the engineering literature discussed above, large
deflections of a flow-driven cantilever should be appropriately modeled with inextensibil-
ity. Lastly, we point to some work that addresses the 2 or 3-D deflections of inextensible rods in the
seminal reference [1] (and many references therein), as well as [2]. The principal inextensible models
therein are linear of wave type (or their linearizations are, i.e., second order in space, perhaps with
strong damping), and hence fundamentally distinct from the nonlinear models considered here which
account for nonlinear inertia and stiffness effects.

1.3 The Analysis At Hand

In this section we outline the remainder of the paper and state our results informally.

We conclude the introduction in Section [1.4] where we discuss the novel mathematical contributions
of this treatment and technical challenges of the analysis. The remaining preliminary sections are [2|and
Section |2 presents a derivation of the equations of motion, as well as a brief discussion of structural
damping central to this analysis. Section [3| presents the functional setup for the analysis and technical
definitions of solutions used in subsequent well-posedness and stability proofs.

Each of the remaining sections corresponds to a main result. In those latter sections, we will: (i)
state a main result technically, using the terminology and concepts established in Section |3; (ii) outline
the proof briefly; and (iii) execute the proof in detail. Below, we give a short, nontechnical description
of each of these main sections.

Section |4| provides a locaﬂ well-posedness for strong solutions for in the absence of nonlinear
inertia with no imposed damping. The resulting system is a conservative, quasilinear beam system. The
result—Theorem [4.1}—is built upon higher order energy estimates used to obtain additional compact-
ness needed in executing a Galerkin procedure with cantilever eigenfunctions..

Section [5| provides a local well-posedness result—in the presence of nonlinear inertia—for strong
solutions in Theorem in this case, some damping is required (ko > 0) to obtain estimates in the
construction of solutions. The damping addresses the nonlocal and implicit nature of the inertial terms.

Section @ provides our final main result: global existence of strong solutions for small data (in
the presence of both inertia and damping). This result is typical for quasilinear hyperbolic dynam-
ics, whereby the presence of damping and small data allow for stabilization estimates that ensure
exponential decay, yielding an arbitrary time of existence.

Lastly, Section |7|gives a brief discussion of open problems related to the model at hand, and Section
gives the authors’ declarations and acknowledgements.

1.4 Novel Contributions and Technical Challenges

The model we focus on here only appeared for the first time in the context of elastic cantilevers in the
recent papers [10,36]. These (and other earlier works focusing on inextensible pipes conveying fluid

2local, in the sense that the time of existence depends on the size of the initial data in the associated solution topology.



such as [29,32]) are largely engineering-oriented, making use of finite dimensional analyses via modal
truncation or the Rayleigh-Ritz method at the energetic level. And, although the present authors’ recent
work [8] discusses solutions and states well-posedness theorems, it is numerically-focused, without
proofs. Thus, the existing body of work on inextensible elasticity does not address:

e a construction of PDE solutions (at the infinite dimensional level)

e (Hadamard) well-posedness

e the effects of damping in relation to nonlinear inertial terms

e the time of existence for solutions or quantitative restrictions on data.

To the knowledge of the authors, this is the first treatment to rigorously address the theory of solutions
for inextensible elasticity.

Although the central problem here is a 1-D beam, the following issues render the analysis quite
challenging. Some of these issues are common for quasilinear dynamics, but many are not (e.g., those
associated with nonlinear inertia), and we also point to the non-trivial interaction between (high order)
free boundary conditions, nonlinear stiffness, and nonlocal inertial terms.

The technical challenges faced in the analysis are:

e Despite a good, conservative structure for the baseline equations of motion, quasilinear and
semilinear terms do not straightforwardly admit (semigroup or fixed point) perturbation methods.

e The term 0,[w?,w,] precludes weak limit point identification at the baseline energy level.

e Nonlinear terms and free boundary conditions (i) do not readily permit differentiation of the
equations to obtain higher energy estimates, and (ii) convolute the standard technique of going
back through the equations to trade time and space regularity.

e Nonlinear inertial terms (i) present themselves at a level above finite energy, (ii) are also nonlocal,
and (iii) are implicit terms in wy, and hence do not constitute a traditional evolution. The
truncated version of the dynamics is in fact quasilinear in time (62)).

In addressing the issues above, we note the following specific novelties of this analysis:

e The sequence of multipliers used to close estimates in obtaining compactness are non-standard,
including the use of stabilization-type multipliers.

e A novel decomposition of nonlinear differences exploits polynomial symmetry for a non-obvious
uniqueness proof, relying critically on smooth trajectory estimates obtained earlier.

e The inclusion of damping to permit appropriate estimates for well-posedness of the full model
is a peculiarity, one that, at present, we cannot avoid. On the other hand, including damping in
the full model f successfully obtains global solutions for small data.

2 PDE Model Derivation

Recall that w(z,t) is the transverse deflection and u(z, ) is the in-axis displacement from equilibrium
of a beam at t € [0,7] and a spatial point = € [0,L]. Let &(x,t) describe the axial strain along
the centerline of the beam. In this section we derive the in-vacuo equations of motion via Hamilton’s
principle. The inextensibility condition is simplified to an effective inextensibility constraint, which is
enforced via a Lagrange multiplier. Our derivation tracks the one first appearing in |10], and we point
to the earlier references [29,32] for inextensibility treated in the context of pipes conveying fluid.



2.1 Inextensibility
According to classical work (e.g., [32,|34]) we have the Lagrangian strain relation [32]

[1+¢e)® = (14 up)? + w2
When the beam is inextensible, we take £(z,t) = 0, which immediately yields the condition
1= (1+u.)? +w? (5)

From [7,/10,32], large deflections dictate that higher order nonlinear terms should be retained,
namely, up to cubic order. (For variational purposes, then, energetic expressions will be accurate up
to quartic order.) By expanding the inextensibility condition , we see that if w, ~ e, we will have
Uy ~ €2

2uy +uZ + w2 = 0.

As in [10], we drop ui ~ €*, owing to its relative order being above cubic. Approximating, then
1
0=2u; +w? = u,= —§w§.

This yields what we henceforth refer to as the effective inextensibility constraint, providing a direct
relationship between u and w:

1 x
ule,t) =~ /0 F (&, )24, (6)
2.2 Nonlinear Elasticity

Define the elastic potential energy (Ep) via beam curvature k and constant stiffness D (flexural

rigidity) [32] in the standard way
D L
Ep = / k2da.
2 Jo

Owing to inextensibility, we may take the beam’s displaced state, {(z + u(z),w(z)) : x € [0,L]}, as
a parametrized curve. The standard expression for curvature in this scenario is:
_ (1 + um)wxm — Upgz Wy
[(wa)? + (1 + ug)2J3/2
From inextensibility 1' (without approximation), we see that the denominator is one. From ,

we can also write u, = /1 — w2 — 1 which leads to uz, = —wWywee (1 — w%)_1/2. Substituting in k, we
obtain:

_ w
K= (14 Up)Wee — Wty = (1 — wg)l/zwm + Wy (WpWee (1 — w?&) 1/2) - W
X

To be consistent with the approximation that yields @, we must retain terms at the level of w? in
approximating Ep [10,32]. Via a Taylor expansion, we take k ~ wzz+/1+ w2.

Remark 2.1. This point distinguishes the derivation from linear elasticity in w, where k &~ wg;.

Finally, the effective potential energy for the problem at hand becomes

D [t , 2
Ep== | wy (1+w) da. (7)
0
The kinetic energy (Fk) for the dynamics taken in the standard way for a mass-normalized beam:
Lt 2
Ex = 5 (uf +wy) da. (8)
0

6



2.3 Hamilton’s Principle

To derive the equations of motion and the associated boundary conditions, we utilize Hamilton’s
Principle |10}/24]. We consider displacements u and w (and hence virtual displacements du and dw)
which are smooth and respect the essential boundary conditions at x = 0, namely:

w, Wg, ow, dwy: 0 at x = 0; u, du: 0 at xz =0.

The effective inextensibility constraint, f = u, + (1/2)w? = 0, will be appended to the system via a
Lagrange multiplier X. Thus, we express the Lagrangian in the usual way:

L
£:EK—EP+/ Afdz. (9)
0

Taking the variation of @ and performing the necessary integration by parts with respect to
both time and space, Hamilton’s principle provides the Euler-Lagrange equations of motion and the
associated boundary conditions. Virtual changes are considered for both displacements, u and w

To minimize the Lagrangian, we set § fttf Ldt = 0 and utilize the arbitrariness of the virtual
changes du and dw. For interior terms, we gather virtual changes and set the totals equal. The relevant
calculation pertains to the Ep:

L
SEp = D/ (1 + w2)wae | Swee + [(wew?,)]dwadz. (10)
0

Integrating by parts until only dw appears, and utilizing the arbitrariness of the virtual changes, we
obtain the unforced equations of motion:

from du: wuy+Az=0 (11)
from dw: wy — DO, (wfmwx) 4+ DOy (wm [1 + wg]) + 0, (Aw,) = 0. (12)
For the (natural) boundary conditions at = = L, the relevant calculations pertain to w (the u and

A conditions can then be inferred). In the integration by parts proceeding from , we obtain by the
arbitrariness of dw, dw, and du at z = L:

ML) =0; (I+w(L)wee(L)=0; (14 w*(L))weee(L)+ we(L)w?, (L) =0. (13)
From , we infer that w,, (L) = wyee (L) = 0—the standard free boundary conditions.

Remark 2.2. This fact is both critical and somewhat surprising, as the nonlinear effects (and their pre-
viously discussed simplifications) do not alter the standard linear boundary conditions for a cantilever.
Note that in extensible elasticity, this is not always the case [6,/18].

Now, using the equation (11)) we can formally write

M) = — /0 st (€)d€ + A(0).

L
We then utilize the fact that A(L) = 0 to conclude A(0) = / u(§)d€. From this we deduce:
0

L
() —/ ut(§)ds.

Substituting the above expression in we finally obtain the equations of motion 7, and
the corresponding boundary conditions for w, as well as for v and A at x = L.

3Note that virtual change in X simply produces the effective inextensibility constraint.



2.4 Damping

Discussion of damping in beams goes far back in both the engineering literature [3,[32] as well as the
mathematical literature [4,30]. In the treatment at hand, some additional velocity regularization is
needed to address the nonlinear inertial terms; namely w; must be “better” than C([0,T]; L%(0, L)).
We obtain this by imposing Kelvin-Voigt type structural damping. Note, this type of damping is in
fact invoked in the engineering-oriented references [29,32] for improving numerical simulations. The
recent [31] addresses local damping and stiffness in a cantilever from a modeling and experimental
point of view.

Let us here refer to the damped, linear Euler-Bernoulli beam equation

wyt + DO2w + [ko — k10% 4 k202w = p.

Weak (frictional) damping has the form kow;, providing no velocity regularization. In the elasticity
context, Kelvin-Voigt damping k02w, is strain-rate type, and mirrors the principal (linear) operator,
providing a strong dissipative effect. In fact, this damping transforms the underlying dynamics to be
of parabolic type [4,26]. Square root-like damping, —k;9%w, [16], interpolates between the previous two
damping types. (See [8,18] for more discuss of damping in the context of nonlinear cantilevers.)

Remark 2.3. Square root-type damping corresponds to modal damping models [9], as one finds fre-
quently in the engineering literature [3,27,28]. However, the boundary conditions for a given problem
affect the physical interpretation of square-root type damping; in [30] it is noted that square-root type
damping has a questionable physical interpretation for a cantilevered configuration. See also [17] for
more recent discussion. In the analysis here, we utilize the (strong) Kelvin-Voigt damping.

Remark 2.4. Tt is of course of interest to discuss damping in the context of the stiffness-only model
t = 0. On the other hand, in this treatment the damping is primarily included to mitigate the effects
of nonlinear inertia. We discuss this further in Section [Tl

3 Functional Setup and Key Notions

3.1 Equations of Motion

With the derivation above, we recall the equations of motion, allowing for Kelvin-Voigt damping ks > 0,
and including flags for the nonlinear terms:

wy + DORw + kadtwy + A, o (w,ug) = p(x,t) in (0,L) x (0,T)
w(t=0)=wp(z), w(t =0) =wi(x) (14)
w(x=0)=wz(xr =0) =0; wee(x =L) = wye(x=1L)=0,

L
A, o (w,uy) =—0DO, [wfmwx} + 0 D0y [wmwi] + 10, [wx/ utt(f)dﬁ] (15)

uw) = — 5 [ lwa(e) e (16)

To simplify terminology, we use the following language from here on:

[NL Stiffness| = — D0, [wixww] + DOy [wiwm]
L
[NL Inertia] = 0, [wx/ utt(é)dg] ,

the latter of which is nonlocal, when written in w through . The flags, t,c =0 or 1, in , easily
isolate particular nonlinear effects. This is to say, when ¢ = 0, we say that [NL Inertia] is turned off.



Remark 3.1. For convenience, we note two expansions. First
[NL Stiffness] = D[w3,, + 4w, wepWyre + w2iw],

which highlights the quasilinear nature of the PDE (with high order semilinearity). Secondly,

L x
[NL Inertia] = —wyuy + way / upd€, with — wy = — / [wgt + Wywg]dE, (17)
x 0

which highlights that, when closed in w, (i) there is high temporal regularity required to interpret the
strong form of the PDE, and (ii) the equation is implicit in the acceleration wy;.

3.2 Notation and Conventions

For a given spatial domain D, its associated L?(D) will be denoted as || - ||p (or simply || - || when the
context is clear). Inner products in a Hilbert space are written (-,-)y (or simply (-,-) when H = L?(D)
and the context is clear). We will also denote pertinent duality pairings as (-,-) v, y/, for a given
Banach space X, as well as the general notation for a norm, ||-||x. The open ball of radius R in X will
be denoted Br(X). The space H*(D) will indicate the standard Sobolev space of order s, defined on
domain D, and Hg(D) will be the closure of C§°(D) in the H*(D)-norm |- || gs(p), also written as || - [|s.

For I' C 0D, boundary restrictions u|F are taken in the sense of the trace theorem for u € HY/2" (D).
The constant C' we take to mean a generic constant that may change from line to line. In estimates
where dependencies are critical, we will write C(g;), where ¢; are relevant quantities. Additionally,
in our involved estimates below, for situations where ||qi||x < C||g2|ly for some quantities g1, ¢s in
spaces X and Y, with C' having no critical dependencies, we will simply write ||q1||x < ||g2||y-
Finally, we will frequently make use of standard Sobolev embeddings (in particular, that of
HY27(0, L) < L>(0, L)) as well as the Sobolev interpolation inequalities [15].

3.3 Energies
With reference to Section |2 we employ the following energies:

1 D
E®t) = Bx(t) + Bp(t) = 5 [llwnll* + dllwel "] + 5 [[lwaal* + olfwaws 7] (18)
The energies now include the nonlinear flags. This can be written in w explicitly using u; = — fom Wy W dE.

In the unforced situation, with p(x,t) = 0, the formal energy identity is obtained by the velocity
multiplier w; on taken with the relation , yielding

t
B(t) + k2/ wratl o g dr = B(s), 0< s <L,

Higher order energies corresponding to smooth solutions will be defined in later sections.
3.4 Spaces and Operators

The principal state space for cantilevered beam displacement takes into account the clamped conditions:
H? = {v e H*0,L) : v(0) =0, v,(0)=0}.
This space is equipped with an H?(0, L) equivalent inner product:

(U’w)HE = D(Umzaw:px)- (19)



Denoting R as the Riesz isomorphism H? — [H2]', we see it is given by:
R(v)(w) = (v,w) 2 - (20)
This framework is conveniently induced by the generator of the linear cantilever dynamics:
A:D(A) c L*(0,L) — L*(0,L), Af = Dolf,
D(A) = {w € H(0, L) : w(0) = ,(0) = 0; wya(L) = wpa(L) = O}. (21)
From this we have in a standard fashion [26]:
D(AY?) = H?, DAYV?) =[H? and AY?=R in (20).

Then (u, )2 is the extension of (Au,-) from D(A) to H? which gives (19).
Using the above spaces we can define the appropriate state space(s) for our dynamics. The finite
energy space will be denoted as:

A =D(AY?) x L*(0,L) = H? x L*(0, L),
with the inner product y = (y1,42), ¥ = (91,92) € A

(Y, 9)e = (Y1, 1) 2 + (Y2, J2) L2(0,1)- (22)

In our discussions, we will also require stronger state spaces (corresponding to strong solutions):
H#, = D(A) x D(AY?), for 1 =ky =0, (23)
A =D(A) x D(A), for 1 =1,k >0. (24)

The norm in .7; is taken (equivalentﬁ to the natural operator-induced norm) to be:
19112, = 110zy1ll* + 1|07y2]?, for ¢ = k2 =0,
191100 = 1053117 + 10392l[?, for v =1,ks > 0.

3.5 Mode Functions

We will utilize the so called in vacuo modes (eigenfunctions) associated to the operator A. Specifically,
we work with the Euler-Bernoulli cantilever eigenfunctions as our approximants in H2; namely, the
eigenvalues and eigenfunctions {\,, s, (x)}22; of A on L?(0, L). These modes and associated eigenvalues
are computed in an elementary way. The C'*°([0, L]) mode shapes take the form

$n () = eplcos(knz) — cosh(knz)] 4+ Cp[sin(kpz) — sinh(k,z)], K2 = A, (25)
where the &, are obtained (numerically) by solving the associated characteristic equation
cos(kn L) cosh(k, L) = —1.
The C), are obtained by invoking the boundary conditions:

—cn(cos(kp L) + cosh(k, L))
sin(kp, L) + sinh(ky, L)

Cn = ’
and the ¢, values are chosen to normalize the functions in L?(0, L).

Via the spectral theorem, these functions are complete and orthonormal in L?(0,L), as well as
complete and orthogonal in H? (with respect to (-,-)y2). These eigenvalues have the property that
0< A <A <... =00

“The topological equivalences on D(A) follow from repeated applications of Poincaré.
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3.6 Definition of Solutions

We provide the natural setting for the weak formulation of the problem; this will yield the appropriate
starting point for our Galerkin procedure to construct solutions. Ultimately, we will construct weak
solutions that possess additional regularity; these, in turn, will be strong solutions.

We begin with the weak form of which we define for functions that are smooth in time:

L
(wtt7 ¢) + D(w:c;rv ¢mm) + k2(w11t7 (bmm) +oD (wma:w;m wm(bxx) + UD(wxxwx7 wa:a:¢a:) —t (wm/ Utt, (bz)
=(p,¢), Vo€ H..  (26)

When o > 0, the [NL Stiffness] is in force; similarly, when ¢ > 0, [NL Inertia] is in force. When kg > 0,
Kelvin-Voigt damping is imposed.
We now give precise definitions of solutions making reference to the weak form above:

Definition 1. We say a weak solution to , with ke =1 =0 and 0 = 1 is a function w, with
we L*(0,T;H2); wy € L? (0,75 L*(0,L)) ; wy € L* (0,T; [HZ])

that satisfies (26)), replacing L*(0, L) inner products with (HZ, [HZ)") duality pairings where necessary.
Moreover, for any x € H2, ¢ € L*(0, L), we require

(U)’X)Hz‘t*)0+ = (wo,X)va (wt7rl?[})‘t*>0+ = (wlvw)' (27)
Definition 2. A weak solution to with ko > 0 and v = o =1 s a function w, with
we L (0,T;HZ); wy € L? (0,75 HY) s wy € L? (0,5 [HY]'),

such that holds, replacing L*(0, L) inner products with (H2, [H2]") duality pairings where necessary.
Moreover, for any x € H2, ¢ € L?(0, L), we require

(w7X)Hf‘tH0+ = (wO’X)va (wt’rl?[))‘t*)0+ = (wlvw)' (28)

Remark 3.2. For ko > 0 and ¢ > 0, the definition of weak solution is self-consistent; this is to say, for
such a function w, all terms in are well-defined. We note that for ks = 0, there are complications
with the a priori regularity of w; € L?(0,T; L?(0, L)) and the interpretation of the [NL Inertia] terms.

Now, we define strong solutions as weak solutions with additional regularity.

Definition 3. A strong solution to with ke =1 =0 and o = 1 is a weak solution (as in Definition
with the additional reqularity

w e L*(0,T;D(A)); w, € L*(0,T; H2); wy € L? (0,73 L*(0,L)) .

Definition 4. A strong solution to with ke > 0, « = 0 = 1 is a weak solution (as in Definition
@ with the additional reqularity

we L*(0,T;D(A)); wy € L*(0,T5D(A))); wye € L* (0,T; HY) .
As we will show below in Corollaries 4.2 and strong solutions will satisfy the pointwise form
of the PDE in as well as the higher order boundary conditions at = = L.
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4 The Case of Only Stiffness Effects: 0 =1, 1t =ky =0

4.1 Precise Statement of the Theorem

Theorem 4.1. Take 0 = 1 with v = ks = 0, and consider p € H?,(0,00; L?(0, L)). For smooth data
(wo,w1) € H = D(A) x H2, strong solutions exist up to some time T*(wq, w1, p). For all t € [0,T*),
the solution w s unique and obeys the energy identity

E(t) = E(0) + /0 (P, wr) 20,0, d7-

Restricting to Br(74), for any T < T*(R,p) solutions depend continuously on the data in the

sense of C([0,T); #) with an estimate on the difference of two trajectories, z = w — w?:

o |[(=(), 2()]| , < C(R, T)|[(2(0),2(0))]|

e VEE,T]

Remark 4.1. The time of existence T* depends on the data in the sense of

T =T* ([[(wo, w1)| |, |12l 5207522 (0,1))) »

namely, the size of the data in the appropriate space, rather than the individual data itself.

4.2 Proof Outline

We will commence with a Galerkin procedure, using the mode functions {sj}JO-’;l described above.
This will yield approximate solutions, with the baseline energy identity providing associated weak
limit points. Identifying the nonlinear weak limits is non-trivial, hence, two higher-order multipliers
will be used to provide more regular a priori bounds; one is an energy estimate corresponding to the
time-differentiated version of the equation, and the other is a stability type estimate resulting from the
multiplier 8§w. Additional compactness is obtained through these estimates with appropriately smooth
initial data. With a weak solution in hand corresponding to smooth data, we will show that this strong
solution satisfies the PDE pointwise, along with all four cantilever boundary conditions. Lastly, we will
tackle the uniqueness and continuous dependence in this case through a particular decomposition of
the polynomial structure of the nonlinear stiffness.

4.3 Proof of Theorem E
4.3.1 Existence

Consider the positive eigenfunctions of A described in Section with A, — oo; these constitute an
orthonormal basis for L%(0, L) and orthogonal basis for any D(A®), s € R. Now, for each n = 1,2,. ..,
we denote

Sy = span{si, $2,...,8n}. (29)

Step 1 - Approximants: For fixed smooth data, wg € D(A) and w; € H2, we can construct two
approximating sequences {w{ }°2; and {w]}72,; such that

n=1
n n
wy = Z (wo,s5)s; €S, and wi = Z (w1, 55) 85 € Shp. (30)
j=1 j=1
By construction: wh — wy in D(A), wl —w; in H2. (31)
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and we can proceed to define smooth finite-dimensional approximations,

n

w(x,t) =) q;(t)s;(x),

Jj=1

where each ¢;(t) is a smooth function of time.
From the weak form, , we construct a corresponding matrix system by taking ¢ = s;. We define
the following spatial four tensor for ease of writing:

z]kl ((lsz mc¢] wm7¢k x¢lx) (32)

Interpreting ¢;s; as a sum, we have the separated form of the equations:
4/ (si,55)] + Dai [57 (si, 55)] + Dg? [Siiij + Sjiii] = (p, 57), (33)
where primes represent J;. Initialization is given by
¢;(0) = (wo, s5), q;-(O):(wl,sj), j=1,2,....

We may then invoke standard ODE existence and uniqueness for this finite dimensional system.
Noting the hypotheses on py, pir, we obtain a solution {q] L € C3(0,t%), for some small t*(n).

Step 2 - Energy Level 0: The estimate below for on the approximant w™ follows immediately
using w; as the multiplier in the equations 7, taken with ¢ = ko = 0:

t
Ey(t) = Ef(0) —i—/o (p,wi)dr for all t >0,

where 1
Eg(t) =5 [w'||* + D|wi,|1* + Dl lwiwp,|?] - (34)

Now, via Young’s inequality and Gronwall applied to , and noting that by (31] . ) that {E{(0)}2
is uniformly bounded in terms of the initial data ||(wy, w1)| %> we obtain:

n=1

Eg () < fo (IIpll 2220, lwollpays llwillz) €2 for all ¢ > 0. (35)

The function fy is increasing in its arguments. The estimate in (35 ensures that the time of existence
for the approximants, t*, is independent of n.

Step 3 - Boundedness of wj}(0): We will consider E(t) as the natural “energy” corresponding to
the time-differentiated version of the stiffness-only equation (¢ = ko = 0). For this calculation it is
pivotal to establish boundedness of the sequence {wl(0)}5%; in L?(0, L). To that end, it is true that
the following holds for all p € S,,, n =1,2,.. .

(why + Dow" — DOy [(wiy)*wi] + Do [wiy (wy)?] — p,¢) = 0. (36)

We consider ¢ = s;(z), j =1,2,...,n. Then, multiplying by ¢} (t), summing over the j's, and
rearranging the terms we obtain:

lwi|* = (p,whi) — D(0zw", wiy) + D (Do ([wi]*w}), wjy) — Do ([wi]*wyy), wiy). (37)
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Owing to the C3 temporal regularity of w”, we can take ¢t = 0 in the above expression. Therefore,
using (i) the expanded version of [NL Stiffness] shown in Remark[3.1] (ii) the Sobolev embedding
into H! < L*°, (iii) and Poincaré for various derivatives, we have:

[[wi O] < 1P| + [y ()] 1105w O + [t ()] [[wgiae ()] + (1 + [Jwit, (0)[) [|0zw" (0)]].

The expression on the right-hand side is bounded. Indeed, by (31), ||87w™(0)|| < ||wol|p(4)- Moreover,
by hypothesis, since p,p; € L%(0,T;L?(0,L)), ||p(0)]| is interpreted as a temporal trace [15], with
PO < 1Pl a1 0,722 (0,1))- Hence we conclude that

lwiz ()] < f (eIl o220, [1wollpgay) - (38)

Step 4 - Energy Level 1: Our goal now is to form the E;(t) energy which will correspond to time
differentiation of the stiffness dynamics. We note that time differentiation does not affect the boundary
conditions for w"(z,t) = > ¢i(t)si(x). Hence, after proceeding with appropriate integration by
parts, isolating conserved quantities, and gathering similar terms, we obtain the a priori identity:

|

[||wtt”2 + DmetH2 + D||wmth‘|2 + D”wmthHZ} (39)

d
= _% |:4D(wzwxszxthxt) + (pt» wtt) + 3D(wxxwxxt> wgt) + 3D(wztha wgzt)

| =
U

t

We have omitted the superscript n here and in the estimation below for ease of presentation. The
identity above is integrated in time on (0, ), with an eye to utilize a version of Gronwall’s inequality.

Remark 4.2. As an a priori estimate, the equality above holds for approximate solutions, which are
appropriately smooth; this can be seen by operating directly on the ODE system , differentiating
in time, multiplying by ¢ and integrating in time.

Accordingly, we define the energy E7'(t) precisely, corresponding to smoother norms for a solution:

xxt

1
B (t) = 5 [llwill® + Dlfwgs|* + Dllwiwi, |[* + Dljwiwiy|l*] (40)

Now, we must bound/absorb the unsigned quantities in the energy identity above. We first
note some important intermediate inequalities. (We have freely used: Young’s inequality, Poincaré,
Sobolev interpolation, and the continuous embedding H'/2" (0, L) < L*°(0, L).)

1. 3D ‘(wrzwxmtvwgt” < 3DmetH%°°meH fwazt|| S meH4 + metH4
2. 3D |(wowat, Whey)| < 3D||wa|| oo [watl| oo || weat|* S |lwea|[* + [ wamd|[*
3. 4D ’(wxwzm;thwxwt)‘ < 51szwrth2 + Celema:thH2 < EluwxwxthQ + Csl metH%oonerz

To continue our estimation of [3| above, we interpolate the term |[wy||% as follows:

watH%oo 5 |\wt\|§/2+6 5 ||wt||1/2—e ||wmmt||3/2+e-

Substituting the above in [3|and then utilizing Young’s inequality in the (p, q) setting we obtain:

AD (W Wag, WetWeat)| < 51||wzwmt||2 + C€1||wt||1/2_6 mez‘/Hg/Z—’—6 ||wm|‘2 (41)

< 51mewmt”2 + Cmcsputh(l/g_e)q mexHQq + C€15prth(3/2+E)p-
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We choose p > 1 such that (3/2 + €)p = 2. Hence, by fixing € = 1/4, we obtain p = 8/7 and ¢ = 8.
Inequality in becomes:

4D ‘(wxwxm thwx:ct)| < 51wawxxtH2 + Oalcap||wt”4 + Ca1 Cap’|w:ca:||32 + CaﬁprthQ.

Choosing €1 and ¢, sufficiently small, we can absorb terms by E7(t) on the LHS of . Thus,
using in passing to the limit on the RHS, and invoking the result from , we arrive at the
estimate:

¢
EY(t) < f1 (pts |lwollpays [lwillmz) + f2 (p, [[wol [peay, [Jwi]lg2) ¢+ C/O [ER ()P dr. (42)

Note that C' > 0 above does not depend on wg,w; or p. The functions f; and fo are smooth,
real-valued functions, increasing in their arguments. In particular, the function f, is obtained after we
apply to the norms ||wee||*, ||we||[* and ||wee|[*? that appear on the RHS of the estimates (1)—(4).
Dependence on p we take to mean dependence on the norm ||p||z2(o +12(0,1)) (mutatis mutandis for pt),
as in the previous step.

Hence, using the nonlinear version of Gronwall’s inequality [11], we obtain a local-in-time estimate:

n fi+ fot
B0 < 15T+ p

=M (t), 0<t<T* where T* =sup {C [fit+ fot?] <1}.  (43)
t>0

Remark 4.3. Following the assumptions of Theorem requiring p € H 1206(0, oo; L?) is done here since
the version of Gronwall we utilize for requires f1 and fs to be continuous functions in time.

Then, for any fixed T' < T™, we have that constitutes a uniform-in-n a priori bound on
E}(t) < M{(T), te[0,T], where
M{(T) = M (t); 44
(1) = max M(1) (44)
this quantity depends only on fixed norms of the data and 7.

Remark 4.4. Tt is also important to note that, for a fixed ¢, Mi(t) is an increasing function in
|(wo, w1)|| s that vanishes when p = wy = w; = 0; this is used for continuous dependence.

From , we conclude that the Galerkin approximations satisfy a local-in-time bound by the data
on any interval [0, 7] with T' < T*E).

Whenever the initial data (wp,w;) € 2, as well as p, are fixed, then T* is fixed; hence, for the
existence portion of the proof of Theorem we take T < T* fized and consider t € [0,T].

Step 5 - Additional Spatial Regularity: Unlike the standard approach, we cannot obtain the
needed additional boundedness of 92w by going back through the equation (with additional regularity
of wy established). To obtain further regularity of solutions, spatial differentiation is used.

Remark 4.5. Owing to the high order boundary conditions, one must take care in this process. We
note energy identities associated with one spatial differentiation result in problematic trace terms that
cannot be controlled by the conservative energetic terms. Moreover, as spatial differentiation produces
mixed time-space terms, we do not proceed to obtain an energy estimate in this scenario; rather, we
utilize an equipartition multiplier and integrate in space-time, which will provide control of the term

4 2 2
10z0]L20,02(0,0)) — Wl 220 4,22(0,1)

the latter term is controlled by the estimate in the previous step.

5Conversely, given T > 0, there is a ball of data small in the sense of 3 F;(0) for which solutions exist up to 7.
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To obtain the a priori bound, we multiply the equation by diw and estimate.
(wit, Oqw) + D (9sw, Oqw) — D (9 [wywy], 03w) + D (92[waepw?], Oqw) = (p,dpw) . (45)

Note that as in Step 3, this can be justified by multiplying the weak ODE form by Ajq; (see [23]).
We integrate the above in time on (0,t). For the first term of we integrate by parts:

t t t
t
/ (wtt,a;lZU) :/ (w:pxttaw:px) = (wzxtawmx)‘o _/ ||wx:pt||2
0 0 0

For the remaining of the terms in (45 we identify positive quantities and gather terms.
L a2 4,112 ! 2
D [ [0kl + llw.0bulP)dr — [ [l Pdr (46)
0 0

=Aﬁm%m (W%)—unwwwm@rﬂw—wmwm;
We now bound the expressions that appear on the RHS above.
L (et wan)o| < a1 e (1] + w2z (0) ] [0 0)]
z\@x&w\scumW+fWﬁwP

3. D |(wyy, Ow)| < 8||0zwl|” + Csl[wasl |70

itCC’ x

< 5H8§w|’2 + C'(;meH%oonmHZ 5H84w|’2 + CéwaJ?Hl/ereHwJ»‘tz

< ol|azwl | + Cs[|lw]]5 ™ fwee P~ ||waa| [ (take € = 1/4)

IN

81104l [? + Csopllwl| /PP + Cs, 5, [l (take p = 4/3)

VAN

(8 + Cs0p) [|03w][2 + Ci g, [

4. 4D |(waWzzWaze, Fyw)| < |0zw]* + Cyllws|[Foo | [waa || F oo [[wiaa |

1/2+
< nllogw| P + Cyllwsell® |wael > wl]y ] [lwezl| [Jw[la]  (take e = 1/4)

7/4)p
< nl|ofw]2 + Compl[w] |7 + Copp [l |79 (take p = 8/7)
< (n+ Cynp) 105w + oy, ||wa| [

We choose ¢, 0, 9,,7m,m, so that, upon integration, fg ||0w]||?dr is absorbed by the LHS of .
Hence, by denoting
2
V(1) = D||0%w|]* + D|[uwsd

and V"™ (t) the above functional evaluated on w"”, we estimate as:

/0 V*(r)dr < f3(t,p, E§(0), ET(0), Ey(t), EY(t)) forall ¢t € (0,77, (47)

where we have invoked the estimates from the previous level and , and T < T*. Again, f3 is
increasing in its arguments, and dependence on p is taken as in the previous sections.
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Remark 4.6. Note that is not a true energy estimate in the sense of pointwise-in-time control of an
“energy”. The estimate above highlights the need to first close the higher time estimate for solutions
in order to use the equipartition approach.

Based on the boundedness of of Ef(0) and ET(0), along with the combination of ,, ,
we deduce that

t
/ V*(r)dr < f3 (t,p,pt, HUJOHD(A)a leﬂH*z, Mf(T)) for all t € [0, 7). (48)
0

Combining and , we arrive at the final energy estimate for boundedness of

W™ 2 0,750(4)) + meLw(o,T;D(Al/2)) + [lwigll Lo (0,7522(0,)) < C(data, T'), (49)

where T' < T™ as in and the dependence on “data” is as in the RHS of . This bound holds for
the associated subsequential weak limit points and provides additional compactness below.

Remark 4.7. Denoting w as the function corresponding to the weak/weak-* limit above, we see that
w € L2(0,T; H*(0, L)) and w; € L?(0,T; H2); hence we obtain in the standard way [15] the auxiliary
bound for w € C([0,T); H3(0, L)).

Step 6 - Limit Passage and Weak Solution: With higher a priori bounds in hand for smooth data
wo € D(A), wy € H2, we proceed to pass with the limit and construct a weak solution satisfying
with ko = ¢ =0and 0 =1 on any [0,7] for T' < T™*(wg, w1, p).
From , Banach-Aloaglu yields existence of a subsequence {w™ };~ | and associated weak limit
point
we L?(0,T;H*(0,L)) N H' (0,T; H?) N H? (0,75 L*(0,L)), such that (50)
w™ —we L*(0,T;D(A));  w* —=w € L*(0,T;HY);  wy = wy € L*(0,7;L%0,7)), (51)
with compactness of the Sobolev embeddings and Aubin-Lions ensuring strong convergence for w,, in
L?(0,T; H?).
Now, based on Definition (I in order to identify w as a weak solution, it must satisfy the weak
formulation with k2 = ¢ = 0 and o = 1. Identification for linear terms in ([26)) immediately follows

from the above weak convergence, whereas the two [NL Stiffness| terms require more attention. For
¢ € H2, adding and subtracting mixed terms, we obtain (omitting temporal integration):

([wgk]zw% - wgwxﬂmﬁf)zx) < ([w;”“]2(wg’; - wa:x)7¢m) (wxa:([wnk] ) ¢m)
< [Jwp|[Fee (Wi = waas doa) + | buall [wael| [|[wi*]? — wl]| Lo
< ||wisl* (w —wm,¢m)+ [paell [weall [Jwz* + wel[Loe[[wr* — we|| Lo
< |waal? (W — waw, zz) + 2 [[buall [[waalP i — well1j2ee

— 0 as k:—>oo.

The above calculation requires no additional regularity of solutions, and follows from bounds at the
baseline energy level Ey, i.e., w,w™ € L*(0,T; H2) N W1(0,T; L*(0,L)). Below, we isolate the
problematic nonlinear difference, and critically use additional regularity gained in the preceding steps.

([w?a?]Qka - w:%xwmaﬁbw) < ([w2§]2(w — Wy), d)r) (ww([w%] ) ¢x)
< ||| oo [[wiih || [Jwpk —wzllLoo+||¢a:||L°°|\wz!|L°°H[w"‘“]2—wg%xl\
< | Gaell [0k |Pllwpk — we || + [|¢ael| el [[whk + weel| Lo |[wi — wee|

< ||zl meH [wek — Wez|| + 2 ||@za]| |waz|| | weza|| [|weh — wazl]

—0 as k — oo.
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We emphasize the need for strong convergence for w™: in L%(0,T;L?(0,T)) obtained through com-
pactness of the higher estimates.

Remark 4.8. Algebraic manipulations of the difference [w?%]2w?™ — w2 w, reveal a clear compact-

xrx x

ness gap for limit passage at the level of only [|w?:|| boundedness. An alternative approach for the

identification of limit points for {{w?%]?w? }2°, (which uniformly bounded in L'), would be to utilize

the Dunford-Pettis weak compactness criterion in L'. However, associated multiplier estimates bring
about non-trivial commutators corresponding to the quasilinear nature of [NL Stiffness].

We conclude that the limit point w, as above, satisfies the weak formulation with ko =1 =10
and o = 1, and is thusly a weak solution.

Step 7 - Strong Solution and Free Boundary Condition: With a weak solution w(z, ) in hand
corresponding to smooth initial data, we have immediately that the solution is strong, by Definition
and the regularity afforded by (51]). This concludes the proof of Theorem O

Naturally, we would like to show that the strong solution constructed above satisfies the PDE
pointwisedly, as well as the higher order boundary conditions.

Corollary 4.2. Strong solutions w(x,t) as described in Deﬁm’tz’on@ satisfy equation with o =1
and v = ko = 0 almost everywhere in space and in time. Additionally, they satisfy the free boundary
conditions: Wyy(L,t) = Wype (L, t) =0 for all0 <t <T.

Proof of Corollary[4.2 The weak limit w constructed above satisfies:
(wtta Qb) + D(wmc, Cb:m:) + D(wixwm, be) + D(wgwmza Qbmz) = (pa d))a V¢ € Hfa a.e. t. (52)

Having in hand the regularity given in , we undo integration by parts in evaluated on test
functions to obtain the strong form of the PDE. That is:

(wtt + D@;lw — Do, [wfmwx] + DOy [wmwi] -, ¢) =0, V¢e(C§°(0,L).
Via density, we have:
Wy + D@iw — Do, [wfmwx] + DOy [wmwi] =p ae. zx, aet, (53)

and thus the PDE in is satisfied a.e. x pointwisedly for a.e. t.
Since w € H? by construction, we must verify the free boundary conditions. Undoing the integration
by parts procedure and invoking results the following boundary terms:

02 (L) (wez (L) + i (L)wye (L)) = (L) (wera(L) + we(L)wi, (L) + w3 (L)weee (L) =0, (54)
for all ¢ € H2, holding a.e. in t. But, as in Remark w € C([0,T); H3(0, L)), and so we can write:
O(L) (1 + w2(L)) s (L) = ba(L) (wan (L) + w(L)wza(L)) — S(LYwrn (L), (L),
where the RHS is continuous function of time. Now, consider the subclass of ¢ € Hi N H2 C H2. Then,
Wee (L) (1 + wg(L)) ¢, (L) =0 for all such ¢.

By the surjectivity of the trace theorem, there exists one function so that ¢, (L) # 0, and thus

Wy (L) (1 +w2(L)) =0 = wye(L) = 0.
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Now, consider ¢ € H2. Again, by the surjectivity of the trace theorem, there exists at least one ¢
so that ¢(L) # 0. Using this ¢ and the fact that wg,(L) =0, yields:

Wega (L) (1 + wg(L)) =0 = Wy (L) =0.
Thus, we have verified that the free boundary terms w,, (L) = wg..(L) = 0 are satisfied. O

Remark 4.9. Tt is particularly important that strong solutions remain in % = D(A) x D(AY?) for
data (wp,w1) emanating therefrom—namely, exhibiting regularity and satisfying all four boundary
conditions. This, for instance, allows us to use Poincaré repeatedly on the solution, so, for a strong
solution w, we have the norm equivalences: |[|9jw|| ~ [|lw||gao,0) ~ |[w|lp(a)-

4.3.2 Uniqueness and Continuous Dependence

Now, consider two strong solutions, w and v whose difference z = w — v satisfies:
e + D(‘)ifz — Do, (wfmwx — vfmvm) + Do? (wmwg — vmvg) =0, (55)

as well as the strong form of the boundary conditions at x = 0 and « = L and associated initial
conditions zp = wy — vp and z3 = w; — v1. We consider the dynamics above on ¢t € [0,T], where
T < T* = min{T*(wo,w1), T*(vo,v1)}. We multiply by z: and integrate over x € (0, L).

For linear terms we have standard conserved quantities, ||z||?; D||zzz||>. We now take a closer look
at the nonlinear differences. Note that the regularity of strong solutions in Definition |3]is sufficient—
specifically w; € L?(0,T; H2)—to permit the calculations below.

1. (82 [wmcwg] 7Zt) - (ag [Uxxvg] 7Zt) = (wIZng% - w;%vmmzxxt) + (wgvxx - Uxarvza Zxxt) ,
Examining each of the resulting terms above yields:
1d

(i) (w:mwg - wivmxv Zaca:t) = (w3237 Za:xzac:ct) = wazxxHQ — (’U)xth, Z:%:r)

2dt
(11) (wgvxa: - ’sz’Ui, Zmzt) = (Umz [wi - Ug] 7zxmt) = (sz [wx + Uz] 7Z:):Zx:vt) .

2. — (817 [wfmwx] ,zt) + (Bx [vixvx] ,zt) = (wixwx — ngvx, zxt) + (wfmvm — v%xvx, zzt)
Like before, we examine each term separately:
1d
2dt

(1) (w;%zwm - w;%xvma th) = (wgz, Zrzmt) = waxZwHQ - (wmmwx:rh Zi)

(11) (wixvx - Ugmv:cu th) = (Ux [wim - in] 7th> = (U:t [w:m‘ + U:t:c] azzxzxt) .

Combining the linear terms along with [I] and [2| we obtain:
= (124l + Dz 2 + Dl[wy 20l + Dlfwea o] (56)
= D (wmwzt7 Z;%x) - D (Ua:ac [wx + vac] 9ZZ‘ZZ‘Z‘t) + D (wa:acwxxta Z%) - D (Ua: [wwx + Ua:ac] 7Z:va:zart) .

The expression above cannot be directly estimated, but we exploit symmetry in the polynomial
nature of the nonlinearity by swapping the roles of w and v in the previous calculation (equivalent to
subtracting v from w), adding the two identities, yielding the (now) symmetric identity:
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d Dd
=26l + Dllal ] + 3= |llwazzal 12 + o2zl + llwas 20l 2 + l[0za]1?] (57)

= D(wxth + UpUst, Z?gz) +D (wxxwxxt + VexVzaxt, Z;%) - D( [wxaz + Uxac] [wx + U:c] » ZaZaxt T Za:xzxt)-

Now, the third term in the above line sees z-regularity higher than that appearing in the “energetic”
(i.e., positive, conservative) portion of the identity. The key step is to rewrite this term, moving time
derivatives onto individual trajectories treated as coefficients—so as to exploit bounds in higher norms
for individual trajectories, as well as the particular quadratic factorization appearing here.

D e+ ] 10+ 2] 227t + ezt ) = Do ( (e + ) (i + v2) 22700
- D(@t [(Wez + Vaz) (We + v2)], zgczxx).
Denote:
E(t) = Hthz + DHZMHQ + g wazm||2 + vazmHz + mezx”z + Hvzxszz]'
Then, becomes upon temporal integration:

E(t) =FE0)—-D ((U);m; + V) (wx + 'Uz) 7Zmza:m) :)

t
+ / |:D (w:r:th + VpUgt, Zf;x) +D (wmcw:c:r:t + VpzVzat, 2323)
0
+D ([wxazt + 'szt] {wx + Ux], Z:):Zxa:) + D ([wxx + U:t:r] [th + vxt]a szxx)] dr.

The RHS terms are estimated in the following way, using the Sobolev embeddings and Poincaré,
with an eye to use Gronwall:

1. D }(wxth + Vg Vgt ng)‘ < ||wxth + U:vvxtHLoona:xHQ
S (ewaall lwzatll + ozl vzl ) 12021
2. D | (Wit + Ve, 22)| < |rzx||%w(||wm|\ lwaatl] + [[vzall ||vm||)

S (sl 1wastl| + ozl | ozall) 202

3. D ‘([wxmt +Uwa:t”w:c +Ux]7zmzxm)| S Hwa: +UxHL°° HZ:CHLOO Hwaca:t +UacactH HzacacH
S (lwzzl| + [Jvzzl]) (wzatl| + [Jvzatl]) ||ZMH2
4. D |([wxx +Ua:x][th +Uxt]azxzxx)| < wax +Ua:x” ”Z:cHLOO wat +Uxt”L°° ||Zxx”

S (wazl] + [Jveal]) (lwzat]| + ||vzat]]) ||zxz||2
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5. D ‘([wﬂ?ﬂc +U$$][wa: +’U;5]Z$,Z$$)’ < Cel (’LU,’[))HZQ;HQ +€1HZ$$H2
S Cey (w,0)||2]] [|z20]| + €122

< Cepea(w,0)]|2 + (e1 + €2)|2aal

t
5ammWﬂ/Wﬁmﬂmwﬂ+w+mmmﬁ
0

where above we have used interpolation and H? norm equivalence in the second inequality, and
the fundamental theorem of calculus in the fourth line. The dependence of C above is in the

sense that C(w,v) = C ([|Wezs + Vagal| ||Wae + val]) < C < sup [HMOH% + Hv(t)”%])
0<t<T
Thus, choosing &1, €5 sufficiently small, and putting together, we obtain:
t t
E(t) <e(l+ C(w,v))E(0) + C(w,v)/ E(r)dr +/ K(w,v)E(T)dr. (58)
0 0

We again note the dependence of K (w,v) in the sense of:
K(w,v) = K (|[wee + vaall [wzat +vaael|) < K ([[w]]3, [Jwel 3, [[0][3, [[ve][3)-

The constant ¢ in does not depend on the initial data, nor the trajectories w,v.

Finally, we note the C([0, T]) boundedness (for T' < T*(data,,, data,)) of the quantities C'(w,v), K(w,v)
from the regularity of strong solutions, along with Remarkon the individual trajectories, (w, wy), (v, v;).
Taking supjy 7, we obtain:

E(t) < ClE(O) +Cy /t E(T)dT,
0

where t € [0,T] and we have the dependencies C; (H(wo, w1)|z, | (vo, v1)||2, HpHHl(QT;LQ(O’L))).
The standard Gronwall lemma yields:

E(t) < C1E(0)e%, te[0,T]. (59)

Uniqueness of strong solutions follows immediately, since if (wg, w1) = (vg, v1), the times of existence
are identified and E(0) = 0 gives z = 0 in the sense of L?(0,T; L*(0, L)) for all valid T

Continuous dependence also follows from , but is somewhat more subtle. Upon inspection,
the constants above C; are continuous, real-valued, positive functions of their arguments. Namely, the
Ci(-++), i = 1,2 are bounded when restricting to Br(74;)—see Remark Hence, for (wy, wnt), (w, wy) €
Br(;) we see that z, = w — w, has the property that

(2n(0), 2n,t(0)) — (0,0) € ' = (2, 2n,) — (0,0) € C([0,T]; 7).

5 The Case with Nonlinear Inertia: c =1 =1, ky > 0
5.1 Precise Statement of the Theorem

Theorem 5.1. Take 0 = + = 1 and ko > 0, and consider p € Hﬁc(o,oo;Lz(O,L)). For initial

data (wo,w;) € D(A?)?, strong solutions exist up to some time T*(wo,w1,p) and are unique on their
existence interval. For all t € [0,T%), a solution obeys the energy identity

t t
B+ ko [ lwealBao ) = BO + [ (rwn)onyin
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where E(t) is as in with o =1 =1.
Restricting to Br(D(A?)?), for any T < T*(R,p) solutions depend continuously on the data in the

sense of C([0,T); ) with an estimate on the difference of two trajectories, z = w — w?:

s ([0, 7(0) e < ORI 0, 20) Ly Vee0.T)

Remark 5.1. The dependence T* = T*(|](w0,w1)||D(A2)XD(A2), ||p|\H3(07T;L2(0,L)).
5.2 Proof Outline

For this proof we utilize a modified strategy from the previous section, as the presence of inertia
(and damping) change the sequence of multipliers. Indeed, with the addition of damping (as per the
discussion above), we can obtain a sequence of true energy estimates at various levels, and again
exploit the techniques in the proof of the Theorem [4.1] after closing estimates. Due to the structure of
[NL Inertia], even in the presence of velocity-regularizing Kelvin-Voigt damping, further additional
regularity (hence higher estimates) will be needed in the construction of solutions and their uniqueness.

5.3 Proof of Theorem IE
5.3.1 Existence

The setup here is the same as in Section Since the inertial term and damping (¢« = 1 and kg > 0)
are additional terms to the stiffness equation, we will proceed through the relevant calculations cor-
responding only to [NL Inertia] ([NL Stiffness| calculations are unchanged). Kelvin- Voigt damping
appears in the final estimates with no discussion, owing to its linearity.

Step 1 - Approximants: Again, consider smooth data, wy € D(A?) and w; € D(A?), and take
Fourier partial sums as {wg }2°; and {w]}2° . Then, as before, we have:

w — wo in D(A?); w} — w; in D(A?) (60)
and "
wn(m, t) = Z qj(t)sj(w)7
j=1
for ¢j(t) smooth functions of time. Throughout this section we freely use ™ = —(1/2) [¢ [wp]?d¢.

From the weak form, (this time taken with « = 1 and ko > 0), we construct the corresponding
matrix system using the tensors S;jx; from and

Tijrl = </Ox Gi Pz /090 </>k,z<f>z,x> . (61)

Remark 5.2. The following calculation for the inertial tensor connects Z;;j; back to the weak form ([26]):

Tt = — /0 ’ Ka / ’ /0 5 ¢i,z¢j,zdszdé> /0 ) ask,ml,xdf] d = /0 ’ K / ’ /0 5 ¢i,z¢>j,md€2d£> m,ml,z] d.

Analogously to , we then have the separated form of the ODE system:
af (sivs5) + 4 (0)* + (6)*@i] Ziaij + ko [67 (56,55)] + Dai [k (s, 55)] + D [Sisij + Sjias] = (0,55).  (62)

Although this ODE system is not an evolution (it is quasilinear in time), it is polynomially nonlinear
in the ¢;’s. Thus, via the implicit function theorem, we have local solvability for ¢/ in terms of the
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other quantities and lower order terms in q. Therefore, local-in-time, there are C*(0,¢*(n)) solutions,
again noting the regularity assumption on p.

Step 2 - Energy Level 0: For this step we examine the inertial term that corresponds to Level 0
which was described in Step 2 of Section “ 1] for the stiffness-only equation (v = kg =

)-
L L x 1d )
Ox wx/ Ut | , Wt | = — / Utt, WpWgt | = — / Utnaa:/ WyWgt | = (Utt7ut) = iﬁHut” .
x x x 0

Denote &y (t) = Ey(t) + Iy (t) > 0, where Ij(t) = fHut || and EJ(t) is as in (34). Estimating

conservatively, we have:

t
En(t +l<:2/ [l |2dr < E2(0 /||p||2 /Ogg(f)df for all ¢ > 0, (63)

)
n=1

From and up = — [ Wewgr, 50 |Jug]| S |[w||par/2y[we]| pearszy- 1t is immediate that {£5(0)}
is uniform-in-n controlled by |[[(wo, w1)||p(41/2)- Hence, the standard Grénwall inequality yields:

&5 (t) < go (p, [lwollpay, lwil] ar2) et’? for all t > 0. (64)

The function gg is analogous as that described in .
Step 3 - Uniform Boundedness of Initial Inertia: To utilize the additional a priori bound de-
scribed in the next step, we need the quantity ||wp(0)]? + ||uZ(0)||> to be uniformly bounded by appro-
priate norms on wg and wi. Our proof of uniform L?(0, L) boundedness {w?(0)}22, in Step 3 in the
proof of Theorem [4.1] cannot be invoked for this calculation, since additional terms now appear in the
equation for . =1, ko > 0.

From the equation, approximate solutions satisfy the relation

Hwtt||2 + D(@ w" wtt) + k2 (a4wt ’wtt) D(0x([wy

Z‘Q)]

L
#(onfur [T ) = o). 9
x
Examining the inertial term:

L T T
2
(00 [ [ ] ) == (ot [ wate) =+ (o [ ).
x

where we used the expansion of uy in terms of w as in (17)). Combining everything, we have the identity:

2w, wit) + D (O ([wh]2w!,), wi)

x T rxr

w2+ Rl = () — (u / [w;ltf)—kz(aiw?,wz) (66)

— D(9pw", wiy) + D(0x([wyy]*wy

wy ), wiy) — D(ar:v([wx]an )s W)

ZDJI}

Since approximate solutions (and p) are continuous in time, we take the time-trace at ¢ = 0 in
and use Young’s inequality to obtain the estimate:

i O + ufi O < 6lfufs (0)[* + csllwiz (0)][* + el [wi (0)] [
+Cs[Hp(0)|!2+!\3§w?(0>!\2+|13§w”( |l (0)]]7
+ [Jwity (0| Jwity (0)1* + (1+IIwﬁx(O)H“)Haiw”(o)!l?}-
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Choosing sufficiently small § and e, and using , we can finally conclude that

[l ()17 + [[uf (0)]1* < C (/[wollpeay, [lwillpay, p(0)) - (67)

This fact will be used below in the next energy level.

Step 4 - Energy Level 1: In this step we proceed with examining the inertial term from the Energy
Level 1 estimate described in Step 3 of Section Our aim is to control the conserved quantity
||uge]|?, corresponding to a (formal) time differentiation of the equations. Differentiating the inertial
term in time and multiplying by wy we form:

L L L
(&Ut |:wz / Utt] 7wtt> - (th / Utt,tht) - (wx / Utttawztt)
X X X

= Il + I2-
L

For 7y, we have Zo = — (/
xr

we obtain:

Ty = (wgse, ure) + | e, ; Wy | = 5@”“&” +£ Utt, ; Wiy | — 2| uge, ; Wyt Watt | -

The second term above will be estimated so that it can be absorbed by pointwise-in-time conserved

quantities. The third term is identical to Z7, and
x 2 T x
/ w?;t + </ wmthtv/ wmthtt> .
0 0 0

7, = </0 (Wi + Wewa) ,/0 wztwmtt> = 1d
Combining these calculations, we obtain:
d 11 ) 3 x ) 2 x ) x z
T §||Utt” + 1 ’ / wil| + (Utt,/ th> = - </ wxwztta/ wzthtt> . (68)
0 0 0 0
Utilizing once more the approximate inextensibility relation, we can rewrite:
d |1 3 x 2 x T z T
P §Hutt‘|2 + 4' / wi|| + (uttv/ U);,Q;t> =3 <Utt7/ wactwactt> +3 (/ wf,t,/ ’wa:t’wztt> .
0 0 0 0 0

Poincaré and the Sobolev embedding into L™ yields:
x 2 x x
[+ (e [ u2) 1+ ]| [ 2
0 0 0
+ (1 +€2) mettH2~

For the unsigned, conservative term on the LHS we utilize Young’s inequality with precise coeffi-

cients:
w [0 )| < Gl + 5 |[ [
0 8 311Jo

which is sufficient for absorption on the LHS of .

T T
Ugtts wxwa}tt> = - <Uttt, / waztht) - Recalling uy(z) = — / [wf,t + wazwmtt] dg,
0 0

4

< C;,

d 3
\ T Colluallt (69)

1 2
i [2||utt| + 1

2
)

24



Now, let us introduce more notation for the estimate resulting from the above formal calculations:

n 1 n|2 3 * 21n
() = gl P+ 5| ]

with E7(t) given in the stiffness analysis by . Compiling everything together and absorbing damping
terms on the RHS, we then have that the approximate solutions w" satisfy:

2
and E7'(t) = ET(t) + IT (1), (70)

t
Er(t) + k2/0 1wl < g1 (P, [Jwollpay, llwillpeay) + g2 (v, [lwollpay, [lwllgz) ¢ (71)

+C/O [E1(T)) dr.

The dependencies for g; and go follow after the application of and . Note that C' > 0 here
does not depend on wgy, wy or p. Dependence on p is taken in the sense of .

Step 5 - Energy Level 2: In contrast to what was done in the stiffness-only estimate for Step 5
of Section [4.3] we proceed to obtain an actual energy estimate for higher spatial regularity. Indeed,
the inclusion of the strong damping ko > 0 allows us to consider improved regularity of the solution
by employing the multiplier 92wy, not permissible when ks = 0. Thus the calculations for the from
Section [4.3] are modified below.

We proceed by multiplying the equation by d%w; and spatially integrating, with appropriate integra-
tion by parts. Here it is important to take note of the boundary conditions associated to eigenfunctions
in Section and hence to approximants w™ and all of their time derivatives as well.

Isolating conserved quantities and gathering terms yields:

1d

2dt
L

= (p, 8§wt) —4D (wxwmwmw,ﬁﬁwt) - D (ng,ﬁﬁwt) — (896 [wz/ utt} ,8§wt> .

[ltaatl 2 + DIIRw|? + Dlwsdw|[2] + kol |

We first estimate quantities associated with stiffness using (as before) interpolation, the Sobolev
embeddings, and Young’s inequality:

L. 4D |(wateoWaaa, Oywr) | < Coyllwael|® + Cs, [|05w][* + 6107w

16/3
2. D |(why, O4wr)| < Ol w0z * + 2| 9wl > < oy (Ilwel 1220 + [0l ) + 62|00

rxr) UxT
where we have used Young’s Inequality p = 4/3 and ¢ = 4. Subsequently, we interpolate ||wg,| |26;{,3 as:
16/3 16/3
meHLoé < |’me1/é+€ < meHlo/gmeH% N me‘|20/3 + ]\8;111)\]4, (72)

where we chose € = 1/4 and used Young’s inequality again with p = 2 and ¢ = 2.
According to the above, we introduce the notation:

B3 () = [Jwgiy|* + DIIOzw"|[* + Dlwg dpw"||*. (73)

We now estimate the inertial contribution above, aiming to control the term ||tz ||?:

L L
<81 [wz/ Utt:| ﬁiwt) = (wm/ Uttﬁi%) - (wmuttaa;lwt)

= Ji + Jo.

25



We can directly bound J; as follows:
71| < Coyllweal|Foe | [use|? + 05[05wi || < Cos,l|0gwl[* + Caylluee| |* + 53] 0gwe]|*.

For Js, we note that uz, = —w,Wee — Werwse, and use this expression to integrate by parts twice:

1
j2 = - (utt7 wxxacwth) -2 (uxxta wxzwarart) + iaHUJJthQ + (ul’l‘tta wwxwart) . (74)

We estimate the remaining unsigned terms:

1. -2 (u:rtta wrxwmmt) =2 (utt> wmxzw:pxt) +2 (Utta w:mvwmxxt) y
we can combine the first term on the RHS with the first in , then control each term:
(1) [ (utt, Wozawaat)| S el |* +1|05w]|* + [Jwzae||*
(where we used Young’s inequality with 1 for the wu; term)

(i1) [(uet, WeaWrzat)| = |(Wezter, Weaar)| < 054H8;1WH4 + C§4Hutt”4 + 54”(93th2.

d

2. (uzztb wzzth) = (at [u:m:t]a w:m:wzt) = df (Uaczta wxxw:rt) - (Ua:xta ww:vtw:rt) - (Umcta w:pxwztt) s
where each term is bounded as follows:

(i)

(i)

9/4
(i) [(Uwt, Werwe)] < 5‘|u:va:t”2 + CE"thH%wmeHQ < 5Humrt|’2 + CauthHL/oo + CanxleBa

| (Uaat, WeatWet)| S Huth4 + watHQLwmetHz S Huth4 + wa:ct‘|4
|

(ux:ptv wmmtht)| = |(wxmutmra w:ptt)| < 053|’8;1’LUH4 + C€3Humxt|‘4 + 53wa:ptt‘|2

where we used Young’s inequality with p = 9/8 and ¢ = 9. Then we use interpolation for ||wg| ](‘z{ﬁ:
9/4 9/4
sl e < el e < Nl gl /%2 < Cey wnl]™ + epl [ I (75)

where we chose ¢ = 1/4 and Young’s inequality with p = 64 and g = 64/63.

By choosing € and ¢, sufficiently small, the above terms can be absorbed. Additionally, we note
that from the previous energy bounds, (64)), ||w}|| and ||w?,|| are bounded in any power in which
they appear.

Denoting:
1
I3 (t) = S llugll and  E5(t) = B3 () + I5(2),

where E3(t) is given by , we can obtain a clean estimate. It is true from that, as before,
{£5(0)},Z, is uniformly bounded in terms of ||(wo, w1 )||p(a)2- Thus, combining with a compilation
of the calculations described in this step and absorbing damping terms on the RHS, we have the
estimate

t
aww%w+mé[m&mﬂw%wwwf
t
< 93 (0t [[wollpeay, lwillpay) + 94 (2, [lwollpeay, !\wl\!Hz)t+/0 [E7(7) + E3(7)]* dr. (76)

We point out once again that the C' > 0 associated to ‘<’ above does not depend on wq,w; or p and
that the denoted dependence on p (and its derivative) is taken in the sense of .
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Hence, disregarding the damping integral and invoking nonlinear Gronwall [11], we obtain:

EM(t) + Ep(t) < — J3 T 94t

< = My(t) 0<t<T; where T7 =sup {C [gst + gut?] < 1}. (77
1 — C'[gst + gat?] 2(t) 1 1 tp{ [93 94} } (77)

From , we deduce that the Galerkin approximations w'™ satisfy a uniform-in-n a priori bound on
[0,T] for any T' < T7:
0 <E(t)+ EX(t) < M(T) = max Ms(t).
te[0,T)
This, along with , provides uniform-in-n boundedness in the associated norms of &, £ and & for
a finite time depending on the initial data.

Step 6 - Boundedness of Initial Jerk: It is apparent from the expression of the [NL Inertia]
in that the existence of strong solutions requires higher regularity of wy. We obtain this via yet
another energy level, corresponding to two temporal differentiations of the equations. To begin, we
again need uniform estimates of ¢ = 0 quantities appearing in the energy estimates. We remark that
the resulting regularity of solutions obtained here is requisite also in the latter proof of uniqueness.
Lastly, we note that in order to obtain this estimate (as well as that in the previous sections for &7
and &£3') with ¢ = 1, the presence of the damping term ks > 0 is critical.

For the upcoming energy inequality for £F'(t), we must justify boundedness in n of {||w,(0)||}=,,
{lJu, (0)]]}.—,. To that end, the weak equations of motion hold on approximants w™ and can be
differentiated in time for any fixed test function ¢. Then, by choosing ¢ = s;(z), multiplying by
q;»” (t) and summing over j = 1,2,...,n, we obtain:

Hw?ttHg +D (a;clw?awgft) + k2 (8;1@”2:71”%) -D (amt [(w:?x)zwm 7wgtt) +D (&cwt [w;‘x(wﬁ)g] ,w;@t)

L
; (am {wzz / u} w) Cnul)=0.  (78)

Differentiating directly, we have wuy; = — f(jﬁ [BWatwWai + Wrway] dE, which yields:
L L L L
<8:ct [w;l / Ugﬁ] 7wgtt> == (at [w;l / u?t] 7wgttt> == (w;bt / u?tvwgttt) - (w;b / u?tt?“’?ttt)
xr xX xX xX
= K1 + K.

For 11 we proceed by undoing the integration by parts which yields:

L
_ n n n n n n
K= <wacact/ Utta“’ttt) — (Wapugs, Wiy) -
X

These two terms can now be transferred to the right hand side and be estimated. For Ko we recall the
expression for uyy above, and by adding and subtracting appropriate terms we have:

X X
_ n n, n _ n (12 n n,_ .n
Ko =— <uttta/ wzwmttt> = [Jugg]|” + 3 (uttt’/ ththt) .
0 0

Grouping everything together, and absorbing ||wZ,(0)||* and ||u?,(0)||?> from the RHS, we obtain:
[ )11 + g )12 < ha (pe(0), O5w™ (0), Dy’ (0), Dwiy(0)) bl =1,2,3,4, (79

with Ay is polynomial in its slots. As we can see from the above expression, it is now crucial to establish
the boundedness of the sequence {94wf(0)} ", in L?(0, L) in terms of the data, (wo,w;) € D(A?).
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To achieve this bound, we revisit the weak form and test with ¢ = 8§sj(x), then multiplying
by q}’(t) and summing over j = 1,2,...,n, yielding (after some integration by parts):

L
foful+ (0 [ut [ ut] obu;) = (v.0%ut) - D (020" 0buf) ~ ko (O2u, Okt
+D (82 [(ng) 2] 84wtt) (8§ [wea (wg) ] 84“’1&1:)

Brute force yields:

L L
5 n n|{ _ 96, .n n 5 n,n 4. n 4
o ["wx / utt:| = Jyw / ugy — 5[0, w ugy + Wyp U] — 1000 Uy + Wiy Uiyy] — Wy Opugy.
T T
4 4 4 4
a LUttt = — [6w$xtw:m:mt + 2wztaxwt + ag;wwa:tt + 3wx:m:w:cztt + 3w$zwmmxtt + wxaxwtt] .
n a4 4 4 w™ 4. n
_( Opuiy; Oy wtt) (8 Uy, —wy O wtt)

= ”a4utt| |2 + 6 (84utt7 mmtwgmmt) + 2 (aiuZta wﬁtﬁﬁwf) + (8;1“1@7 aiwnwgtt)
4 4
+ 3 (8 utt? ;Lxxwzxtt) + 3 (axu?t? ngw;rtlmstt) .

Combining the terms above, we can extract ||02wp||? and ||02ul||? on the LHS. We group the RHS
terms into different categories based on the actions that are necessary to control them. Type 1 is first:

Ty = (p, Opwiy) — D (05w™, dgwiy) — ko (05w}, dawyy) + D (02 [(wiy)*wl] , Opwiy) — D (98 [wi, (w?)?] , dpwiy)
- (8§w" /L u%,@i‘w@) +5 (85w utt,84wtt) (8 Upy, W W) — (8 ul, whOw 7,
T
where for these terms, it is clear that
1] < ha (p, O™, Dby, uiy) + ex[|gwi||* + 1]10zugy] |, 4,5 =1,2,....8, (80)
where hy depends on €1,d1 and is polynomial in its slots. Type 2 is next:

T2 =10 (8§wnugttv aiw?t) +10 ( WU a:a:tt764wgf) +5 ( 2 wtt) : (81)

Wy J:J:xtt’

[e.°]

For this category we will exp101t the fact that ||02ul.||* appears in the LHS and that {u},(0)}>7, is
bounded in L?(0, L) as shown in ([67) which will be used in interpolation for the terms d’uy, i = 1,2, 3.
We show how to control one of the terms appearing in .

| (ot Oxwis) | < Cellwltag | Pllwtaatel* + l|05wit|[* < Cel w11 + Cellufume| P + ell 05w,

TXrT ‘ xxxtt ’

’5/2:

where we used Young’s inequality with p =5 and ¢ = 5/4. Then we use interpolation for ||ul,..|

a2 < Mgl 103ug | ['7° < O, lJufil | + epllOzuiil 1,

where employed Young’s inequality once again with p = 16 and g = 16/15.

Remark 5.3. We can see from the explicit expression of diul, i = 0,1,2,3, that

uz(0) = uiy (0) = ugyye (L) = Uyt (L) = 0.

Hence, Poincaré’s Inequality guarantees that |[ufl||; ~ |[0Lul|| for i = 1,2,3.
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The remaining Type 2 are bounded analogously, yielding:
| To| < hs (Oow”,ufy) + eal|Opwii||* + 6210z |?, i=1,2,....5. (82)
Finally, we have Type 3:

— 4. n a4, n, n 4. n n n 4. n n ,.n
T3 - (8xutt7 8:)3“) tht) -3 (axuth wxzxwxwtt) -3 (8xutt7 wx:rwxzztt) .

For this category, we interpolate the terms diwy, i = 1,2,3, exploiting the fact that {wi(0)}2, is
bounded in L?(0, L) as shown in . We omit these details, as the calculations are identical to those
described for Type 2. We obtain the bound:

|T5] < hy (0w, wiy) + es||0pwiy||* + 03] |Ogupy]|*, i =1,2,...,5. (83)

Combining , and , absorbing with ej, J; small, and taking the (valid on approximants)
time trace at ¢ = 0, we produce the following estimate:

(04w (0)] 12 + [ )2 < B (p(0), o™ (0), Dawft(0), wih(0), wf(0)) , i,j = 1,2,...,8.
By combining and , we can finally write (79) as:
iy (017 + [|ufiy (0)[[* < C (p(0), pe(0), [lwollp(az), [1willpaz)) - (84)

Step 7 - Energy Level 3: With the initial jerk bounded, we proceed with the higher energy estimate
corresponding to two time differentiations of the equation. The formal identity (applying 9?7 to
and multiplying by wyy) is:

|
2 dt
= D(wmth> w;%g;tt) + D(wmxwrzta wgzctt) - 4D(wmmwmrtwa¢t7 wmttt) - 2D(wzw92mtv wmttt)

lwiat||? + Dl|waget]|* + D|[wewget||* + D||wegwae||?] + kollwazes| |*

- QD(www:pxwzxth wzttt) - 4D(wmxthth> wmxttt) - ZD(wxxwgw wxzttt) - QD(wmzwxwztt, wxzttt)

L
— <8xtt [wx/ Utt} ;wttt> .

We bound the RHS, in line with previous sections, using the Sobolev embeddings and Young’s; the
estimates from stiffness terms are straightforward. Inertia is handled as in previous estimates. After
two temporal differentiation we have:

L L
(8xtt |:w:(: / Utt:| awttt> = - <3tt |:wx / utt:| 7thtt)
X X
L L L
= - <w:ptt / Utmwzttt) -2 <th / Uttmwzttt) - (ww / utttta“’:pttt)
X X X

= Ly + Lo + Ls.
We bound £; and L as:
L [L1] S Nwasl|noe Jugel] [wareel] < CeplJugel|* + Ccr || waane||* + €7l | waatee||?

2. |La] S Jwael|poo || |[wane]| < Cegllwaael* + Ceglluiw]|* + esl|waatuel .
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The term L3 creates the desired conserved quantity (again using the explicit representation of wuy):

x 1d L
L3 = (Utttta Uttt) +3 (Utttt,/ wzthtt> = 53”“&7&“2 +3 (/ Utttt, ththt> .
0 t T

The additional term that was produced above can be manipulated as follows:

X d X X 9 X
(utttta / w:pthtt> de <Uttta / thwmtt> - <uttta / tht) - (Uttt, / thwmttt>
0 1 0 0 0

dMy
7 + Mo + Ms.

Now, My and M3 will be moved to the right hand side and estimated as follows:

L (Mo S [Jugel)® + [[w2el1* S sl * + Nwaee | Foo llwase ]2 S Nueeel* + |Jwzar])*

L
2. IMs| = ‘(th/ Utttywa:ttt>‘ < N|wat || oo [Jugee]| [|waeet|]] < CegHw:ca:tH4 + CaQHUtttH4 +E9waa:tttH2‘
x
The M is more delicate, since it must be absorbed by conservative quantities:

M| < ellugee > + Cel[wael 2o [wael[* < elluel [ + Cellwatel[yo + Cellwae||'®

< ellugee]|* + Ceepllweel|'® + Ceepllwaane||® + Cellwae||'®,

accomplished as in ([75).
Moving on, we compile the above calculations into an energy estimate, taking

1
[[Jwete [ + D||wagee||* + Dl|wewagse||* + Dl|wazwen||*]  and  I3(t) = §Huttt\|2,
and subsequently  E3(t) = E3(t) + I3(t). Thus, by invoking and to guarantee the uniform
boundedness of £3'(0), we obtain:

Es(t) =

N |

t
E3(t) + k2/0 Wit ldT < g5 (9, Pe, i, [|wollpazy, lwillpeazy) + g6 (0; l|wollpay, llwill gz, M3) ¢
9 t t
+Zej/ Hw;‘mtttHQdT—i—C/ €02 dr for all ¢ € [0, T,
j=1 70 0

where T < T} and M5 (T) are as in (77)). In addition, C' > 0 does not depend on wy, wy or p. Absorbing
the damping terms, we finally obtain through another application nonlinear Grénwall:

0<t<Ty where T} = min ( sup {C [gst + gat?] < 1 ,T*). 85
_1—C[g5t+g6t2] = 2 2 i (tp{ [93 g4 ] } 1 ( )

As before, this yields a uniform-in-n a priori bound on solutions in the topology corresponding to &3
on any [0,7] for T' < T. We remark once again that the regularity of p considered in theorem
is necessary for ensuring that the functions g1, g2, . . ., g¢ are continuous functions in time, as required
by the version of the Gronwall lemma we employ.
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Step 8 - Sufficient Regularity for w;:
Regularity for the damping (with smooth data) proceeds standardly, through the equation:

l10zwi | S Wbl =+ [wiil] + e | 1103w [+ [[wia || [[whee|* 4+ (14 [wiy][*) 18zw" || + [Jwiy ]| [fuf]|-
Using we can deduce that
||0dw?|| is bounded in L*(0,T; L?(0, L)), (86)
for any T' < Ty'. Thus, combining and and , we can finally obtain a priori bounds:
[w"™|| Lo (0,7:D(4)) + Wil |z 0,7004)) + Wikl Lo 07;12) < C(data, T), (87)

(among other controlled norms), where “data” indicates dependence on (wg,w;) measured in norms
up to that of D(A?)2.

Step 9 - Limit Passage and Weak Solution: With our a priori bounds in hand for smooth data
wo € D(A?), wy € D(A?), we proceed to pass with the limit and construct a weak solution satisfying
with ¢ = ¢+ =1 and k9 > 0. The boundedness of the terms in yields to the existence of a
subsequence {w™}7° | and a limit point w € H' (0,T;D(A)) N H? (0, T; Hf), such that

w™ —=we L?(0,T;D(A);  w —=w € L*(0,T;D(A));  wp — wy € L? (0,T; H?).

We must show that w satisfies the weak form , in this case with ¢ = ¢ =1 and ky > 0. The
details corresponding to limit point identification for [NL Stiffness] are identical to those in Step 6
of Section thus we focus on [NL Inertia] terms.

We first show that uy® — uy in L? (O, T; L?(0, L)) To that end, we consider the differences:

L 2 L
/ ([wﬁf]z - w:%t) / (wg* wﬁft — Wy Wgtt)
X X

We will show that both }; and )» go to zero as k — oc.

2

= Y1+ Da.

il

% — ]| < \

V1 S lwgt + watl[Foe llwyt — wael* S llwaaelPllwgf — wael* — 0 as &k — oo,

Vo < [ (wyfy — ware)|* + [Jwar (Wi — wa)|* < [Jwi || L ity — watel* + [[worel oo Wi — wal[?
S Nwaa| Pllwgfy — woul * + [[waen [P} — wall®

—0 as k — oo.

Now, in order to pass to the limit for the [NL Inertia] term we need to show that

L L
(U];;Lk / uzka ¢z> — <wm/ Utt, ¢33> for all ¢ € HE
xT xX
L L L L
‘(wg’“/ uyt — w;,;/ Utta¢m>‘ < ‘(wﬁk/ [y — utt]7¢x> + <(w2k - wr)/ uft’¢x>‘
x €z z *

< 1@l oo [fwie* || gt — weel| + [ @l oo [Juge || [|wi — well
< 1@l oo llwal| [uty" = weel| + || @al| oo [uael] [Jwi* — wal]
—0 as k— oo.
Hence, w satisfies the weak formulation with ¢ = ¢ =1 and k3 > 0. With a weak solution
w(x,t) in hand corresponding to smooth data, we have by Definition |4] that the solution is strong, via

the estimate that provides the necessary regularity for w, w, ws.
And thus we have proven theorem
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Corollary 5.2. Strong solutions w, described in Definition |4}, satisfy equation with o =1 =1
and ko > 0 in the sense of L?(0,T; L?(0,L)). Additionally, they satisfy wyz(L,t) = Wepe(L,t) = 0 for
all0 <t <T.

Proof of Corollary[5.2 The weak form is now satisfied by the constructed limit:

L
(wtt7 <Z>) + D(w:cxa ¢:ca:) + kQ(wazwta stx) + D(wixwma ¢x) + D(wgzgw$$7 ¢xa:)_ (wx / Utt, ¢a:> = (p, (Z))a
Vo € H2, ae.t. (88)

Reversing integration by parts, yields (on test functions):
(1 + Db+ ka0t = D0 w2 ] + Do) +0. [ [ ] =1.6) =0, v € 0.1,
P
By density, we have the equation holding in L?(0, L), as desired:
Wyt + D@;Lw + kzgﬁﬁwt — Do, [wgmwx] + DOyy [wmwg] + 0y [ww /L utt} =p ae. .z, aet. (89)
x

The solution resides in H?, but we must show the natural boundary conditions wgy,(L,t) =
Wgez(L,t) = 0. The argument proceeds as before, invoking and yielding, upon integration by
parts:

¢z (L) ((1 + w?c(L))wm(L) + wmt(L>) - ¢(L)((1 + w:%(L»wxM(L) + w:v(L)w?cx(L) + wmmt(L)) =0,
Vo € H2, (90)

where we interpret the time derivatives above distributionally. Considering ¢ € H& NH2 C H2?, we see
¢z (L) ((1 + w2(L))wee (L) + weet (L)) = 0. There exists one such function so that ¢,(L) # 0, and thus

Waat(L) + (1 + waQ:(L)) Waz(L) = 0.

Now, since w € H'(0, T; D(A)) for smooth solutions, we have w € C([0,T]; D(A)). Hence wy. (L, ),
Weaz (L, t) are continuous functions of time, so we have a linear ODE of the form f'(¢) + g(t)f(t) = 0,

with classical solution . ,
W (L, t) = Wag (L, 0)e Jo(1Twill.s)ds

As wp € D(A), we(L,0) =0 and thus w,,(L,t) =0 for all t € (0,7T).
The same argument now applies for ¢ € H2, yielding

Wzt (L) + (14 w2 (L)) wees (L) = 0,
from which we deduce that wyz.(L,t) = 0 for all t € (0,7T). O

5.3.2 TUniqueness and Continuous Dependence

Consider w and v to be two strong solutions of with c =¢=1and kg > 0 and let z = w — v.
Using the multiplier z; on we obtain:

L L
s+ Dllal + Dl sl + Dllassl?] + kel + (05 [we [ = v [ ] 1)
x x

=D (wxtha sz) -D (Umc [wx + Ux] 7szx:ct) +D (w:txwx:ctv Zi) -D (Ux [wxx + Umc] 7Z:L‘:L‘Z:L‘t) ,

(91)
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where - .
ﬂtt(l‘) = —/ [w?gt + wxtht] dg and ﬂtt(dl) = —/ [2)32:7& + vaxtt] d§
0 0

The presence of strong damping allows us to estimate the RHS in a straightforward manner (without

the subtlety needed in Section [4.3.2):

—_

. D}(wmwztvzgx)‘ S Nweel| [waetl| 22|

2. D |(vez [we + vz], 222z0t)| < 061"%3:”2”“1%9: + ”mHQszxHQ + 51‘|ZﬂcrtH2

3. D|(weeWeat, 72) | S |[wael| [[wae| [|zez||?

4. D |(ve [Waz + Vo] s 2w Zat)| < Coy[Va| *|Wae + Vazal*[|22al |* + €2]|20at]*.

For the inertial term, we have:

L L L L
<aac |:wa:/ Ut — Uz/ att:| ,Zt> =— <(wx — Ux)/ Utt;%ct) - (U:c/ [Tt — gy 7Zzt>

N + 0.

Firstly:
< 7 < 2 — 112 2
S Nzatl oo |[wwe]] |22l < esllzaat]|” 4 cea [l 222

|N‘ = ‘<utt7/ Zatzxt>
0

The second term O yields:

T T T T T
_ ~ 2 2
O=- (utt - Utt7/ vatzzt) = (/ [th - Uggt] 7/ U;Bzxt> + (/ [wwwztt - vzvztt} 7/ Uatzzt)
0 0 0 0 0

01 + 027

T T 1d T 2 T x
0y = (/ [ZxWxtt+Umett]7/ szxt> =5% / UaZat|| — (/ Ua:tzxta/ 'Uzzmt>
0 0 0 0 0
T X
+ </ waxtta/ Uzzzt> .
0 0

The conserved d/dt quantity will remain on the LHS, with the rest moved to the RHS and estimated:

x x x
‘(/ Uxtzcctv/ Uarzcct>’ < E4H”zt”%°®’|zzt”2 + cey / VyZat
0 0 0
2 2 “
< E4H”th” Hzxth + cey Vg2t
0
T x
’ </ waxttv/ vmzmt>
0 0

z 2
S HoelPlzael + || [ 07
0
Remark 5.4. The above calculation demonstrates the necessity of forming an energy identity (namely
the Energy Level 3 formed in the proof of Theorem |5.1)) that provides higher spatial regularity for
Wit .

where

2

2
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Lastly we have:

x x
‘01’ < ‘ (/ (wmt + Uxt) Z&?t7/ szmt>
0 0

Defining:

2
<ep (waxt + vmxtH)Q szthQ + cey

x
/ Vg 2t
0
2
)

combining estimates for A" and O, and recalling @ (z) = — [ [w2, + wawa], We obtain:

£(t) =

| =

€T
[Hth? + Dllzaall? + Dlfwszas]? + Dlfwsazoll? + H J=
0

t t 5 t
E(t)+k2/0 [T §5(0)+/0 K(w,v)S(T)dT+Zsi/0 C(w, )| |2ame P, (92)
=1

where the above dependencies are of the following sense:
K(w,v) = K ([Jwll3, llwl[3, [[0][3, [lwee][f) and  Cw,v) = (|[w][3, [[we][3) -

The regularity of strong solutions in the inertial case with data in D(A?%)? (see e.g., ) provide
wyy € L(0,T; L%(0,T)) (with a bound in terms of the data), and with wy € L°°(0,T; H2); thus
we have wy € C([0,T); H'(0,L)). From this, and the energy estimate for inertial solutions (([87)
with Remark [£.7), we obtain C([0,T]) boundedness (for T < T*(data,,data,)) of the quantities
C(w,v), K(w,v) the individual trajectories (w,wt), (v,vt). Taking supy 71 and choosing e; sufficiently
small (depending on the data), we obtain:

E(t) < CLE(0) + C / Ce(r)dr,
0

where ¢ € [0,7] and we have the dependencies C; (H(wo, w1 sers |[(vos vi)| |z s HPHH2(0,T;L2(0,L))>- The

standard Gronwall lemma yields:
E(t) < E(0)et, te(0,T)].

Uniqueness and continuous dependence follow as in Section for stiffness-only dynamics, i.e.,
in the sense that [|z||3 + ||| < E(1).

6 Global Solutions for Sufficiently Small Data

6.1 Precise Statement of the Theorem

Theorem 6.1. Suppose t = o = 1 with ko > 0, and take p = 0. Then there exists a number Q > 0

such that if ||(wo, w1)||paz)xpaz) < @, then the corresponding strong solution (w,wt) of (14)—(15)
has time of existence T™(wp,w1) = +o0o and there exist M,w > 0 depending only on Q such that

[(w(t), we ()| a2y xp(az) < M exp(—wt).
(A42)xD(A2)

We note that the above theorem will obtain unproblematically in the case of ¢« = 0 and ko > 0,
i.e., when nonlinear inertia is neglected and Kelvin-Voigt damping is included. On the other hand, it
is clear the result should be possible with weaker damping. See the second point in Section
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6.2 Outline of Proof

We proceed as in [20,25] to obtain global existence indirectly via the Barrier method, which exploits
the superlinearity in the problem. Using the damping, we will employ stabilization type multipliers at
every energy level to obtain an inequality of the form in the theorem below, which we take from [20]:

Theorem 6.2. Suppose that X : [0,00) — [0,00) is a continuous function such that there is a T > 0
so that X(T') < oo and

T Ny No N3 T
X(T)+ 01/0 X(s)ds < C2X(0) + C5 Y X*(0) + Cy Yy X%(T) + C5 Z/O X"i(s)ds,  (93)
=1 =1 =1

where oy > 1, 1=1,2,...,Ny, ; >1, j=1,2,..., Ny and v, > 1,k =1,2,...,N3. Then there exists
a € depending on C;, Ny, o, B; so that if X(0) < e <€, then

€
4

For us, X (¢) will be the sum of (the majority of) the norms appearing in the formal energy identities
we have constructed thus far. Any continuous function that satisfies the integral inequality has the
desired property: exponential decay for sufficiently small initial conditions X;(0), which in turn yields
global-in-time existence |20].

To form an inequality of the form we will utilize the previous calculations we have obtained for
the energy estimates in Section |b| along with additional estimates based on equipartition multipliers at
each level. We will attempt to form for each X;(t), 1 = 0,1, 2,3 separately, where X;’s correspond
to each energy level we have defined before, and sum the results. To streamline exposition of comparable

calculations in the earlier sections, we demonstrate the detailed calculations for X¢(¢t). For X;(T), i =
1,2, 3, we will only highlight deviations from the details in the proof of theorems [4.1] and

6.3 Proof of Theorem 6.1
Step 1 - Inequality for Xy: Recalling the estimate for & in Step 2 of Section |5l we redefine:

X(t) < — exp(—%1).

Xo(t) = |lwe(®)]1* + [[wae (O)]* + [Jwawea (8)][* + [Jue ()]

and we have immediately the inequality:

T
Xo(T) + ko [ e < Xo(0). (94)

It is crucial to retain the inertial term to appear under the integral sign, thus we augment to

obtain:
T

T
Xo(T) + /0 [k a2 + [Jee][2] < Xo(0) + /0 ] (95)

The inertial term appearing on the RHS will now have to be estimated. Note that if we bound it above
by Xo(0), it will appear under the time integral and such a bound would be inconsistent with the form
of inequality . Rather, we estimate as:

lluel? S Hwzwael | < [wee|Pllweel* S Nwaol® + [wae, (96)
where we’ve used Young’s p = 3 and ¢ = 3/2. We interpolate |[|w.|[® as follows:

[[watl [ < {fwel 2| waatl*? < cellewrl|® + enl[waae 2, (97)
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again using Young’s with p = 4 and ¢ = 4/3. Thus we have the ¢ for absorption, and we obtain:

T T
%@Hﬁé[WMW+WWﬂS%@+@A[WMWHWM] (98)

Invoking norm equivalence between H2(0,L) and H?2, becomes:

T T
%@HQA[Mwuwwﬂé%@+@A[WMWﬂwW- (99)

Now, the equipartition (stability) multiplier for this level is w; multiplying by the solution and
integrating by parts in space and time, we obtain:

k2 2 T 2 2 T
2o I+D [ Mweel P+ 2wnel] = [ |

ko L T Lr
= 2|]wm(0)H2—/ wwt‘o —2/ uut‘o.
0 0

We note that from wu(z,t) = —3 [ w2(¢,t)d€, we have:

el + [uel ]

T 13
|WWﬂ%wmﬁAwmw%WsmmWw%%w

via Fubini and Jensen’s inequality, having then extended the integrals to « € [0, L]. Hence, ||u(T)||*> +
[[u(0)]]? < ¢3X(0). The RHS can then be estimated straightforwardly, yielding:
k2

T T
(DI +D [ (hosel® + Husreal] = [ Dosal + el ] < aXo(0)  (100)
0 0

We then take an appropriate linear combination of and (100) (with constants depending on
the damping coefficient ks), and eliminate the negative terms appearing in (100). Then, by possible
adjustments of the constants, we have:

T T
Xo(T) +Cl/ X < CuX0(0) +03/ X§. (101)
0 0

Step 2 - Inequality for X; and Xs: In this step we will proceed by forming the inequality that
corresponds to X7 + Xo. As we will see later, there will be terms in the X5 estimate that will need to
by absorbed by some appearing in X;. We define:

X1 (t) = [[wa @11 + [[wawt (0|7 + [Jwar(Dwaa (O + [|we () waee (0] + [Jun(®)]]*.

Remark 6.1. Note X does not include the quantity ||, wfctHz, as &1 does. As it can be seen from
the following calculations, the aforementioned norm is not needed in obtaining .

Following similar calculations as in Step 4 in the proof of Theorem [5.1, we obtain:

Ot (W /Lu w —liHu ||2+i u /le -3 (u /mw w (102)
wt Wa | U] Wi | =5l ar \Ut ) Wt t | Wetlatt |

The conserved quantity of (102) will remain to the LHS, while the remaining terms will be moved to
the RHS and be estimated, after we proceed with integration in time, as follows:
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1 (@), [ w2m))| < oullun (D12 + e, lhwae (@)1
(vt [ wam)

2| (w0 [ 0200 S i) + o0

€T
3. <utt, / ththt>‘ < Sallusel? + s, [want [® + co, o, lleell® + 5,21 wmate] 2
0

In addition to the above calculations, we add the term fOT ||| |* to both sides of the inequality. On
the RHS it will be estimated via:

HuttHz S Hw:m:tHZwatHQ + metHQmeH | [wae || + meuzuwwttHQ‘

Using Young’s and interpolation, as in and , and directly invoking the stiffness calculations
in Step 4 in the proof of Theorem we arrive at:

T
X0(T) + / Tl a2 + e 2] < 1 (X1(0) + X2(0) + XE(0) + XL8(0)) + 2 X2(T)

T T T
+63/ [X%+X§+Xf+xg+xg]+5/ |utt\|2—|—5/ lwsel P, (103)
0 0 0

where € and § collect the various €;’s and §;’s corresponding to earlier applications of Young’s inequality.
For the time-differentiated version of the equations, w; acts as the equipartition multiplier. After
the appropriate calculations, and straightforward estimation, we obtain:

L T T
PlastDIP +D [ [laoel P+ wsitvaal + atwanl P] = [ [l + sl )
0 0

T T
< ex(X1(0) + Xo(0)) + ex[[wre (T2 + bl use (T)]2 + 2 / (X2 + X9 + 6, / ugl . (104)
0 0

Now, we define:
Xo(t) = [fwaae (0)|* + 1105w ()|* + [Jwae () Ow ()1 + [Juawr (8]

Then, duplicating the calculations in Step 5 in the proof of Theorem and adding fOT |uzat||? to
both sides we have:

T

T
X,(T) + / [Kallogwr [* + lluaarl|*] < €1 (X2(0) + X(0)) + 2 / X3+ X7+ %% + X3
0 0

T
tey / wanel[2. (105)
0

Remark 6.2. The term ||wg.||* appearing on the RHS of the above inequality is the reason why we
chose to have the calculations of X; and X5 combined.

To complete the estimate for X5(t), we proceed by employing 4w as a multiplier. The calculations
corresponding to stiffness are described in Step 5 in the proof of Theorem Inertial terms are
handled through differentiation and spatial integration by parts:

T L T L T
/ (336 [wx/ utt} ,8§w> :/ (wm/ utt,8§w> —/ (wxutt,aﬁw)
0 T 0 T 0
T L T T T
= / <wzx/ Utt, a§w> - / (uttvwzxwxmx) - 2/ (utt:mwix) - / (uttzxawxwzx) .
0 T 0 0 0
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The only non-trivial term to estimate is the last; integrate by parts in ¢ and note 0y (—wyWyy) = Ugat:

T T T
_/ (Utta:m; w;twacx> = _wa:w;rzux:vt‘o - / HuxthQ
0 0

Combining, we obtain:

k T T
ZlotaTIP+D [ bl + lawsdbuwl?) = [ (sl + sl
< e1 (Xa(0) + X1(0) + Xo(0) + X3(0) + sl e (T)|” + sl (T)

T T
+c2/ (X5 + X7+ X3+ XJ + X +54/ 02w |2 (106)
0 0

As before, we add (103) to (105), and we add (104) to (106]); we then choose an appropriate linear

combination of the sums for absorption of negative integral terms; we then choose ¢;, §; appropriately,
and invoke norm equivalence for H2, yielding the estimate for X1 + Xo:

Xo(T)4X1(T) + Cy /0 "%+ X
< Ca(Xa(0) + X (0) + X2(0) + Xo(0) + X3(0) + X§(0) + X3°(0))
+ C3X3(T) + Cy /OT (X3 + X5+ X7+ X7+ XT + X3+ X5+ X))+ X07] (107)
Step 3 - Inequality for Xj3: Define:

X3(t) = |[we ()| + |[waaee (@) * + [[wewaere (0)][* + ||wae () war ()] + [ (£)]]%.

The estimate corresponding to two time differentiations of with the multiplier wy can be directly
formed from the existing calculations for Step 7 in the proof of Theorem ([5.1)).

T
X3<T)+cl/ [lwezell* + usee|[*] < e2 (X5(0) + X3(0) + X7(0)) + 5 (X3(T) + X7(T))  (108)
0
T
+c4/ (X3 + X3+ X5+ X7+ X7 + X{ + X3+ X5+ Xg],
0

where we added fOT ||use||? to both sides and proceeded as in earlier estimates in this section.

In this case, wy is the equipartition multiplier, and calculations corresponding to stiffness are
duplicated from Step 7 in the proof of Theorem (5.1). The inertial term calls for a slightly altered
approach:

L L L L
<axtt [’wx / Utt:| ;wtt> = - <wa:tt / utt,wztt> -2 (th / Utttatht> - <wx / Utttt,tht> .
X X X X

The first two terms above can be treated similarly to J; of Step 5 in the proof of Theorem (5.1)),
and for the latter we write:

T T T T d T ) T T
/ <Utttta - / wxwmtt> = / (uttttautt) + / I (Uttt, / th> -2 / (Utm / ththt> .
0 0 0 o dt 0 0 0
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The first term will be integrated by parts in time and the following two will be estimated as above.
Hence, assembling everything together we have:

kQ T T
?wamtt(T)HQ + Cl/ [||wxxtt||2 + ||wmw:pxtt||2 + metht||2] - 02/ [||wttt”2 + HutttHZ]
0 0

< ¢z (X3(0) + X7 (0) + X1(0)) + caX1(T) + en|weee (T)]]? + e |usse (T)||* + ¢ X7 (T)

+c6/0T[X§+X§+X§+X%+Xf+X§+X§]. (109)
Combining with in an appropriate linear combination, we obtain:
X3(T) + € /OT X3 < Oy (X3(0) + X3(0) + X1(0) + X7(0) + X7(0)) + Cs (X7(T) + X3(T))
+Cy X1 (T) +C5/0T (X3 + X3+ X5+ X7+ X7+ X!+ X5+ X5 +Xg]. (110)

Here we remark that the term X;(T") appearing above is bounded by (103).

Finally, we note that the bound above depends on the boundedness of the quantity X3(0) which
contains the term |[w(0)]|2 + ||uge (0)]|?. This term does not explicitly appear as data, however, it is
directly bounded by the data ||(wq, w1)| \%( 422> which can be shown directly on approximate solutions,
as was the focus of Step 6 in Section

Step 4 - Global Estimate: With the constituent inequalities in hand from Steps 1-3, we form:
X(T) = Xo(T) + X2 (T') + Xo(T) + X3(T).

This quantity is nonnegative, and continuous due to the regularity of constructed solutions. We then
add (101), (107) and (110), and with minor algebraic manipulations, we obtain:

T T
X(T) + 01/ X (s)ds < CoX(0) + C3Fy + Cy (X*(T) + X*(T)) + 05/ F(s)ds, (111)
0 0
where

Fy = X%0)+ X°(0) + X'0)

and
F(s) = X2%(s) + X3(s) + X'93(s) + X4(s) + XO(s) + X°(s) + X'7(s).

This final estimate (111]) is of the form in Theorem m which concludes the proof of Theorem O

7 Comments, Open Problems, and Future Work

We briefly state and discuss some open problems and directions for future work.

e The existence of finite energy, weak solutions seems to be a challenging one. It is clear
that additional compactness is needed for the identification of limit points associated only to
the stiffness portion of the dynamics. Compensated compactness requirements (e.g., those in L!)
might be adapted to the nonlinear structures, though it is unclear if such an approach would be
more expedient than the higher order energy methods employed here.
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e The elimination or weakening of damping seems a natural course. In our estimates, it is
clear that the regularizing effects of Kelvin-Voigt damping are stronger than explicitly needed in
the construction of solutions and estimation of inertial terms. On the other hand, weak damping
of the form kgw; is clearly too weak to address inertial terms. Unfortunately, for cantilevered
beams, the physical interpretation of A2, ~ k102w damping is unclear—see the discussions
in [8] and [17]. Additionally, it is a question for future work to utilize weaker (than Aw;)damping
to obtain global solutions with sufficiently small data for with o,ko =1 and ¢ = 0.

e Explicit proof of blow up for large data in this quasilinear system would nicely complement
our local existence results. Currently, numerical evidence indicates that large data quickly leads
to non-physical solutions.

e The introduction of non-conservative forces as discussed in the introduction (e.g., with
application to piezoelectric energy harvesting) is a natural next step. In fact, the earlier work [§]
addresses a piston-theoretic beam, as does the more recent [27,28|. However, exploiting the
superlinearity of the nonlinear stiffness to provide a rigorous framework for long-time behavior
of trajectories—or even constructing limit cycle oscillations—is a desirable future goal.

e The 2-D cantilever model, invoking inextensible elasticity (see the engineering references [35|
306)), is the topic of forthcoming work. This challenging mathematical problem was untouchable
before establishing the theory in this treatment. Difficulties for the 2-D problem include the
challenging mixed, clamped-free-type plate boundary conditions, as well as the loss of the 1-D
Sobolev embeddings (which were used profusely and non-trivially) in this treatment. Closing
estimates will require even higher differentiations of the equations, resulting in further involved
calculations beyond the numerous pages here.
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