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#### Abstract

Gravitational-wave memory effects are identified by their distinctive effects on families of freely falling observers: after a burst of waves pass by their locations, memory effects can cause lasting relative displacements of the observers. These effects are closely related to the infrared properties of gravity, including its asymptotic symmetries and conserved quantities. In this paper, we investigate the connection between memory effects, symmetries, and conserved quantities in Brans-Dicke theory. We compute the field equations in Bondi coordinates, and we define a set of boundary conditions that represent asymptotically flat solutions in this context. Next, we derive the asymptotic symmetry group of these spacetimes, and we find that it is the same as the Bondi-Metzner-Sachs group in general relativity. Because there is an additional polarization of gravitational waves in Brans-Dicke theory, we compute the memory effects associated with this extra polarization (the so-called "breathing" mode). This breathing mode produces a uniform expansion (or contraction) of a ring of freely falling observers. After these breathing gravitational waves pass by the observers' locations, there are two additional memory effects that depend on their initial displacements and relative velocities. Neither of these additional memory effects seems to be related to asymptotic symmetries or conserved quantities; rather, they are determined by the properties of the nonradiative region before and after the bursts of the scalar field and the gravitational waves. We discuss the properties of these regions necessary to support nontrivial breathing-mode-type memory effects.
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## I. INTRODUCTION

Since the first detection of gravitational waves (GWs) in 2015 from the merger of a binary black hole [1], ten additional mergers of compact objects were discovered during the first two observing runs of LIGO and Virgo [2]. During the third observing runs of LIGO and Virgo, compact-binary-merger candidates were announced at a rate of roughly one per week [3]. These discoveries, and the rapid announcement of GW candidates, have opened the new field of GW astronomy. Along with the discoveries, numerous tests of gravity with GWs have been performed to determine the consistency of the observed gravitational waves with the predictions of general relativity (see, e.g., [4-10]). Compact binary mergers opened a new parameter space of general relativity (GR) to be tested (the region of strong curvature and high GW luminosities) which was less well probed by tests of general relativity in the Solar System or with binary pulsars. In this parameter space, there are some types of relativistic phenomena that are only likely to be measured for strongly curved and highly radiating systems. One such class of effects that has yet

[^0]to be detected, but is under active investigation (see, e.g., [11-15]), is the class of gravitational-wave memory effects.

The best known GW memory effect (sometimes referred to as the GW memory effect) is characterized by lasting change in the GW strain after a burst of GWs pass by a GW detector. One of the earliest explicit calculations of the GW memory effect from gravitational scattering was performed in Ref. [16] (see also [17,18]), though the possibility of a nonvanishing GW strain at late times was discussed previously (e.g., [19]). It was subsequently noted that massless (or nearly massless) fields could also produce the GW memory effect $[20,21]$ including the nonlinear effective stress energy of gravitational waves themselves [22,23]. The GW memory effect has a distinctive observational signature, in that it causes a constant, enduring displacement between nearby freely falling observers after a burst of gravitational waves have passed. A number of generalizations of the GW memory effect have been found by considering asymptotic changes in bursts of other fields (such as electromagnetism [24] or massless Yang-Mills theory [25]) or in time integrals of the GW strain (e.g., [26,27]). Other GW memories have been found from examining other kinds of lasting kinematical effects on freely falling observers (such as lasting relative velocities
[28,29], relative changes in proper time [30,31], relative rotations of parallel transported tetrads [31]) or through other types of measurement procedures [32,33]. Also important in the discovery of new GW memory effects was the understanding of how certain GW memories are closely related to symmetries, conserved quantities, and soft theorems (see, e.g., [34]).

For understanding the relationship between memory effects and the asymptotic structure of spacetime, two approaches have been taken to study asymptotic flatness: a covariant conformal completion of spacetime $[35,36]$ and calculations in particular coordinate systems adapted to the spacetime geometry by Bondi, van der Burg, and Metzner [37] and Sachs [38] or Newman and Unti [39]. We will focus on the Bondi-Sachs approach to asymptotic flatness. In this approach, coordinates are chosen that are well suited to the null hypersurfaces and the null geodesics of the spacetime. Boundary conditions can then be imposed on the metric to determine a reasonable notion of a spacetime that becomes asymptotically Minkowskian as the light rays travel an infinite distance from an isolated source. Although spacetime can be cast in an asymptotically Minkowskian form at large Bondi radius $r$, the asymptotic symmetry group of this spacetime does not reduce to the Poincaré group of flat spacetime; rather, it becomes the infinitedimensional Bondi-Metzner-Sachs (BMS) group [37,40].

The structure of the BMS group is in some ways similar to the Poincaré group: it contains the Lorentz transformations, but rather than having an additional four spacetime translations as the remaining group elements, it has an infinite-dimensional commutative group called the supertranslations [40] (the usual Poincaré translations are a normal finite subgroup of the supertranslations). It is possible to associate charges conjugate to these asymptotic symmetries (see, e.g., [41-44]). These charges are conserved in the sense that the difference in the charges between two times is equal to the flux of the quantity between these two times. Associated with the Lorentz symmetries are the six components of the relativistic angular momentum [which can be divided into center-ofmass (CM) and spin parts], and corresponding to the supertranslations are conserved quantities called supermomenta. Note that there also have been proposals to extend the Lorentz part of the symmetry algebra to include all conformal Killing vectors on the 2 -sphere called superrotations [45-47] (see also [48]) or all smooth vector fields on the 2 -sphere [49,50] (sometimes called super-Lorentz symmetries [51]). The additional charges of these extended BMS algebras are the super CM and superspin charges [52] or the super angular momentum [27].

The connection between asymptotic symmetries, conserved quantities, and GW memory can now be more clearly stated with the nomenclature now set. Changes in the supermomentum charges, generated by both massive particles and massless fields, induce a nonzero GW
memory effect; in addition, when the GW memory effect is present, the final state of the system is supertranslated from a certain canonical asymptotic rest frame for the system (see, e.g., [52]). Changes in the super angular momentum charges can induce two additional types of GW memory effects called spin [26] and CM [27] memory. These memory effects are not necessarily related to a spacetime that has been superrotated or super-Lorentz transformed from a certain canonical frame, since such solutions often are not asymptotically flat in the usual sense $[51,53]$.

While GW memory effects and their analogues for other matter fields have now been much more carefully studied in a number of contexts, they have not been studied as systematically in modified theories of gravity. Modified theories can have additional GW polarizations [54-56], which could allow for additional types of GW memory effects (see, e.g., [57-60]). In addition, as far as we are aware, there is not a standard definition of asymptotic flatness in these theories, nor is the set of asymptotic symmetries of these solutions clearly understood. It is not obvious, a priori, that modified theories of gravity generically have the same asymptotic properties as in general relativity, or that their memory effects would be related to symmetries and conserved quantities as in general relativity. A main aim of this paper is to develop a better understanding of these relationships in a relatively simple modification of general relativity known as Brans-Dicke theory [61].

Brans-Dicke theory is one example of a scalar-tensor theory, i.e., a theory in which there is a scalar field that couples to gravity nonminimally (see, e.g., the review [62]). Scalar-tensor theories have appeared in the contexts of string theory, inflation [63,64], and the accelerated expansion of the Universe [65-67]. In this paper, we will focus on Brans-Dicke theory, with a massless scalar field. It is known from calculations in linearized gravity and postNewtonian (PN) theory, the scalar field generates an additional polarization of gravitational waves sometimes called a "breathing mode" $[54,68,69]$ (it produces a transverse uniform expansion and contraction of a ring of freely falling test masses). It was also noted (from the 2PN calculation in $[57,58]$ ) that the GW memory effect differs in scalar-tensor theory from in general relativity. ${ }^{1}$ It was also

[^1]shown in [58] that the scalar, breathing polarization of the GWs does not have a nonlinear-type memory effect at 2PN order. Finally, it was observed that there is a new type of nonhereditary, nonlinear term in the tensor waveform arising from the scalar field that took on an analogous form to the nonhereditary and nonoscillatory term found in [74] (and discussed in [71]), which was shown to be related to the spin memory effect in [75]. Our calculations in Brans-Dicke theory in Bondi-Sachs coordinates allow us to compute the memory effects using the fully nonlinear field equations. This will provide us with the framework to understand the presence (and absence) of the memory effects computed at 2 PN order in $[57,58$ ] (though we leave the explicit calculations for future work) and to determine the relevant radiative and nonradiative data needed to compute these effects.

Scalar-tensor theories are frequently studied in two different conformal frames, called the Jordan and Einstein frames, respectively. In this paper, we find that the Einstein frame is more convenient for determining the asymptotic boundary conditions on the scalar field and metric, because the field equations have the same form as the Einstein-Klein-Gordon equations for a massless scalar field. The statement of stress-energy conservation is more complicated in the Einstein frame, however, because the stress-energy tensor of all matter fields besides the scalar field is no longer divergence-free, but equals a nontrivial right-hand side involving gradients of the scalar field. Consequently, test particles follow accelerated curves in the Einstein frame (with an acceleration related to the gradients of the scalar field in this frame) rather than following the geodesics of the Einstein-frame metric. In the Jordan frame, the modified Einstein equations are more complicated than in the Einstein frame, but the stressenergy tensor of all matter fields besides the scalar field is divergence-free, and thus test particles follow the geodesics of the Jordan-frame metric. It is therefore much simpler to compute the response of a gravitational-wave detector to any impinging gravitational waves in the Jordan frame. Flanagan [76] has argued that all classical physical predictions (such as gravitational-wave memory effects) are conformal-frame invariants. This allows us to compute the memory effects in the Jordan frame, in which the computation is simpler, but to obtain a result that is independent of the choice of conformal frame (after properly identifying any potentially different conventions between the frames, as discussed further in [76]).

The rest of the paper is organized as follows: In Sec. II, we describe the conditions we use to define asymptotic flatness in Brans-Dicke theory by examining the theory in both Einstein and Jordan frames [77]. This includes deriving the field equations of the theory in Bondi-Sachs coordinates. In Sec. III, we compute the asymptotic symmetries that preserve our definition of asymptotic flatness in the previous part. We describe how the functions
in the metric must transform to maintain the Bondi gauge conditions and the asymptotically flat boundary conditions. In Sec. IV, we describe how the memory effects can be measured through geodesic deviation and how the changes in the charges related to (extended) BMS symmetries constrain the different GW memory effects in BransDicke theory. We discuss our results and some future directions in Sec. V.

Throughout this paper, we use units in which $c=1$, and we use the conventions for the metric and curvature tensors given in [78]. Greek indices ( $\mu, \nu, \alpha, \ldots$ ) represent fourdimensional spacetime indices, and uppercase Latin indices $(A, B, C, \ldots)$ represent indices on the 2 -sphere. Indices with a circumflex diacritic (e.g., $\hat{\alpha}$ ) represent those of an orthonormal tetrad.

While we were completing this work, there appeared a closely related work [79] investigating asymptotically flat solutions and GW memory effects in scalar-tensor theories. Our work and that of [79] agree on the boundary conditions used to define asymptotically flat solutions in Brans-Dicke theory and the leading-order symmetry vectors that preserve these conditions and our gauge choices (though not subleading corrections to extend these symmetries into the spacetime). Our works differ in the choices of gauges, the classes of spacetimes in which we compute memory effects, and the procedures by which we compute the scalar-type memory effect. We will comment in more detail on the similarities and differences between our works at a few points throughout the text.

## II. BONDI-SACHS FRAMEWORK

In this section, we impose the Bondi-Sachs coordinate conditions in Brans-Dicke theory, and we solve the field equations in both the Einstein and the Jordan frames. We begin with the Einstein frame, where it is easier to identify a set of asymptotic boundary conditions that can be imposed on the scalar field and on the metric that we use to define an asymptotically flat solution in Brans-Dicke theory. We next perform conformal transformation to the Jordan frame (in which the stress-energy tensor of all other matter fields besides the scalar field is divergence-free), and we find the corresponding boundary conditions on the scalar field and metric. We then solve the field equations of Brans-Dicke theory in this frame. Our notation and conventions for the Bondi-Sachs framework will parallel the ones used in Ref. [80], which treats general relativity.

## A. Einstein frame

We begin by investigating Brans-Dicke theory in the Einstein frame. The action in the Einstein frame in the absence of additional matter fields is given by [81]

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-\tilde{g}}\left[\frac{\tilde{R}}{16 \pi}-\frac{1}{2} \tilde{g}^{\rho \sigma}\left(\tilde{\nabla}_{\rho} \Phi\right)\left(\tilde{\nabla}_{\sigma} \Phi\right)\right] \tag{2.1}
\end{equation*}
$$

where $\tilde{g}$ is the metric in the Einstein frame, $\tilde{R}$ is the Ricci scalar, and $\Phi$ is a real scalar field. We also use units where the gravitational constant in the Einstein frame $G_{E}$ satisfies $G_{E}=1$. We use $\tilde{\nabla}_{\mu}$ to denote the covariant derivative compatible with $\tilde{g}_{\mu \nu}$. Varying the action with respect to the metric and the scalar field leads to the following equations of motion for the theory:

$$
\begin{align*}
\tilde{\mathcal{E}}_{\mu \nu} & \equiv \tilde{R}_{\mu \nu}-\frac{1}{2} \tilde{R} \tilde{g}_{\mu \nu}-8 \pi \tilde{T}_{\mu \nu}^{(\Phi)}=0,  \tag{2.2a}\\
\tilde{\nabla}_{\mu} \tilde{\nabla}^{\mu} \Phi & =0 \tag{2.2b}
\end{align*}
$$

The quantity $\tilde{T}_{\mu \nu}^{(\Phi)}$ is the stress-energy tensor for the scalar field, which is given by

$$
\begin{equation*}
\tilde{T}_{\mu \nu}^{(\Phi)}=\tilde{\nabla}_{\mu} \Phi \tilde{\nabla}_{\nu} \Phi-\tilde{g}_{\mu \nu}\left[\frac{1}{2} \tilde{g}^{\rho \sigma} \tilde{\nabla}_{\rho} \Phi \tilde{\nabla}_{\sigma} \Phi\right] \tag{2.2c}
\end{equation*}
$$

The field equations, therefore, have the same form as in the Einstein-Klein-Gordon theory for a real scalar field $\Phi$, so their solutions will also have the same form as in the Einstein-Klein-Gordon theory in general relativity. We will review the solutions of these equations in Bondi coordinates next.

## 1. Bondi gauge and field equations

First, we introduce Bondi-Sachs coordinates $\tilde{x}^{\mu}=$ $\left(\tilde{u}, \tilde{r}, \tilde{x}^{A}\right)$. The quantity $\tilde{u}$ is the retarded time, $\tilde{r}$ is an areal coordinate (and $\vec{\partial}_{\tilde{r}}$ is a null vector field), and $\tilde{x}^{A}$ are coordinates on the 2 -sphere (with $A=1,2$ ) $[37,80]$. The conditions that define Bondi gauge are given by $[37,80]$

$$
\begin{equation*}
\tilde{g}_{\tilde{r} A}=\tilde{g}_{\tilde{r} \tilde{r}}=0, \quad \operatorname{det}\left[\tilde{g}_{A B}\right]=\tilde{r}^{4} q\left(\tilde{x}^{C}\right) \tag{2.3}
\end{equation*}
$$

The function $q$ is the determinant of a metric on the 2 sphere, $q_{A B}\left(x^{C}\right)$, which is restricted to be independent of $\tilde{u}$ and $\tilde{r}$. The Bondi gauge conditions fix four of the ten functions in the metric, leaving six free functions. It is conventional to write these six degrees of freedom as follows:

$$
\begin{align*}
\tilde{g}_{\mu \nu} d \tilde{x}^{\mu} d \tilde{x}^{\nu}= & -\frac{\tilde{V}}{\tilde{r}} e^{2 \tilde{\beta}} d \tilde{u}^{2}-2 e^{2 \tilde{\beta}} d \tilde{u} d \tilde{r} \\
& +\tilde{r}^{2} \tilde{h}_{A B}\left(d \tilde{x}^{A}-\tilde{U}^{A} d \tilde{u}\right)\left(d \tilde{x}^{B}-\tilde{U}^{B} d \tilde{u}\right) \tag{2.4}
\end{align*}
$$

The functions $\tilde{V}, \tilde{\beta}, \tilde{U}^{A}$, and $\tilde{h}_{A B}$ here depend on all four Bondi coordinates $\tilde{x}^{\mu}=\left(\tilde{u}, \tilde{r}, \tilde{x}^{A}\right)$.

The modified Einstein equations (2.2a) and the scalarfield equation (2.2b) satisfy an interesting hierarchy in Bondi coordinates [37,80], which we will now further
elaborate. The functions $\tilde{V}, \tilde{\beta}$, and $\tilde{U}^{A}$ satisfy the so-called "hypersurface equations." The equations were given this name because they do not involve derivatives with respect to $\tilde{u}$, which in turn allows the functions $\tilde{V}, \tilde{\beta}$, and $\tilde{U}^{A}$ to be determined on surfaces of constant $\tilde{u}$ in terms of the 2metric $\tilde{h}_{A B}$, the scalar field $\Phi$, and "functions of integration" (i.e., functions of $\tilde{u}$ and $\tilde{x}^{A}$ that will be constrained by $\tilde{u} \tilde{u}$ and $\tilde{u} \tilde{A}$ components of the modified Einstein equations). The concrete form of the hypersurface equations can be obtained from substituting the metric (2.4) into the field equations in Eq. (2.2a), using the definition of the stressenergy tensor in Eq. (2.2c), and considering the appropriate components of the modified Einstein equations. The $\tilde{r} \tilde{r}$ component yields the equation

$$
\begin{equation*}
\partial_{\tilde{r}} \tilde{\beta}-\frac{\tilde{r}}{16} \tilde{h}^{A C} \tilde{h}^{B D} \partial_{\tilde{r}} \tilde{h}_{A B} \partial_{\tilde{r}} \tilde{h}_{C D}=2 \pi \tilde{r} \partial_{\tilde{r}} \Phi \partial_{\tilde{r}} \Phi \tag{2.5a}
\end{equation*}
$$

where $\tilde{h}^{A B}$ is the inverse of $\tilde{h}_{A B}$. Once $\tilde{\beta}$ is determined in terms of $\tilde{h}_{A B}$ (and its inverse), $\Phi$, and their derivatives, then it is also possible to use the $\tilde{r} A$ components of the field equations to solve for $\tilde{U}^{A}$ in terms of the same quantities from the following equation:

$$
\begin{align*}
\partial_{\tilde{r}} & {\left[\tilde{r}^{4} e^{-2 \tilde{\beta}} \tilde{h}_{A B} \partial_{\tilde{r}} \tilde{U}^{B}\right]-2 \tilde{r}^{4} \partial_{\tilde{r}}\left(\frac{1}{\tilde{r}^{2}} \tilde{D}_{A} \tilde{\beta}\right) } \\
& +\tilde{r}^{2} \tilde{h}^{B C} \tilde{D}_{B} \partial_{\tilde{r}} \tilde{h}_{A C}-16 \pi \tilde{r}^{2} \partial_{\tilde{r}} \Phi \partial_{A} \Phi=0 \tag{2.5b}
\end{align*}
$$

where $\tilde{D}_{A}$ is the covariant derivative compatible with the 2metric $\tilde{h}_{A B}$. Finally, from the trace of the $A B$ components of the field equations, it is then possible to solve for $\tilde{V}$ in terms of the same data:

$$
\begin{align*}
& 2 e^{-2 \tilde{\beta}}\left(\partial_{\tilde{r}} \tilde{V}\right)-\tilde{\mathscr{R}}-\frac{e^{-2 \tilde{\beta}}}{\tilde{r}^{2}} \tilde{D}_{A}\left[\partial_{\tilde{r}}\left(\tilde{r}^{4} \tilde{U}^{A}\right)\right] \\
& \quad+2 \tilde{h}^{A B}\left[\tilde{D}_{A} \tilde{D}_{B} \tilde{\beta}-\left(\tilde{D}_{A} \tilde{\beta}\right)\left(\tilde{D}_{B} \tilde{\beta}\right)\right] \\
& \quad+\frac{1}{2} \tilde{r}^{4} e^{-4 \tilde{\beta}} \tilde{h}_{A B}\left(\partial_{\tilde{r}} \tilde{U}^{A}\right)\left(\partial_{\tilde{r}} \tilde{U}^{B}\right)-8 \pi \tilde{h}^{A B} \partial_{A} \Phi \partial_{B} \Phi=0 . \tag{2.5c}
\end{align*}
$$

Here $\tilde{\mathscr{R}}$ is the Ricci scalar of 2-metric $\tilde{h}_{A B}$. The remaining two independent components of the modified Einstein equations are called the evolution equations, and they arise from the trace-free (with respect to $h_{A B}$ ) part of $\tilde{\mathcal{E}}_{A B}$. It is convenient to write this expression using a complex polarization dyad composed of $\tilde{m}^{A}=\delta^{A}{ }_{\mu} \tilde{m}^{\mu}$ (which satisfies $\tilde{m}^{\mu} \tilde{\nabla}_{\mu} \tilde{u}=0$ ) and $\overline{\tilde{m}}^{A}$ (the complex conjugate of $\tilde{m}^{A}$ ). The evolution is given by $\tilde{m}^{A} \tilde{m}^{B} \tilde{\mathcal{E}}_{A B}=0$, which can be written in terms of the metric functions as

$$
\begin{align*}
& \tilde{m}^{A} \tilde{m}^{B}\left\{\tilde{r} \partial_{\tilde{r}}\left[\tilde{r}\left(\partial_{\tilde{u}} \tilde{h}_{A B}\right)\right]-\frac{1}{2} \partial_{\tilde{r}}\left[\tilde{r} \tilde{V}\left(\partial_{\tilde{r}} \tilde{h}_{A B}\right)\right]-2 e^{\tilde{\beta}} \tilde{D}_{A} \tilde{D}_{B} e^{\tilde{\beta}}+\tilde{h}_{C A} \tilde{D}_{B}\left[\partial_{\tilde{r}}\left(\tilde{r}^{2} \tilde{U}^{C}\right)\right]\right. \\
& \quad-\frac{1}{2} \tilde{r}^{4} e^{-2 \tilde{\beta}} \tilde{h}_{A C} \tilde{h}_{B D}\left(\partial_{\tilde{r}} \tilde{U}^{C}\right)\left(\partial_{\tilde{r}} \tilde{U}^{D}\right)+\frac{\tilde{r}^{2}}{2}\left(\partial_{\tilde{r}} \tilde{h}_{A B}\right)\left(\tilde{D}_{C} \tilde{U}^{C}\right)+\tilde{r}^{2} \tilde{U}^{C} \tilde{D}_{C}\left(\partial_{\tilde{r}} \tilde{h}_{A B}\right) \\
& \left.\quad-\tilde{r}^{2}\left(\partial_{\tilde{r}} \tilde{h}_{A C}\right) \tilde{h}_{B E}\left(\tilde{D}^{C} \tilde{U}^{E}-\tilde{D}^{E} \tilde{U}^{C}\right)-8 \pi e^{2 \tilde{\beta}} \partial_{A} \Phi \partial_{B} \Phi\right\}=0 . \tag{2.5d}
\end{align*}
$$

We will discuss the evolution equations in more detail in Sec. II B on the Jordan frame.

In vacuum general relativity, once the metric functions $\tilde{\beta}, \tilde{U}^{A}$, and $\tilde{V}$ are determined on a hypersurface of constant $\tilde{u}$, they can be used in the evolution equation for the 2-metric $\tilde{h}_{A B}$ to evolve $h_{A B}$ to the next hypersurface; the hypersurface equations can then be solved again in an iterative process. In Brans-Dicke theory, however, one must jointly evolve the evolution equation for $\tilde{h}_{A B}$ with the scalar field equation to obtain the data $\tilde{h}_{A B}$ and $\Phi$ needed to solve the hypersurface equations. For convenience, we give the scalar wave equation (2.2b) when written in terms of the Bondi metric functions below:

$$
\begin{align*}
& 2 \partial_{\tilde{u}} \partial_{\tilde{r}} \Phi+\tilde{D}_{A}\left(\tilde{U}^{A} \partial_{\tilde{r}} \Phi\right)+\partial_{\tilde{r}}\left(\tilde{U}^{A} \tilde{D}_{A} \Phi\right) \\
& \quad-\frac{1}{\tilde{r}}\left(-2 \tilde{U}^{A} \tilde{D}_{A} \Phi-2 \partial_{\tilde{u}} \Phi+\partial_{\tilde{r}} \tilde{V} \partial_{\tilde{r}} \Phi+\tilde{V} \partial_{\tilde{r}} \partial_{\tilde{r}} \Phi\right) \\
& \quad-\frac{1}{\tilde{r}^{2}}\left[e^{2 \tilde{\beta}} \tilde{h}^{A B}\left(2 \tilde{D}_{A} \tilde{\beta} \tilde{D}_{B} \Phi+\tilde{D}_{B} \tilde{D}_{A} \Phi\right)+\tilde{V}\left(\partial_{\tilde{r}} \Phi\right)\right]=0 . \tag{2.5e}
\end{align*}
$$

Aside from the additional complication that the scalarwave equation and evolution equation for $\tilde{h}_{A B}$ must be solved as a coupled system, the form and the hierarchy of the modified Einstein and scalar field equations in the Einstein frame is similar to that of the Einstein equations in vacuum general relativity.

## 2. Conditions for asymptotic flatness

We next study the asymptotic behavior of the metric and the scalar field at large Bondi radius $r$. Because $\tilde{V}, \tilde{\beta}$, and $\tilde{U}^{A}$ are determined by $\tilde{h}_{A B}$ and $\Phi$, we must posit boundary conditions on $\tilde{h}_{A B}$ and $\Phi$; we can then deduce the remaining conditions on the metric from the hypersurface equations (2.5a)-(2.5c) up to functions of integration. There are well-established definitions for asymptotic flatness for the Einstein equations [37,38]. For the scalar field, we will assume that it satisfies the following scaling as $\tilde{r} \rightarrow \infty$ :

$$
\begin{equation*}
\Phi\left(\tilde{u}, \tilde{r}, \tilde{x}^{A}\right)=\Phi_{0}+\frac{\Phi_{1}\left(\tilde{u}, \tilde{x}^{A}\right)}{\tilde{r}}+O\left(\tilde{r}^{-2}\right), \tag{2.6}
\end{equation*}
$$

where $\Phi_{0}$ is a constant. ${ }^{2}$
In GR, the action for a massless scalar field (and hence the stress-energy tensor and equations of motion) is independent of the value of $\Phi_{0}$ in Eq. (2.6). Thus, there is no loss of generality by requiring that the constant value of the scalar field is zero. The boundary condition on the massless scalar field as $r$ goes to infinity can then be given by "Sommerfeld's radiation condition": $\lim _{r \rightarrow \infty} r \Phi$ is finite. In Brans-Dicke theory, the constant value of the scalar field is related to the asymptotic value of Newton's constant $G$. Setting $\Phi_{0}$ to zero, therefore, does have a physical effect in Brans-Dicke theory (note, however, that the precise value of the constant does not affect the stressenergy tensor for the scalar field, nor does it affect the equation of motion for the scalar field in vacuum). We thus require a nonzero $\Phi_{0}$ in Eq. (2.6), and we do not employ Sommerfeld's radiation condition to write the limit of the scalar field as $r$ goes to infinity.

Similarly, we adopt the same expansion of the 2-metric $\tilde{h}_{A B}$ as $\tilde{r} \rightarrow \infty$ as in GR:

$$
\begin{equation*}
\tilde{h}_{A B}=q_{A B}\left(\tilde{x}^{C}\right)+\frac{\tilde{c}_{A B}\left(\tilde{u}, \tilde{x}^{C}\right)}{\tilde{r}}+O\left(\tilde{r}^{-2}\right) . \tag{2.7}
\end{equation*}
$$

The determinant condition of the Bondi gauge requires that $q^{A B} \tilde{c}_{A B}=0$. It is then convenient to define a covariant derivative operator compatible with $q_{A B}$, which will be denoted by $\partial_{A}$. In addition, it is also helpful to raise (or lower) capital Latin indices on 2 -spheres of constant $\tilde{u}$ and $\tilde{r}$ with the 2-metric $q^{A B}$ (or $q_{A B}$ ).

Next, we assume the functions $\tilde{\beta}, \tilde{U}^{A}, \tilde{V}$, and $\tilde{h}_{A B}$ have the following limits as $\tilde{r}$ approaches infinity ${ }^{3}$ :

[^2]\[

$$
\begin{equation*}
\lim _{\tilde{r} \rightarrow \infty} \tilde{\beta}=\lim _{\tilde{r} \rightarrow \infty} \tilde{U}^{A}=0, \quad \lim _{\tilde{r} \rightarrow \infty} \frac{\tilde{V}}{\tilde{r}}=1, \quad \lim _{\tilde{r} \rightarrow \infty} \tilde{h}_{A B}=q_{A B} \tag{2.8}
\end{equation*}
$$

\]

The metric thus reduces to Minkowski spacetime in inertial Bondi coordinates in this limit. Hou and Zhu independently proposed similar conditions in [79]. Imposing these conditions and radially integrating the hypersurface equations in Eqs. (2.5a)-(2.5c) further, we then arrive at the solutions ${ }^{4}$

$$
\begin{align*}
\tilde{\beta} & =-\frac{1}{32 \tilde{r}^{2}} \tilde{c}^{A B} \tilde{c}_{A B}-\frac{1}{\tilde{r}^{2}} \pi \Phi_{1}^{2}+O\left(\tilde{r}^{-3}\right),  \tag{2.9a}\\
\tilde{U}^{A} & =-\frac{1}{2 \tilde{r}^{2}} \mho_{B} \tilde{c}^{A B}+O\left(\tilde{r}^{-3} \log \tilde{r}\right),  \tag{2.9b}\\
\tilde{V} & =\tilde{r}-2 \tilde{M}+O\left(\tilde{r}^{-1}\right) . \tag{2.9c}
\end{align*}
$$

The function $\tilde{M}\left(\tilde{u}, \tilde{x}^{A}\right)$ is called the Bondi mass aspect and is one of the functions of integration that arises from integrating the hypersurface equations.

## B. Jordan frame

Having determined the asymptotic falloff conditions in the Einstein frame, we now consider the asymptotic properties of the solutions in the Jordan frame, in which it is more straightforward to understand the response of a detector to the gravitational waves emitted from an isolated system (because test particles follow geodesics of the Jordan-frame metric). A solution in the Jordan frame can be found from one in the Einstein frame by performing a conformal transformation [84]

$$
\begin{equation*}
g_{\mu \nu}=\frac{1}{\lambda} \tilde{g}_{\mu \nu}, \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\exp (\Phi / \Omega), \quad \Omega \equiv \sqrt{\frac{2 \omega+3}{16 \pi}} . \tag{2.11}
\end{equation*}
$$

The scalar field is called $\lambda$ in this frame, and $\omega$ is the BransDicke parameter. In the limits in which $\omega \rightarrow \infty$ and $\lambda$ becomes nondynamical, general relativity is recovered. The Brans-Dicke action in the Jordan frame is given by [61]

[^3]\[

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[\frac{\lambda}{16 \pi} R-\frac{\omega}{16 \pi} g^{\mu \nu} \frac{\left(\partial_{\mu} \lambda\right)\left(\partial_{\nu} \lambda\right)}{\lambda}\right] \tag{2.12}
\end{equation*}
$$

\]

where $R$ is the Ricci scalar of the Jordan-frame metric $g_{\mu \nu}$.
The field equations are given by

$$
\begin{align*}
G_{\mu \nu} & =\frac{1}{\lambda}\left(8 \pi T_{\mu \nu}^{(\lambda)}+\nabla_{\mu} \nabla_{\nu} \lambda-g_{\mu \nu} \square \lambda\right),  \tag{2.13a}\\
\square \lambda & =0, \tag{2.13b}
\end{align*}
$$

where $G_{\mu \nu}$ is the Einstein tensor, $\square=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$ is the covariant wave operator, and

$$
\begin{equation*}
T_{\mu \nu}^{(\lambda)}=\frac{\omega}{8 \pi \lambda}\left(\nabla_{\mu} \lambda \nabla_{\nu} \lambda-\frac{1}{2} g_{\mu \nu} \nabla^{\alpha} \lambda \nabla_{\alpha} \lambda\right) \tag{2.13c}
\end{equation*}
$$

is the stress-energy tensor of the scalar field. It is also convenient to define a tensor $\mathcal{E}_{\mu \nu}$ by

$$
\begin{equation*}
\mathcal{E}_{\mu \nu} \equiv G_{\mu \nu}-\frac{1}{\lambda}\left(8 \pi T_{\mu \nu}^{(\lambda)}+\nabla_{\mu} \nabla_{\nu} \lambda-g_{\mu \nu} \square \lambda\right), \tag{2.14}
\end{equation*}
$$

which vanishes when the equations of motion are satisfied.

## 1. Bondi gauge and asymptotic boundary conditions

We would now like to compute a metric in Bondi-Sachs coordinates in the Jordan frame that is consistent with our definition of asymptotic flatness in the Einstein frame. The transformation in Eq. (2.11) implies that $\lambda$ admits an expansion in $1 / \tilde{r}$, in which the leading-order term is constant: i.e.,

$$
\begin{equation*}
\lambda\left(\tilde{u}, \tilde{r}, \tilde{x}^{A}\right)=\exp \left(\frac{\Phi_{0}}{\Omega}\right)\left(1+\frac{\Phi_{1}}{\Omega} \frac{1}{\tilde{r}}\right)+O\left(\tilde{r}^{-2}\right), \tag{2.15}
\end{equation*}
$$

The conformal transformation of the metric in Eq. (2.10) preserves the Bondi gauge conditions $g_{r r}=g_{r A}=0$, but the determinant condition becomes $\operatorname{det}\left[g_{A B}\right]=\tilde{r}^{4} \lambda^{-2} q\left(x^{C}\right)$. Consequently, the final condition of the Bondi gauge will not be satisfied in general (i.e., $\tilde{r}$ is not an areal radius in the Jordan frame). It is possible to work in a set of coordinates that do not impose the determinant condition in Bondi gauge (as was done in [79]); however, when $\lambda$ is positive (as it is expected to be far from an isolated source, since $\lambda$ is related to the gravitational constant [54]), it is also possible to redefine the radial coordinate so as to make it an areal coordinate. The transformation that effects this change is

$$
\begin{equation*}
u=\frac{\tilde{u}}{\sqrt{\lambda_{0}}}, \quad r=\tilde{r} \lambda^{-1 / 2}, \quad x^{A}=\tilde{x}^{A}, \tag{2.16}
\end{equation*}
$$

where we have introduced the notation $\lambda_{0}=\exp \left(\Phi_{0} / \Omega\right)$. The retarded time $\tilde{u}$ is rescaled by $\lambda_{0}$ so that the metric
coefficient $-g_{u r}$ becomes one as $r \rightarrow \infty$. In the coordinates ( $u, r, x^{A}$ ), the metric takes the Bondi form,

$$
\begin{align*}
g_{\mu \nu} d x^{\mu} d x^{\nu}= & -\frac{V}{r} e^{2 \beta} d u^{2}-2 e^{2 \beta} d u d r \\
& +r^{2} h_{A B}\left(d x^{A}-U^{A} d u\right)\left(d x^{B}-U^{B} d u\right), \tag{2.17}
\end{align*}
$$

where $V, \beta, U^{A}$, and $h_{A B}$ are functions of coordinates $x^{\mu}=\left(u, r, x^{A}\right)$. The metric satisfies all the Bondi gauge conditions

$$
\begin{equation*}
g_{r A}=g_{r r}=0, \quad \operatorname{det}\left[g_{A B}\right]=r^{4} q\left(x^{C}\right) . \tag{2.18}
\end{equation*}
$$

By performing the conformal and coordinate transformation on the solutions of the field equations in the Einstein frame [Eqs. (2.9a)-(2.9c)], we find that the functions $\beta, U^{A}$, and $V$ should have the following forms:

$$
\begin{align*}
\beta & =-\frac{1}{2 r} \frac{\Phi_{1}}{\Omega \sqrt{\lambda_{0}}}+O\left(r^{-2}\right),  \tag{2.19a}\\
U^{A} & =-\frac{1}{2 \sqrt{\lambda_{0}} r^{2}}\left(\partial_{B} c^{A B}-ð^{A} \Phi_{1}\right)+O\left(r^{-3} \log r\right),  \tag{2.19b}\\
V & =\left(1+\frac{\partial_{u} \Phi_{1}}{\Omega}\right) r+O\left(r^{0}\right) . \tag{2.19c}
\end{align*}
$$

Interestingly, in the limit as $r$ goes to infinity, $V / r$ goes as $1+\partial_{u} \Phi_{1} / \Omega$ (i.e., when $\Phi_{1}$ is dynamical, the leading-order Minkowski part of the metric is expressed in noninertial coordinates when the Bondi gauge conditions are imposed). This occurs because the component of the Ricci tensor, $R_{u u}$, scales as $1 / r$ when $\partial_{u} \Phi_{1}$ is nonvanishing, as we discuss in more detail below and in Sec. IV. In addition, $\beta$ scales as $O\left(r^{-1}\right)$ instead of $O\left(r^{-2}\right)$, as in the Einstein frame (or in general relativity). Based on these considerations, we expect that the metric functions will have the following scaling with $r$ in the Jordan frame:
$\beta=O\left(r^{-1}\right), \quad V=O(r), \quad U^{A}=O\left(r^{-2}\right)$.
We explicitly verify this by solving the field equations in the next part.

## 2. Asymptotically flat solutions

The Bondi-Sachs field equations for Brans-Dicke theory in the Jordan frame have a similar hierarchy as in the Einstein frame. The trace-free part of $h_{A B}$ satisfies an evolution equation, and the scalar field satisfies the curvedspace wave equation (also an evolution equation). The remaining metric functions $\beta, U^{A}$, and $V$ can be solved from hypersurface equations on surfaces of constant $u$ in terms of $h_{A B}, \lambda$, and functions of integration known as
the Bondi mass aspect and angular momentum aspect. The mass and angular momentum aspects satisfy the conservation equations. The full expressions for these equations are rather lengthy, though we give the expressions for the scalar wave equation and the hypersurface equations in Appendix. Thus, we will focus on determining the metric functions and the evolution equations satisfied by these functions when these quantities are expanded in a series in $1 / r$.

As in the Einstein frame, it is necessary to assume an expansion of the 2 -metric $h_{A B}$ and the scalar field $\lambda$ as series in $1 / r$, and the expansions of the remaining quantities will follow from the field equations and boundary conditions in Eq. (2.20). For the scalar field, we have

$$
\begin{align*}
\lambda\left(u, r, x^{A}\right)= & \lambda_{0}+\frac{\lambda_{1}\left(u, x^{A}\right)}{r}+\frac{\lambda_{2}\left(u, x^{A}\right)}{r^{2}}+\frac{\lambda_{3}\left(u, x^{A}\right)}{r^{3}} \\
& +O\left(r^{-4}\right) . \tag{2.21}
\end{align*}
$$

The constant $\lambda_{0}$ is related to the gravitational constant, ${ }^{5}$ and $\lambda_{1}$ is the leading-order nonconstant part of the scalar field, which is closely connected to the additional polarization of the gravitational waves in Brans-Dicke theory. That $\lambda$ in Eq. (2.21) has a similar expansion in $1 / r$ as $\Phi$ in Eq. (2.6) follows from the relation between $\lambda$ and $\Phi$ in Eq. (2.11).

For the 2 -metric, we take the expansion to be

$$
\begin{align*}
h_{A B}= & q_{A B}\left(x^{C}\right)+\frac{c_{A B}\left(u, x^{C}\right)}{r}+\frac{d_{A B}\left(u, x^{C}\right)}{r^{2}} \\
& +\frac{e_{A B}\left(u, x^{C}\right)}{r^{3}}+O\left(r^{-4}\right) . \tag{2.22a}
\end{align*}
$$

The determinant condition in Bondi gauge fixes the part of $d_{A B}$ and $e_{A B}$ that is proportional to $q_{A B}$. Thus, we write them as

$$
\begin{align*}
& d_{A B}=D_{A B}+\frac{1}{4} c_{F G} c^{F G} q_{A B},  \tag{2.22b}\\
& e_{A B}=E_{A B}+\frac{1}{2} c_{F G} D^{F G} q_{A B}, \tag{2.22c}
\end{align*}
$$

where $c_{A B}, D_{A B}$, and $E_{A B}$ are trace-free with respect to $q_{A B}$. The tensor $c_{A B}\left(u, x^{A}\right)$ is closely related to the shear of outgoing null geodesics at large $r$, and is thus also related to the gravitational waves.

We now substitute the expansion of $\lambda$ and $h_{A B}$ in Eqs. (2.21) and (2.22a) into the field equations, solve order by order in $r^{-1}$, and compute the metric functions

[^4]and their corresponding evolution equations. We begin with the curved-space, scalar wave equation in Eq. (2.13b). The explicit forms, in Bondi coordinates, of Eq. (2.13b) and the hypersurface equations in Eq. (2.13a) are given in Appendix. We find that the assumption of $\lambda_{0}=$ const is consistent with these field equations; at $O\left(r^{-2}\right)$, the wave equation reduces to the expression $\partial_{r}\left(\partial_{u} \lambda_{1}\right)=0$, which implies that $\partial_{u} \lambda_{1}=N_{(\lambda)}\left(u, x^{A}\right)$ is an arbitrary function. An analogous equation arises for the evolution of the tensor $c_{A B}$, which leads to $\partial_{u} c_{A B}$ being unconstrained (and equal to an arbitrary symmetric, trace-free tensor that gets called the Bondi news tensor, which is defined below). To obtain higher-order terms in the wave equation, we need to first solve for some functions in the Bondi metric.

Next, integrating the $r r$, $r A$, and the trace of the $A B$ components of the modified Einstein equations presented in Appendix, we find

$$
\begin{align*}
\beta= & -\frac{\lambda_{1}}{2 \lambda_{0} r}-\frac{1}{r^{2}}\left(\frac{1}{32} c^{A B} c_{A B}+\frac{\omega-1}{8 \lambda_{0}^{2}} \lambda_{1}^{2}+\frac{3 \lambda_{2}}{4 \lambda_{0}}\right) \\
& +O\left(r^{-3}\right),  \tag{2.23a}\\
U^{A}= & -\frac{1}{2 r^{2}}\left(\partial_{F} c^{A F}-\frac{\partial^{A} \lambda_{1}}{\lambda_{0}}\right) \\
& +\frac{1}{3 r^{3}}\left[c^{A D} ð^{F} c_{D F}-\frac{1}{\lambda_{0}} c^{A D} ð_{D} \lambda_{1}+\frac{\lambda_{1}}{\lambda_{0}} ð_{B} c^{A B}\right. \\
& \left.-\frac{\lambda_{1}}{\lambda_{0}^{2}} ð^{A} \lambda_{1}+\mathcal{U}^{A}(1+3 \log r)+6 L^{A}\right]+O\left(r^{-4}\right),  \tag{2.23b}\\
V= & \left(1+\frac{\partial_{u} \lambda_{1}}{\lambda_{0}}\right) r-2 M+O\left(r^{-1}\right), \tag{2.23c}
\end{align*}
$$

respectively. Here $M\left(u, x^{A}\right)$ is a function of integration. While an analogous quantity is defined to be the Bondi mass aspect in the Einstein frame or in GR, here we find it convenient to define a slightly different quantity to be the mass aspect (which is defined shortly below). The second function of integration, the angular-momentum aspect $L^{A}$, can be obtained from the expression

$$
\begin{align*}
L_{A}\left(u, x^{A}\right)= & -\frac{1}{6} \lim _{r \rightarrow \infty}\left(r^{4} e^{-2 \beta} h_{A B} \partial_{r} U^{B}\right. \\
& \left.-r ð^{B} c_{A B}+r \frac{\partial_{A} \lambda_{1}}{\lambda_{0}}+3 \mathcal{U}_{A} \log r\right) . \tag{2.24}
\end{align*}
$$

The integration procedure allows for a term proportional to $\log r / r^{3}$ in $U^{A}$. The term $\mathcal{U}^{A}$ is given by

$$
\begin{equation*}
\mathcal{U}_{A}=-\frac{2}{3} ð^{B}\left(D_{A B}+\frac{1}{2 \lambda_{0}} \lambda_{1} c_{A B}\right) \tag{2.25}
\end{equation*}
$$

We will only consider solutions with $\mathcal{U}^{A}=0$ in this paper for reasons which we discuss below Eq. (2.30).

We can now return to the scalar wave equation to solve for the higher-order terms. The $O\left(r^{-3}\right)$ and $O\left(r^{-4}\right)$ parts of the scalar wave equation determine that $\lambda_{2}$ and $\lambda_{3}$ evolve via the equations

$$
\begin{align*}
\partial_{u} \lambda_{2}= & -\frac{1}{2} Ð^{2} \lambda_{1}  \tag{2.26a}\\
\partial_{u} \lambda_{3}= & -\frac{1}{2 \lambda_{0}} \partial_{u}\left(\lambda_{1} \lambda_{2}\right)+\frac{1}{2} M \lambda_{1}-\frac{1}{4}\left(Ð^{2}+2\right) \lambda_{2} \\
& -\frac{1}{8 \lambda_{0}} \lambda_{1} Ð^{2} \lambda_{1}+\frac{1}{4} c^{A B}{ð_{A} ð_{B} \lambda_{1}+\frac{1}{8} \lambda_{1} \check{\partial}_{A} ð_{B} c^{A B}}+\frac{1}{2} ð_{B} c^{A B \coprod_{A} \lambda_{1} .}
\end{align*}
$$

To simplify the notation slightly, we have introduced the quantity $Ð^{2}=ð_{A} ð^{A}$ to denote the Laplacian on the 2-sphere.

The evolution equations for $h_{A B}$ come from the trace-free part of the $A B$ components of the field equations

$$
\begin{equation*}
\mathcal{E}_{A B}-\frac{1}{2} g_{A B} g^{C D} \mathcal{E}_{C D}=0 \tag{2.27}
\end{equation*}
$$

Because we have already imposed the field equation $h^{C D} \mathcal{E}_{C D}=0$ to determine $V$, the term proportional to $g_{A B}$ in Eq. (2.27) does not contribute. As a practical computational matter, it can be more convenient to contract Eq. (2.27) into a complex polarization dyad $m^{A}=\delta^{A}{ }_{\mu} m^{\mu}$ (and its complex conjugate) where $m^{\mu}$ satisfies $m^{\mu} \nabla_{\mu} u=0[80,85,86]$ (a similar procedure was performed in the Einstein frame). Then the 2 degrees of freedom in the evolution equation can be recast in terms of a single complex equation

$$
\begin{equation*}
m^{A} m^{B} \mathcal{E}_{A B}=0 . \tag{2.28}
\end{equation*}
$$

The $O\left(r^{0}\right)$ part of Eq. (2.28) reduces to the equation proportional to $\partial_{r}\left(\partial_{u} c_{A B}\right)=0$. This implies that

$$
\begin{equation*}
\partial_{u} c_{A B}=N_{A B}, \tag{2.29}
\end{equation*}
$$

where $N_{A B}$ is an arbitrary symmetric trace-free tensor, called the news tensor. In GR, spacetimes with a vanishing news tensor contain no gravitational waves [41]. The $O\left(r^{-1}\right)$ terms of Eq. (2.28) lead to the equation

$$
\begin{equation*}
\partial_{u}\left(D_{A B}+\frac{1}{2 \lambda_{0}} \lambda_{1} c_{A B}\right)=0 \tag{2.30}
\end{equation*}
$$

By taking $\partial_{u}$ of Eq. (2.25) and $ð_{A}$ of Eq. (2.30), then one can see that one must have $\partial_{u} \mathcal{U}^{A}=0$. Thus the choice $\mathcal{U}^{A}=0$ made above will not affect the dynamics of $D_{A B}$, but it does impose a constraint on the allowed initial data for the quantity $D_{A B}+\lambda_{1} c_{A B} /\left(2 \lambda_{0}\right)$. The $O\left(r^{-2}\right)$ part of Eq. (2.28) is a significantly more complicated expression, which we give below:

$$
\begin{align*}
& \partial_{u} E_{A B}=-\frac{1}{2} D_{A B}+\frac{1}{2} c_{A B} \mathcal{M}-ð_{(B} L_{A)}+\frac{1}{2} q_{A B} ð_{C} L^{C}+\frac{1}{4} c_{A B} c^{C D} N_{C D}+\frac{1}{32}\left(ð_{A} ð_{B}-\frac{1}{2} q_{A B} \mathrm{\Xi}^{2}\right)\left(c^{E D} c_{E D}\right) \\
& +\frac{1}{6}\left[ð_{(B}\left(c_{A)}^{C} \partial^{D} c_{C D}\right)-\frac{1}{2} q_{A B} ð^{E}\left(c_{E}^{C} ð^{D} c_{C D}\right)\right]+\frac{1}{8} \epsilon_{C(A} c_{B)}^{C}\left(\epsilon^{\mathrm{DE}} ð_{E} \partial^{F} c_{D F}\right)-\frac{1}{4 \lambda_{0}^{2}}\left(4 \lambda_{0} D_{A B}-\lambda_{1} c_{A B}\right) \partial_{u} \lambda_{1} \\
& -\frac{1}{12 \lambda_{0}^{2}}(3 \omega+7)\left(ð_{A} \lambda_{1} ð_{B} \lambda_{1}-\frac{1}{2} q_{A B} \check{\partial}^{C} \lambda_{1} ð_{C} \lambda_{1}\right)+\frac{1}{12 \lambda_{0}^{2}}(3 \omega+2) \lambda_{1}\left(ð_{B} ð_{A}-\frac{1}{2} q_{A B} \mathrm{\Xi}^{2}\right) \lambda_{1} \\
& +\frac{1}{4 \lambda_{0}}\left(\check{ð}_{B} \check{\partial}_{A}-\frac{1}{2} q_{A B} \Xi^{2}\right) \lambda_{2}+\frac{1}{12 \lambda_{0}} c_{A B} Ð^{2} \lambda_{1}+\frac{3 \lambda_{1}^{2}}{8 \lambda_{0}^{2}} N_{A B}-\frac{1}{2 \lambda_{0}} \lambda_{2} N_{A B}-\frac{1}{3 \lambda_{0}} \lambda_{1} c_{A B} \\
& -\frac{1}{6 \lambda_{0}}\left(\check{\partial}^{C} \lambda_{1} ð_{(B} c_{A) C}-\frac{1}{2} q_{A B} \check{\partial}_{C} c^{C D} ð_{D} \lambda_{1}\right)+\frac{1}{12 \lambda_{0}} \check{\partial}^{C} \lambda_{1} ð_{C} c_{A B}+\frac{1}{24 \lambda_{0}} \lambda_{1} Ð^{2} c_{A B} . \tag{2.31}
\end{align*}
$$

We use this expression to understand the properties of the angular momentum aspect $L_{A}$ in nonradiative regions of spacetime in Sec. IV.

To complete our treatment of the field equations, we must consider the conservation equations in $\mathcal{E}_{u u}$ and $\mathcal{E}_{u A}$. These equations result in conservation equations for the mass and angular-momentum aspects. The equation for the mass aspect comes from the $O\left(r^{-2}\right)$ part of $\mathcal{E}_{u u}$, and it is given by

$$
\begin{align*}
\partial_{u} \mathcal{M}= & -\frac{1}{8} N_{A B} N^{A B}+\frac{1}{4} ð_{A} ð_{B} N^{A B} \\
& -(3+2 \omega) \frac{1}{4 \lambda_{0}^{2}}\left(\partial_{u} \lambda_{1}\right)^{2}+\frac{1}{4 \lambda_{0}} \partial_{u} \mathrm{Ð}^{2} \lambda_{1}, \tag{2.32a}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\mathcal{M}\left(u, x^{A}\right)=M\left(u, x^{A}\right)-\frac{1}{4 \lambda_{0}^{2}} \lambda_{1} \partial_{u} \lambda_{1} \tag{2.32~b}
\end{equation*}
$$

to be the Bondi mass aspect in the Jordan frame. With this definition of $\mathcal{M}$ the average of the right-hand side of Eq. (2.32a) over the 2 -sphere is a nonpositive number: i.e., the average value of $\mathcal{M}$ is a strictly decreasing quantity. This makes $\mathcal{M}$ more closely analogous to the Bondi mass aspect in general relativity, in which the average value of the mass aspect gives rise to the wellknown Bondi mass-loss formula [37]. Note that $M$ would not necessarily satisfy this property, because $\lambda_{1} \partial_{u} \lambda_{1}=$ $\partial_{u}\left(\lambda_{1}^{2} / 2\right)$ is not necessarily a decreasing quantity. The calculations of symplectic fluxes and charges in Sec. IV would suggest one might also include the $Ð^{2} \lambda_{1}$ term in the definition of the mass aspect, though we do not do that above.

Finally, from the $O\left(r^{-2}\right)$ part of $\mathcal{E}_{u A}$, the angular momentum aspect satisfies a conservation equation of the form

$$
\begin{align*}
-3 \partial_{u} L_{A}= & ð_{A} \mathcal{M}-\frac{1}{4} ð^{E}\left(ð_{E} \partial^{F} c_{A F}-ð_{A} \partial^{F} c_{E F}\right)+\frac{1}{16} ð_{A}\left(c_{E F} N^{E F}\right)-\frac{1}{2} ð_{C}\left(c^{C F} N_{A F}\right)+\frac{1}{4} c^{E F}\left(ð_{A} N_{E F}\right) \\
& +\frac{1}{8 \lambda_{0}} ð_{A} Ð^{2} \lambda_{1}-\frac{1}{4 \lambda_{0}^{2}}(2+3 \omega) ð_{A} \lambda_{1} \partial_{u} \lambda_{1}+\frac{\lambda_{1}}{4 \lambda_{0}^{2}}(4+\omega) ð_{A} \partial_{u} \lambda_{1}+\frac{1}{4 \lambda_{0}} \partial_{u}\left(c_{A B} ð^{B} \lambda_{1}-\lambda_{1} \partial^{B} c_{A B}\right) . \tag{2.33}
\end{align*}
$$

To summarize, the structure of the Einstein equations is very much like the Bondi-Sachs formalism for general relativity [80] (though with an additional massless field). There are unconstrained functions $N_{A B}=\partial_{u} c_{A B}$ and $N_{(\lambda)}=\partial_{u} \lambda_{1}$ that determine the evolution of the different functions in the expansion of the metric and scalar fields. Then initial data must be given for $\lambda_{1}, \lambda_{2}, \lambda_{3}, \mathcal{M}$, $L_{A}, c_{A B}$, and $E_{A B}$. Initial data also must be given for $D_{A B}$, but because we did not allow $\log$ terms in our expansion, these initial data are not independent of that of $\lambda_{1}$ and $c_{A B}$. Our field equations have a slightly different form than those given in [79], because of the different gauge conditions that we use (note also that
[79] did not compute the evolution equations for $E_{A B}$ or $\lambda_{3}$ ).

## III. ASYMPTOTIC SYMMETRIES

We now turn to computing the infinitesimal vector fields $\vec{\xi}$ that preserve the Bondi gauge conditions and the asymptotic form of the metric and the scalar field in Brans-Dicke theory. Our treatment parallels that given in [46] for general relativity. The scalar field is Lie dragged along the generators of these asymptotic symmetries $\vec{\xi}$, so it transforms as $\lambda \rightarrow \lambda+\mathcal{L}_{\xi} \lambda$ (where we use $\mathcal{L}_{\xi}$ to denote the Lie derivative along $\vec{\xi}$ ). To preserve the Bondi gauge
conditions, the following components of the metric must be left invariant when the metric is Lie dragged along $\vec{\xi}$ :

$$
\begin{equation*}
\mathcal{L}_{\xi} g_{r r}=0, \quad \mathcal{L}_{\xi} g_{r A}=0, \quad g^{A B} \mathcal{L}_{\xi} g_{A B}=0 \tag{3.1}
\end{equation*}
$$

The four differential equations in Eq. (3.1) constrain the four components of $\vec{\xi}$. Because these conditions rely only upon the Bondi gauge and not the underlying theory, we can expand the solution in Eq. (4.7) of [46] using our solutions for $\beta, U^{A}$, and $h_{A B}$ in the Jordan frame of BransDicke theory, which were computed in Sec. II. The results are that

$$
\begin{align*}
\xi^{u}= & f\left(u, x^{A}\right),  \tag{3.2a}\\
\xi^{r}= & -\frac{1}{2} r ð_{A} Y^{A}+\frac{1}{2} ð^{A} ð_{A} f-\frac{1}{4 r}\left(c^{A B} ð_{B} ð_{A} f\right. \\
& \left.+2 ð_{A} f ð_{B} c^{A B}+\frac{\lambda_{1}}{\lambda_{0}} Ð^{2} f\right)+O\left(r^{-2}\right),  \tag{3.2b}\\
\xi^{A}= & Y^{A}\left(u, x^{A}\right)-\frac{1}{r} ð^{A} f+\frac{1}{2 r^{2}}\left(c^{A B} ð_{B} f+\frac{1}{\lambda_{0}} \lambda_{1} ð^{A} f\right) \\
& +\frac{1}{r^{3}}\left[\frac{1}{3} D^{A B ð_{B} f-\frac{1}{16} c^{B C} c_{B C} ð^{A} f-\frac{\lambda_{1}}{3 \lambda_{0}} c^{A B} ð_{B} f}\right. \\
& \left.+\frac{\lambda_{2}}{2 \lambda_{0}} ð^{A} f+\frac{\lambda_{1}^{2}}{12 \lambda_{0}^{2}}(\omega-3) ð^{A} f\right]+O\left(r^{-4}\right) . \tag{3.2c}
\end{align*}
$$

The functions of integration $f\left(u, x^{A}\right)$ and $Y^{A}\left(u, x^{A}\right)$ come from radially integrating Eq. (3.1).

To maintain the asymptotic falloff conditions that we have determined, we require that the remaining metric components transform as follows:

$$
\begin{align*}
\mathcal{L}_{\xi} g_{u r} & =O\left(r^{-1}\right), & \mathcal{L}_{\xi} g_{u A}=O\left(r^{0}\right), \\
\mathcal{L}_{\xi} g_{A B} & =O(r), & \mathcal{L}_{\xi} g_{u u}=O\left(r^{0}\right) \tag{3.3}
\end{align*}
$$

Note that in GR $\mathcal{L}_{\xi} g_{u u}=O\left(r^{-1}\right)$; however, because in Brans-Dicke theory in the Jordan frame $g_{u u}$ is given by $g_{u u}=-1+\partial_{u} \lambda_{1} / \lambda_{0}+O\left(r^{-1}\right)$, we allow a change in $g_{u u}$ at $O\left(r^{0}\right)$ (which occurs from the change in $\partial_{u} \lambda_{1}$ ). To express the conditions that we use to constrain $\vec{\xi}$ and the change in the metric coefficients, it is convenient to expand $\mathcal{L}_{\xi} g_{\mu \nu}$ in a series in $r$ as

$$
\begin{equation*}
\mathcal{L}_{\xi} g_{\mu \nu}=\sum_{n} r^{n} l_{\mu \nu}^{(n)} \tag{3.4}
\end{equation*}
$$

where $n$ can be an integer and the coefficients $l_{\mu \nu}^{(n)}$ in the expansion are functions of $u$ and $x^{A}$. Then one can show from $l_{u A}^{(2)}=0$ that $Y^{A}$ is independent of $u$, and from $l_{A B}^{(2)}=0$ that it is a conformal Killing vector on a 2 -sphere: i.e.,

$$
\begin{equation*}
ð_{A} Y_{B}+ð_{B} Y_{A}=\psi q_{A B} \tag{3.5}
\end{equation*}
$$

where $\psi=ð_{A} Y^{A}$. The coefficient $l_{u r}^{(0)}=0$ restricts $f$ to be given by

$$
\begin{equation*}
f=\frac{1}{2} u \psi+\alpha\left(x^{A}\right) \tag{3.6}
\end{equation*}
$$

The functions $f$ and $Y^{A}$ have the same form as in general relativity. Thus, the different falloff conditions of components of the metric in Brans-Dicke theory do not alter the symmetries of the spacetime. The interpretation of $Y^{A}$ and $\alpha$ will, therefore, be the same as in GR: the globally defined $Y^{A}$ span a six-parameter algebra isomorphic to the proper, isochronous Lorentz algebra (and the locally defined $Y^{A}$ will be the infinite-dimensional group of superrotation symmetries [45]) and $\alpha$ span the infinite-dimensional commutative algebra of supertranslations $[37,40]$. How the asymptotic Killing vectors $\vec{\xi}$ are extended into the interior of the spacetime from future null infinity is different in GR from in Brans-Dicke theory in the Jordan frame. This will lead to the functions in the metric transforming differently between the two theories.

Before we compute the transformation of the metric functions, it is necessary to determine how the functions $\lambda_{1}$ and $\lambda_{2}$ in the expansion of the scalar field transform as they are Lie dragged along $\vec{\xi}$. We denote this transformation as $\delta_{\xi} \lambda_{1}$ and $\delta_{\xi} \lambda_{2}$, and they can be computed from the $O\left(r^{-1}\right)$ and $O\left(r^{-2}\right)$ of $\mathcal{L}_{\xi} \lambda$, respectively. The result is
$\delta_{\xi} \lambda_{1}=\frac{1}{2} \lambda_{1} \psi+Y^{A} ð_{A} \lambda_{1}+f \partial_{u} \lambda_{1}$,
$\delta_{\xi} \lambda_{2}=\lambda_{2} \psi-\frac{1}{2} \lambda_{1} Ð^{2} f-ð^{C} f ð_{C} \lambda_{1}+Y^{D} ð_{D} \lambda_{2}+f \partial_{u} \lambda_{2}$.

Next, we can compute how the functions $c_{A B}, D_{A B}, \mathcal{M}$, and $L_{A}$ transform when Lie dragged along $\vec{\xi}$ given in Eq. (3.2). We denote these quantities $\delta_{\xi} c_{A B}$ and similarly for the other three functions. The term $\delta_{\xi} c_{A B}$ can be obtained directly from the appropriate coefficients and components of $l_{\mu \nu}^{(n)}$, but other terms also require removing the transformation of combinations of $\delta_{\xi} \lambda_{1}$ and $\delta_{\xi} c_{A B}$ that appear at the same order in the metric. The expressions used to compute these quantities are given below:

$$
\begin{align*}
\delta_{\xi} c_{A B} & =l_{A B}^{(1)}  \tag{3.9a}\\
\delta_{\xi} \mathcal{M} & =\frac{1}{2} l_{u u}^{(-1)}-\frac{1}{2}\left[\frac{\delta_{\xi} \lambda_{1}}{\lambda_{0}}+\frac{3}{2 \lambda_{0}^{2}} \delta_{\xi}\left(\lambda_{1} \partial_{u} \lambda_{1}\right)\right], \tag{3.9b}
\end{align*}
$$

$$
\begin{align*}
\delta_{\xi} D_{A B}= & l_{A B}^{(0)}-\frac{1}{4} q_{A B} \delta_{\xi}\left(c^{C D} c_{C D}\right),  \tag{3.9c}\\
\delta_{\xi} L_{A}= & -\frac{1}{2} l_{u A}^{(-1)}+\frac{1}{12} \delta_{\xi}\left(c_{A B} ð_{C} c^{B C}\right) \\
& -\frac{1}{6 \lambda_{0}} \delta_{\xi}\left(\lambda_{1} \partial_{B} c_{A}^{B}\right)-\frac{1}{12 \lambda_{0}} \delta_{\xi}\left(c_{A B} \partial^{B} \lambda_{1}\right) \\
& +\frac{1}{6 \lambda_{0}^{2}} \delta_{\xi}\left(\lambda_{1} \partial_{A} \lambda_{1}\right) . \tag{3.9~d}
\end{align*}
$$

Thus, we can compute $\delta_{\xi} \mathcal{M}$ and $\delta_{\xi} c_{A B}$ from the relevant $l_{\mu \nu}^{(n)}$ and $\delta_{\xi} \lambda_{1}$ to be
$\delta_{\xi} c_{A B}=\mathcal{L}_{Y} c_{A B}+f N_{A B}-\frac{1}{2} \psi c_{A B}-2 ð_{A} ð_{B} f+q_{A B} Ð^{2} f$,

$$
\begin{align*}
\delta_{\xi} \mathcal{M}= & f \partial_{u} \mathcal{M}+\frac{3}{2} \mathcal{M} \psi+Y^{A} ð_{A} \mathcal{M}+\frac{1}{8} c^{A B} ð_{A} ð_{B} \psi \\
& +\frac{1}{2} ð_{A} f ð_{B} N^{A B}+\frac{1}{4} N^{A B} ð_{A} ð_{B} f-\frac{\lambda_{1} \psi}{4 \lambda_{0}}+\frac{1}{4 \lambda_{0}} ð_{A} \psi ð^{A} \lambda_{1} \\
& +\frac{1}{4 \lambda_{0}} Ð^{2} f \partial_{u} \lambda_{1}+\frac{1}{2 \lambda_{0}} ð^{A} f \partial_{A} \partial_{u} \lambda_{1} . \tag{3.10b}
\end{align*}
$$

Then with the expression for $\delta_{\xi} c_{A B}$, it is possible to compute the remaining two terms for $\delta_{\xi} D_{A B}$ and $\delta_{\xi} L_{A}$. They are given by

$$
\begin{align*}
\delta_{\xi} D_{A B}= & \mathcal{L}_{Y} D_{A B}+\frac{\lambda_{1}}{\lambda_{0}}\left(\partial_{A} ð_{B}-\frac{1}{2} q_{A B} \mathrm{Đ}^{2}\right) f \\
& -\frac{1}{2 \lambda_{0}} f \partial_{u}\left(\lambda_{1} c_{A B}\right) \tag{3.10c}
\end{align*}
$$

for $\delta_{\xi} D_{A B}$ and

$$
\begin{aligned}
& \delta_{\xi} L_{A}=f \partial_{u} L_{A}+\mathcal{L}_{Y} L_{A}+L_{A} \psi+\frac{1}{96} c^{C D} c_{C D} ð_{A} \psi+\frac{1}{6} D_{A B} ð^{B} \psi-\mathcal{M} ð_{A} f+\frac{1}{12}\left(\partial^{C} ð_{C} f ð^{B} c_{A B}-c_{A B} \partial^{B} ð^{C} ð_{C} f\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{6} c^{B C} N_{A B} \check{\partial}_{C} f-\frac{1}{12 \lambda_{0}^{2}}\left[c_{A B} \lambda_{0} ð^{B} f+\lambda_{1}(\omega+4) ð_{A} f\right] \partial_{u} \lambda_{1}+\frac{1}{24 \lambda_{0}^{2}}\left[6 \lambda_{0} \lambda_{2}+(\omega-1) \lambda_{1}^{2}\right] ð_{A} \psi \\
& -\frac{1}{12 \lambda_{0}}\left(2 \lambda_{1}+3 \partial_{u} \lambda_{2}\right) \partial_{A} f-\frac{5}{24 \lambda_{0}} \partial_{A}\left(\lambda_{1} \partial_{C} \partial^{C} f\right)+\frac{\lambda_{1}}{12 \lambda_{0}} N_{A B} \partial^{B} f-\frac{1}{12 \lambda_{0}}\left(\partial_{B} \partial_{A} f \partial^{B} \lambda_{1}+3 ð_{B} \partial_{A} \lambda_{1} \partial^{B} f\right), \tag{3.10d}
\end{align*}
$$

for $\delta_{\xi} L_{A}$. In deriving the expression for $\delta_{\xi} \mathcal{M}$, we used the properties $Ð^{2} \psi=-2 \psi$ and $Ð^{2} Y^{A}=-Y^{A}$. To derive $\delta_{\xi} L_{A}$, we also used the identities in [46]

$$
\begin{align*}
& 2 c_{C(A} \text { ð}_{B)} \check{\mathrm{\coprod}}^{C} f-q_{A B} c^{C D} ð_{C} ð_{D} f-c_{A B} \mathrm{\Xi}^{2} f=0,  \tag{3.11a}\\
& 2 ð^{C} c_{C(A} ð_{B)} f+2 ð_{(A} c_{B) C} ð^{C} f \\
& -2 ð_{C} c_{A B} \text { ð}^{C} f-2 q_{A B} \text { ð }_{C} f ð_{D} c^{C D}=0 . \tag{3.11b}
\end{align*}
$$

The expressions in Eq. (3.10) will be useful for understanding the properties of metric in nonradiative regions, which we discuss in Sec. IV soon hereafter. The GR limit of our expressions agrees with the equivalent results in [47] after taking into account differences in conventions. Our results are similar to those in [79], but not identical, because of the different gauge conditions that we use.

Before concluding this part, we note that because the scalar field appears in the metric, we can check whether the transformation of the metric is consistent with requiring that the scalar field is Lie dragged along $\vec{\xi}$. We can obtain $\delta_{\xi} \lambda_{1}$ from $2 \lambda_{0} l_{u r}^{(-1)}$, and we find that it agrees with Eq. (3.7). We can also obtain $\delta_{\xi}\left(\partial_{u} \lambda_{1}\right)$ from $-\lambda_{0} l_{u u}^{(0)}$, and we find that it is equivalent to $\partial_{u}\left(\delta_{\xi} \lambda_{1}\right)$, as it should be.

We can also explicitly compute the quantities $\delta_{\xi}\left(c^{A B} c_{A B}\right)$ and $\delta_{\xi}\left(\mathrm{\partial}_{B} c^{A B}\right)$ from Lie dragging the metric. The relevant expressions for computing this are

$$
\begin{align*}
\delta_{\xi}\left(c^{A B} c_{A B}\right) & =16 l_{u r}^{(-2)}+\frac{4}{\lambda_{0}^{2}}(3-\omega) \delta_{\xi}\left(\lambda_{1}\right)^{2}-\frac{24}{\lambda_{0}} \delta_{\xi} \lambda_{2},  \tag{3.12a}\\
\delta_{\xi}\left(\partial^{B} c_{A B}\right) & =2 l_{u A}^{(0)}+\frac{1}{\lambda_{0}} \delta_{\xi}\left(\partial_{A} \lambda_{1}\right) . \tag{3.12b}
\end{align*}
$$

Not surprisingly, we find that

$$
\begin{align*}
\delta_{\xi}\left(c^{A B} c_{A B}\right) & =\delta_{\xi} c^{A B} c_{A B}+c^{A B} \delta_{\xi} c_{A B},  \tag{3.13a}\\
\delta_{\xi}\left(\partial^{B} c_{A B}\right) & =ð^{B}\left(\delta_{\xi} c_{A B}\right), \tag{3.13b}
\end{align*}
$$

as the latter relation was proven in GR in [46]. For completeness, we give the expressions for these terms here

$$
\begin{align*}
\delta_{\xi}\left(c^{A B} c_{A B}\right)= & 2 f N_{A B} c^{A B}+c_{A B} c^{A B} \psi \\
& +2 c^{B C} Y^{A} ð_{A} c_{B C}-4 c^{A B} ð_{A} ð_{B} f,  \tag{3.14a}\\
\delta_{\xi}\left(\partial^{B} c_{A B}\right)=- & ð_{A}\left(Ð^{2}+2\right) f-\frac{1}{2} c_{A B} ð^{B} \psi+\frac{1}{2} \psi \partial^{B} c_{A B} \\
+ & \mathcal{L}_{Y} ð^{C} c_{A C}+ð^{B}\left(f N_{A B}\right) . \tag{3.14b}
\end{align*}
$$

It does not seem possible to verify these types of relationships with all of the terms that appear in Eq. (3.9). Thus, for example, for the term $\delta_{\xi}\left(c_{A B} \partial_{C} C^{B C}\right)$, we assumed it can be written as the sum of $\delta_{\xi} c_{A B} \partial_{C} c^{B C}$ and $c_{A B} \delta_{\xi} \partial_{C} c^{B C}$.

## IV. GRAVITATIONAL-WAVE MEMORY EFFECTS

Gravitational-wave memory effects are commonly defined for bursts of gravitational waves of finite duration between two nonradiative regions before and after the burst; they are also defined for sources of gravitational waves that become asymptotically nonradiative in the limits as $u \rightarrow \pm \infty$ at large Bondi radius $r$. In either case, discussing GW memory effects requires a notion of a nonradiative region of spacetime. In this section, we first describe the properties of nonradiative regions in BransDicke theory, we then discuss the measurement of GW memory effects through geodesic deviation, and we finally discuss how the conservation equations constrain the GW memory effects (thereby allowing them to be computed approximately).

## A. Nonradiative and stationary regions

## 1. Nonradiative regions

For general relativity, it is typical to consider regions of vanishing Bondi news $N_{A B}$ and vanishing stress-energy tensor. In the context of Brans-Dicke theory, we will instead consider regions where $N_{A B}=0, \partial_{u} \lambda_{1}=0$, and any other stress energy from matter fields vanishes. These two equations imply that $\lambda_{1}$ and $c_{A B}$ must be independent of $u$. Integrating Eqs. (2.26), (2.25), (2.32a), and (2.33), we can then show that $\lambda_{2}, D_{A B}, \mathcal{M}, L_{A}$, and $\lambda_{3}$ are given by

$$
\begin{align*}
\lambda_{1}= & \lambda_{1}^{(0)}\left(x^{A}\right),  \tag{4.1a}\\
c_{A B}= & c_{A B}^{(0)}\left(x^{C}\right),  \tag{4.1b}\\
\lambda_{2}= & -\frac{u}{2} Ð^{2} \lambda_{1}^{(0)}+\lambda_{2}^{(0)}\left(x^{B}\right),  \tag{4.1c}\\
D_{A B}= & -\frac{1}{2 \lambda_{0}} \lambda_{1}^{(0)} c_{A B}^{(0)},  \tag{4.1~d}\\
\mathcal{M}= & \mathcal{M}^{(0)}\left(x^{A}\right),  \tag{4.1e}\\
L_{A}= & -\frac{u}{3} ð_{A} \mathcal{M}^{(0)}-\frac{u}{24 \lambda_{0}} ð_{A} Ð^{2} \lambda_{1}^{(0)} \\
& +\frac{u}{12} ð^{D}\left(ð_{D} \partial^{B} c_{A B}^{(0)}-ð_{A} ð^{B} c_{D B}^{(0)}\right)+L_{A}^{(0)}\left(x^{E}\right),  \tag{4.1f}\\
\lambda_{3}= & \frac{u^{2}}{16 \lambda_{0}}\left(Ð^{2}+2\right) Ð^{2} \lambda_{1}^{(0)}+\frac{u}{2}\left[-\frac{1}{2}\left(Ð^{2}+2\right) \lambda_{2}^{(0)}\right. \\
& +\mathcal{M}^{(0)} \lambda_{1}^{(0)}+\frac{1}{4 \lambda_{0}} \lambda_{1}^{(0)} Ð^{2} \lambda_{1}^{(0)}+\frac{1}{2} c_{(0)}^{A B ð_{A} ð_{B} \lambda_{1}^{(0)}} \\
& +\frac{1}{4} \lambda_{1}^{(0)} ð_{A} ð_{B} c_{(0)}^{A B}+ð_{B} c_{(0)}^{\left.A B ð_{A} \lambda_{1}^{(0)}\right]+\lambda_{3}^{(0)}\left(x^{C}\right) .} \tag{4.1~g}
\end{align*}
$$

In a nonradiative region, $E_{A B}$ has the form

$$
\begin{equation*}
E_{A B}=u^{2} E_{A B}^{(2)}+u E_{A B}^{(1)}+E_{A B}^{(0)}\left(x^{C}\right) \tag{4.2a}
\end{equation*}
$$

where the coefficients $E_{A B}^{(2)}$ and $E_{A B}^{(1)}$ are given by

$$
\begin{align*}
& E_{A B}^{(2)}=\frac{1}{6}\left(ð_{A} ð_{B}-\frac{1}{2} q_{A B} Ð^{2}\right)\left(\mathcal{M}^{(0)}-\frac{1}{4 \lambda_{0}} Ð^{2} \lambda_{1}^{(0)}\right)-\frac{1}{24} ð_{(A} \epsilon_{B) C} ð^{C}\left(\epsilon^{\mathrm{DE}} ð_{E} ð^{F} c_{D F}^{(0)}\right),  \tag{4.2b}\\
& E_{A B}^{(1)}=-ð_{(A} L_{B)}^{(0)}+\frac{1}{2} q_{A B} ð^{C} L_{C}^{(0)}+\frac{1}{2} \mathcal{M}^{(0)} c_{A B}^{(0)}+\frac{1}{8} \epsilon^{C}{ }_{(A} c_{B) C}^{(0)}\left(\epsilon^{\left.\mathrm{DE}_{ð_{E}} ð^{F} c_{D F}^{(0)}\right)}\right. \\
& +\frac{1}{6} ð_{(A}\left(c_{B) C}^{(0)} ð_{D} c_{(0)}^{D C}\right)-\frac{1}{12} q_{A B} ð^{D}\left(c_{D C}^{(0)} ð_{E} c_{(0)}^{E C}\right) \\
& +\frac{1}{32}\left(ð_{A} \mathrm{ð}_{B}-\frac{1}{2} q_{A B} Ð^{2}\right)\left(c_{C D}^{(0)} c_{(0)}^{C D}\right)-\frac{1}{12 \lambda_{0}} \lambda_{1}^{(0)} c_{A B}^{(0)}+\frac{1}{24 \lambda_{0}} \lambda_{1}^{(0)} Ð^{2} c_{A B}^{(0)} \\
& +\frac{1}{12 \lambda_{0}} Ð^{2} \lambda_{1}^{(0)} c_{A B}^{(0)}+\frac{1}{12 \lambda_{0}} \partial^{C} \lambda_{1}^{(0)} ð_{C} c_{A B}^{(0)}-\frac{1}{6 \lambda_{0}} ð_{(A} c_{B) C}^{(0)} \partial^{C} \lambda_{1}^{(0)}+\frac{1}{12 \lambda_{0}} q_{A B} \partial^{D} c_{D C}^{(0)} \partial^{C} \lambda_{1}^{(0)} \\
& +\frac{1}{4 \lambda_{0}}\left(ð_{A} ð_{B}-\frac{1}{2} q_{A B} Ð^{2}\right) \lambda_{2}^{(0)}+\frac{2+3 \omega}{12\left(\lambda_{0}\right)^{2}} \lambda_{1}^{(0)}\left(ð_{A} ð_{B}-\frac{1}{2} q_{A B} Ð^{2}\right) \lambda_{1}^{(0)} \\
& -\frac{3 \omega+7}{12\left(\lambda_{0}\right)^{2}}\left(ð_{A} \lambda_{1}^{(0)} ð_{B} \lambda_{1}^{(0)}-\frac{1}{2} q_{A B} ð_{C} \lambda_{1}^{(0)} \partial^{C} \lambda_{1}^{(0)}\right),  \tag{4.2c}\\
& E_{A B}^{(0)}=E_{A B}^{(0)}\left(x^{C}\right) . \tag{4.2~d}
\end{align*}
$$

This expression will simplify considerably in some more restrictive classes of nonradiative solutions that we discuss next.

## 2. Stationary regions and the canonical frame

In general relativity, there are frames for stationary regions in which the Bondi metric functions are independent of $u$. We next discuss how the metric functions and scalar field in nonradiative regions in Brans-Dicke theory [given in Eq. (4.1)] simplify when there exist such frames in the Jordan frame. To discuss this, it is useful to recall that a vector field, such as $L_{A}$, on the 2 -sphere can be decomposed into divergence- and curl-free parts as follows:

$$
\begin{equation*}
L_{A}=ð_{A} \rho+\epsilon_{A B} ð^{B} \sigma . \tag{4.3}
\end{equation*}
$$

Similarly, a symmetric trace-free tensor such as $c_{A B}$ can be decomposed as [19,87]

$$
\begin{equation*}
c_{A B}=\left(ð_{A} ð_{B}-\frac{1}{2} q_{A B} ð_{C} ð^{C}\right) \Theta+\epsilon_{C(A} ð_{B)} ð^{C} \Psi . \tag{4.4}
\end{equation*}
$$

The terms without the antisymmetric tensor $\epsilon_{A B}$ in the last two equations are often called the "electric (parity)" part and the terms with $\epsilon_{A B}$ are called the "magnetic (parity)" part.

If we require that the scalar field is also independent of $u$ in these regions, then the expression for $\lambda_{2}$ in Eq. (4.1c) requires that $\mathrm{Đ}^{2} \lambda_{1}=0$, or namely $\lambda_{1}$ is constant. The expression for $L_{A}$ in Eq. (4.1f) shows that the magnetic part of $c_{A B}^{(0)}, \Psi$, vanishes (see, e.g., [52]). Together with the fact that $\lambda_{1}^{(0)}$ is constant, it also follows from Eq. (4.1f) that $\mathcal{M}^{(0)}=M^{(0)}$ is a constant. Because $c_{A B}$ is an electricparity tensor field, then it can be set to zero by performing a supertranslation with $\alpha=\Theta / 2$ [see Eq. (3.10a)]. With $c_{A B}=0$ as well as $\lambda_{1}^{(0)}$ and $\mathcal{M}^{(0)}$ being constant, then by requiring $\lambda_{3}$ is independent of time Eq. (4.1g) gives the following condition on $\lambda_{2}^{(0)}$ :

$$
\begin{equation*}
\left(Ð^{2}+2\right) \lambda_{2}^{(0)}=2 \mathcal{M}^{(0)} \lambda_{1}^{(0)} \tag{4.5}
\end{equation*}
$$

This nonhomogeneous linear elliptic equation can be written as the sum of the particular solution $\lambda_{2}^{(0)}=$ $\mathcal{M}^{(0)} \lambda_{1}^{(0)}$ and a linear combination of the solutions to the homogeneous equation

$$
\begin{equation*}
\left(Ð^{2}+2\right) \lambda_{2}^{(0)}=0 \tag{4.6}
\end{equation*}
$$

The solution of the homogeneous equation is a superposition of $\ell=1$ spherical harmonics. Finally, with these conditions on the metric functions, this greatly simplifies the form of $E_{A B}$ in Eq. (4.2a). That $\lambda_{1}^{(0)}$ and $\mathcal{M}^{(0)}$ are
constants and that $c_{A B}^{(0)}$ vanishes cause the coefficient in Eq. (4.2b) to vanish; similarly, the lengthy expression in Eq. (4.2c) reduces to the following much simpler equation:

$$
\begin{equation*}
ð_{(A} L_{B)}^{(0)}-\frac{1}{2} q_{A B} ð^{C} L_{C}^{(0)}=0 . \tag{4.7}
\end{equation*}
$$

To have smooth solutions $L_{A}^{(0)}$, then it must be a superposition of the six electric-parity and magnetic-parity $\ell=1$ vector spherical harmonics. The electric part of $L_{A}^{(0)}$ can be set to zero by performing a translation with $\alpha=\kappa /\left[\mathcal{M}^{(0)}-\lambda_{1}^{(0)} /\left(4 \lambda_{0}\right)\right]$. The magnetic part could be chosen to align with a particular axis by performing a rotation if desired.

As in general relativity, this class of stationary regions in Brans-Dicke theory admit a "canonical" frame, in which $\mathcal{M}$ and $\lambda_{1}$ are constant, $c_{A B}=0$, and $L_{A}$ is composed of $\ell=1$ magnetic-parity vector harmonics. Furthermore, the scalar-field function $\lambda_{1}$ is also constant, and the function $\lambda_{2}$ is equal to the constant $\mathcal{M} \lambda_{1}$ plus a superposition of $l=1$ spherical harmonics. For bursts of gravitational and scalar radiation, there can be transitions between such stationary regions where the initial stationary region is in the canonical frame, but the final stationary region is supertranslated from its canonical frame, so that $c_{A B}$ is nonzero. This nonzero $c_{A B}$ at late times is, in essence, the GW memory effect (see, e.g., [30]); thus, transitions between these stationary regions provide a sufficiently general arena in which to study certain types of GW memory effects in general relativity (these transitions were called BMS vacuum transitions in [30]). Note that these types of transitions also do not allow "ordinary" memory [88], so they do not admit memory effects of full generality (see, e.g., [89]).

However, in Brans-Dicke theory, because $\lambda_{1}$ must be a constant in both stationary regions in the canonical frames, such a transition would significantly restrict the types of possible memory effects that could occur. For the memory effects related to the scalar radiation (discussed in greater detail in the next part) such a transition would only allow these scalar-type memory effects to have a uniform sky pattern. As a result, considering only these types of transitions between these frames will not be sufficiently general to explore the full range of possible memory effects in Brans-Dicke theory. A slight generalization would be to consider transitions between stationary regions in which one of the regions is both boosted and supertranslated from the canonical frame. However, this still seems to be a somewhat restrictive scenario, as it does not seem to admit solutions that are superpositions of boosted massive bodies with a scalar charge. As a result, we will next focus on a slightly more general set of frames that is still somewhat simpler than the nonradiative regions without restrictions.

## 3. Nonradiative regions with vanishing magnetic-parity shear

For a slightly more general set of solutions, though which lack the full generality of the nonradiative regions, we will consider regions of spacetime with vanishing stress energy (not including the scalar field), $N_{A B}, \partial_{u} \lambda_{1}$, and $\Psi$ (the magnetic-parity part of the shear). As the stationary regions, it will again be possible to set $c_{A B}=0$ by a supertranslation to produce a "semicanonical" frame; however, the mass-aspect and scalar-field functions $\mathcal{M}^{(0)}$ and $\lambda_{1}^{(0)}$ will no longer be constants, and will remain arbitrary functions of $x^{A}$ as in Eq. (4.1) in this frame. This will imply that $\lambda_{2}$ depends linearly on $u$ as in Eq. (4.1c), $D_{A B}$ will vanish in this semicanonical frame, and the electric part of $L_{A}$ will depend linearly on $u$, whereas the part independent of $u$ will contain both electric and magnetic parts. Thus, transitions between nonradiative regions of this type should be sufficiently general to capture both the usual tensor-type and the scalar-type memory effects, which will be discussed in greater detail below. This was also the scenario considered by [79].

## B. Geodesic deviation and GW memory effects

GW memory effects are frequently described by their effects on families of nearby freely falling observers at large distances $r$ from a source of gravitational waves [16,90,91]. The deviation vector $\vec{X}$ between a geodesic with tangent $\vec{u}$ and a nearby geodesic satisfies the equation of geodesic deviation

$$
\begin{equation*}
u^{\gamma} \nabla_{\gamma}\left(u^{\beta} \nabla_{\beta} X^{\alpha}\right)=-R_{\beta \gamma \delta} u^{\beta} u^{\gamma} u^{\delta} \tag{4.8}
\end{equation*}
$$

to linear order in the deviation vector $X^{\alpha}$. It is then useful to expand the vector $X^{\alpha}$ in terms of an orthonormal triad $e_{\hat{i}}^{\alpha}$ with $e_{\hat{i}}^{\alpha} u_{\alpha}=0$ that is parallel transported along the geodesic with tangent $u^{\alpha}$. If $u^{\alpha}$ is denoted by $e_{\hat{0}}^{\alpha}$, then $e_{\hat{\mu}}^{\alpha}=$ $\left\{e_{\hat{0}}^{\alpha}, e_{\hat{i}}^{\alpha}\right\}$ forms an orthonormal tetrad. It is also convenient to introduce a dual triad $e_{\alpha}^{\hat{j}}$ with $e_{\hat{i}}^{\alpha} e_{\alpha}^{\hat{j}}=\delta_{\hat{i}}^{\hat{j}}$. The vector can then be written in the form $X^{\alpha}=X^{\hat{i}}(\tau) e_{\hat{i}}^{\alpha}$, where $\tau$ is the proper time along the geodesic worldline. The equation of geodesic deviation then reduces to the expression

$$
\begin{equation*}
\ddot{X}^{\hat{i}}=-R_{\hat{0} \hat{j} \hat{0}} \hat{i} X^{\hat{j}} \tag{4.9}
\end{equation*}
$$

where the dot denotes $d / d \tau$. Given a set of tetrad coefficients $X_{0}^{\hat{i}}=X^{\hat{i}}\left(\tau_{0}\right)$ and $\dot{X}_{0}^{\hat{i}}=\dot{X}^{\hat{i}}\left(\tau_{0}\right)$ that represent the initial separation and relative velocity of the nearby geodesics, it is possible to solve for the change in the final values of the tetrad coefficients of the separation vector, which we denote by

$$
\begin{equation*}
\Delta X^{\hat{i}}=X^{\hat{i}}\left(\tau_{f}\right)-X^{\hat{i}}\left(\tau_{0}\right) \tag{4.10}
\end{equation*}
$$

We then expand this vector in a series to linear order in the Riemann tensor as

$$
\begin{equation*}
\Delta X^{\hat{i}}=\Delta X_{(0)}^{\hat{i}}+\Delta X_{(1)}^{\hat{i}} \tag{4.11}
\end{equation*}
$$

where the value $\Delta X_{(0)}^{\hat{i}}$ is identical to the expected result in flat spacetime

$$
\begin{equation*}
\Delta X_{(0)}^{\hat{i}}=\left(\tau_{f}-\tau_{0}\right) \dot{X}_{0}^{\hat{i}} \tag{4.12}
\end{equation*}
$$

The correction $\Delta X_{(1)}^{\hat{i}}$ to the deviation vector to linear order in the Riemann tensor is given by [33]

$$
\begin{align*}
\Delta X_{(1)}^{\hat{i}}= & -X_{0}^{\hat{j}} \int_{\tau_{0}}^{\tau_{f}} d \tau \int_{\tau_{0}}^{\tau} d \tau^{\prime} R_{\hat{0} \hat{j} \hat{0}} \hat{i} \\
& -\dot{X}_{0}^{\hat{j}} \int_{\tau_{0}}^{\tau_{f}} d \tau \int_{\tau_{0}}^{\tau} d \tau^{\prime} \int_{\tau^{\prime}}^{\tau} d \tau^{\prime \prime} R_{\hat{0} \hat{j} \hat{0}} \hat{\hat{i}} \tag{4.13}
\end{align*}
$$

Note that in the triple integral, the limits of integration on the innermost integral run from $\tau^{\prime}$ to $\tau$.

To compute $\Delta X^{\hat{i}}$ associated with a burst of gravitational waves at large distances $r$ from a source of GWs (and thereby compute the GW memory effects), it will be necessary to compute the leading $1 / r$ parts of the Riemann tensor components $R_{\hat{0} \hat{j} \hat{0}}$, the geodesic with tangent $u^{\alpha}$, the infinitesimal element of proper time $d \tau$, and the orthonormal triad $e_{\hat{i}}^{\alpha}$. In Bondi coordinates, with $V$ given by Eq. $(2.23 \mathrm{c})$, a vector $\vec{u}=\vec{e}_{\hat{0}}$ that is tangent to a timelike geodesic to leading order in $1 / r$ is given by

$$
\begin{equation*}
\vec{u}=\vec{\partial}_{u}-\frac{1}{2 \lambda_{0}} \dot{\lambda}_{1} \vec{\partial}_{r}+O\left(r^{-1}\right) \tag{4.14a}
\end{equation*}
$$

The retarded time $u$ is the proper time $\tau$ along the geodesic at this order. A useful triad is given by

$$
\begin{align*}
& \vec{e}_{\hat{r}}=\vec{\partial}_{u}-\left(1+\frac{1}{2 \lambda_{0}} \dot{\lambda}_{1}\right) \vec{\partial}_{r}+O\left(r^{-1}\right)  \tag{4.14b}\\
& \vec{e}_{\hat{A}}=\frac{1}{r} \overrightarrow{\mathrm{e}}_{\hat{A}}+O\left(r^{-2}\right) \tag{4.14c}
\end{align*}
$$

where $\overrightarrow{\mathrm{e}}_{\hat{A}}$ is an orthonormal dyad associated with the metric $q_{A B}$. The nonzero tetrad components of the Riemann tensor at $O\left(r^{-1}\right)$ are given by

$$
\begin{equation*}
R_{\hat{0} \hat{A} \hat{0} \hat{B}}=-\frac{1}{2 r} \ddot{c}_{\hat{A} \hat{B}}+\frac{1}{2 \lambda_{0} r} \delta_{\hat{A} \hat{B}} \ddot{\lambda}_{1}+O\left(r^{-2}\right) \tag{4.15}
\end{equation*}
$$

Note that if the Riemann tensor is decomposed into its Weyl and Ricci parts, the relevant nonzero components are given by

$$
\begin{align*}
C_{\hat{0} \hat{A} \hat{0} \hat{B}} & =-\frac{1}{2 r} \ddot{c}_{\hat{A} \hat{B}}+O\left(r^{-2}\right),  \tag{4.16a}\\
R_{\hat{0} \hat{0}} & =\frac{1}{\lambda_{0} r} \ddot{\lambda}_{1}+O\left(r^{-2}\right) . \tag{4.16b}
\end{align*}
$$

It then follows that the Ricci scalar, $R$, satisfies $R=O\left(r^{-2}\right)$.

Putting these results together, we find that the $O\left(r^{0}\right)$ part of $\Delta X^{\hat{i}}$ is the same as the flat-space result in Eq. (4.12), and the $O\left(r^{-1}\right)$ part is given by

$$
\begin{align*}
\Delta X_{\hat{A}}^{(1)}= & \frac{1}{2 r}\left(\Delta c_{\hat{A} \hat{B}}-\frac{1}{\lambda_{0}} \Delta \lambda_{1} \delta_{\hat{A} \hat{B}}\right) X_{0}^{\hat{B}} \\
& -\frac{1}{r}\left(\Delta \mathcal{C}_{\hat{A} \hat{B}}-\frac{1}{\lambda_{0}} \Delta \Lambda_{1} \delta_{\hat{A} \hat{B}}\right) \dot{X}_{0}^{\hat{B}} \\
& +\frac{1}{2 r} \Delta\left[u c_{\hat{A} \hat{B}}(u)-\frac{1}{\lambda_{0}} u \lambda_{1}(u) \delta_{\hat{A} \hat{B}}\right] \dot{X}_{0}^{\hat{B}} \\
& +\frac{\Delta u}{2 r}\left[c_{\hat{A} \hat{B}}\left(u_{0}\right)-\frac{1}{\lambda_{0}} \lambda_{1}\left(u_{0}\right) \delta_{\hat{A} \hat{B}}\right] \dot{X}_{0}^{\hat{B}} \\
& -\frac{u_{0}}{2 r}\left(\Delta c_{\hat{A} \hat{B}}-\frac{1}{\lambda_{0}} \Delta \lambda_{1} \delta_{\hat{A} \hat{B}}\right) \dot{X}_{0}^{\hat{B}} \tag{4.17}
\end{align*}
$$

We have defined $\Delta u=u_{f}-u_{0}$,
$\Delta \mathcal{C}_{\hat{A} \hat{B}}=\int_{u_{0}}^{u_{f}} d u c_{\hat{A} \hat{B}}, \quad$ and $\quad \Delta \Lambda_{1}=\int_{u_{0}}^{u_{f}} d u \lambda_{1} ;$
in the third line of Eq. (4.17), the $\Delta$ of the quantity in square brackets means to take the difference of the quantity within the brackets at $u=u_{f}$ and $u=u_{0}$. Equation (4.17) contains (in addition to initial and final data) six memory effects, which we will now discuss in greater detail (or in the language of $[33,92$ ] six persistent observables, three of which are memory effects).

The first two collections of effects, $\Delta c_{\hat{A} \hat{B}}$ and $\Delta \mathcal{C}_{\hat{A} \hat{B}}$, have the same type of effect on nearby freely falling observers as GW memory effects in GR: namely, they produce a shearing (transverse to the propagation direction of the gravitational waves) of an initially circular congruence of geodesics after a burst of GWs pass. The tensor $\Delta c_{\hat{A} \hat{B}}$ was the first type of GW memory effect identified in calculations, and it produces a lasting change in the deviation vector between initially comoving observers. When $\Delta c_{\hat{A} \hat{B}}$ is nonvanishing, then the tensor $\Delta \mathcal{C}_{\hat{A} \hat{B}}$ will be the sum of a term that grows with $u$ after the burst passes and a term $\Delta \mathcal{C}_{\hat{A} \hat{B}}^{(0)}$ that is independent of $u$. For observers with an initial relative velocity, this will cause $\Delta X_{\hat{A}}^{(1)}$ to have a shearing part that grows linearly with $u$ after the GWs pass (this effect is also sometimes called the "subleading displacement memory"). The
electric- and magnetic-parity parts of the tensor $\Delta \mathcal{C}_{\hat{A} \hat{B}}^{(0)}$ are closely related to the spin and center-of-mass GW memory effects that were more recently identified. The tensor $\Delta c_{\hat{A} \hat{B}}$ was frequently described as being of electric parity, but it was shown that there are sources of stress energy that can produce a magnetic-parity $\Delta c_{\hat{A} \hat{B}}$ [87,89,93].

The second two terms, $\Delta \lambda_{1}$ and $\Delta \Lambda_{1}$, are memory effects related to the passage of the scalar field. These effects cause an initially circular congruence of geodesics to undergo a relative uniform expansion (or contraction) in the direction transverse to the propagation direction of the scalar radiation. ${ }^{6}$ Thus, for initially comoving observers, a nonzero $\Delta \lambda_{1}$ would cause a uniform, transverse change in $\Delta X_{\hat{A}}^{(1)}$. When $\Delta \lambda_{1}$ is nonvanishing, then $\Delta \Lambda_{1}$ would also be a sum of a term that grows with $u$ after the burst of scalar field and a term $\Delta \Lambda_{1}^{(0)}$ that is independent of $u$; thus, the deviation vector $\Delta X_{\hat{A}}^{(1)}$ would have an expanding (or contracting) part that grows linearly with $u$ for observers with an initial relative velocity. The scalar-field memory effect $\Delta \lambda_{1}$ had been discussed in the context of postNewtonian theory in [57] or in gravitational collapse in [59,60], for example. The quantity $\Delta \Lambda_{1}^{(0)}$ is the scalarfield analog of the CM memory, and it seems to have not been discussed previously.

We turn in the next part of this section to how the different memory scalars and tensors- $\Delta c_{\hat{A} \hat{B}}, \Delta \mathcal{C}_{\hat{A} \hat{B}}, \Delta \lambda_{1}$, and $\Delta \Lambda_{1}$-are constrained (or not constrained) by the asymptotic field equations of Brans-Dicke theory and the properties of the nonradiative regions before and after the passages of the gravitational waves and the radiative scalar field.

## C. Constraints on GW memory effects from fluxes of conserved quantities

Memory effects were defined in [33] to be the subset of the persistent observables that are associated with symmetries and conserved quantities at spacetime

[^5]boundaries, such as null infinity. A commonly used procedure for computing these conserved quantities related to symmetries is due to Wald and Zoupas [44], who computed the "conserved" quantities associated with BMS symmetries at null infinity in vacuum general relativity. The word "conserved" is used in quotes, because these quantities (also called "charges") are not constant along cross sections (or "cuts") of null infinity, but change so that the difference of the charges between the cuts is equal to the flux of the charge integrated over the region of null infinity between the cuts. The flux had been computed previously by Ashtekar and Streubel [42], and it is consistent with the result in [44]. In Bondi coordinates and in general relativity, the change in the charges, $\Delta Q_{\xi}$, can be concisely expressed by the expression
\[

$$
\begin{equation*}
\Delta Q_{\xi}=-\frac{1}{32 \pi G} \int d u d^{2} \Omega N^{A B} \delta_{\xi} c_{A B} \tag{4.20}
\end{equation*}
$$

\]

where $\delta_{\xi} c_{A B}$ is given in Eq. (3.10a) and $d^{2} \Omega=$ $\sqrt{q} d x^{1} d x^{2}$ is the two-dimensional volume element associated with the metric $q_{A B}$ (see, e.g., [52]). The charge is given by the Komar formula [95], with an additional prescription needed to make the charge integrable in radiative regions.

The formalism for computing conserved quantities outlined in [44] can be applied to a large class of gravitational theories that can be derived from a Lagrangian, such as Brans-Dicke theory. In the Einstein frame, the action has the form of the Einstein-Klein-Gordon theory. Wald and Zoupas noted in [44] that having a minimally coupled scalar field causes stress-energy terms to be added to the flux, but will otherwise not greatly change the charges. However, they posited that $r \Phi$ has a finite limit to null infinity, which would require that $\Phi_{0}=0$. We checked whether having a constant $\Phi_{0}$ that is nonzero would alter the flux, and because this nonzero $\Phi_{0}$ is constant, and we found that it did not. Wald and Zoupas also mentioned in [44] that a conformally coupled scalar field, such as in Brans-Dicke theory in the Jordan frame, would also only add terms to the flux. However, they did not specify whether the kinetic term for the scalar field must have the canonical form (as in the Einstein frame), which it does not in the Jordan frame. Consequently, we computed the flux of the charges associated with a BMS symmetry in the Jordan frame in Bondi coordinates. We found that the integral of the flux over a region of future null infinity is given by

$$
\begin{align*}
\Delta Q_{\vec{\xi}}= & -\frac{\lambda_{0}}{32 \pi} \int d u d^{2} \Omega\left[N^{A B} \delta_{\xi} c_{A B}\right. \\
& \left.+\frac{6+4 \omega}{\left(\lambda_{0}\right)^{2}} \partial_{u} \lambda_{1} \delta_{\xi} \lambda_{1}\right] \tag{4.21}
\end{align*}
$$

Note that by combining Eqs. (2.2c) and (2.11), expanding $\lambda$ as in Eq. (2.21), and using Eq. (3.7), then we find that the term $(3+2 \omega) \partial_{u} \lambda \delta_{\xi} \lambda /(16 \pi)$ in Eq. (4.21) is the $O\left(r^{-2}\right)$ part of $\lambda_{0} T_{u \nu}^{(\Phi)} \xi^{\nu}$. Thus, the result is consistent with the expectations of Wald and Zoupas for a conformally coupled scalar field, despite the noncanonical form of the kinetic term for $\lambda$ (and the flux is then conformally invariant as required in [44]).

## 1. Displacement memory and electric-parity part of $\Delta c_{A B}$

For computing the GW memory effect connected with the electric-parity part of $\Delta c_{\hat{A} \hat{B}}$, we should specialize the flux expression for a supertranslation vector field $\vec{\xi}=\alpha\left(x^{A}\right) \vec{\partial}_{u}$. Restricting Eqs. (3.10a) and (3.7) to a supertranslation, and integrating by parts for terms involving $ð_{A}$ (there are no boundary terms on the 2 -sphere), we can show that the expression in Eq. (4.21) can be written as

$$
\begin{align*}
\Delta Q_{(\alpha)}= & -\frac{\lambda_{0}}{32 \pi} \int d u d^{2} \Omega \alpha\left[N_{A B} N^{A B}-2 ð_{A} ð_{B} N^{A B}\right. \\
& \left.+\frac{6+4 \omega}{\left(\lambda_{0}\right)^{2}}\left(\partial_{u} \lambda_{1}\right)^{2}\right] \tag{4.22}
\end{align*}
$$

It will next be useful to make a few definitions and to relate some of the quantities in Eq. (4.22) to quantities that we have computed earlier in the paper.

The term proportional to $ð_{A} ð_{B} N^{A B}$ depends only on the electric part of $N_{A B}$ (and thus the electric part of $\Delta c_{A B}$, when the integral with respect to $u$ is performed). With the definition of $c_{A B}$ in Eq. (4.4) and of the news tensor in Eq. (2.29), we can write the term $ð_{A} ð_{B} N^{A B}$ as

$$
\begin{equation*}
2 ð_{A} \check{\mathrm{\partial}}_{B} N^{A B}=Ð^{2}\left(Ð^{2}+2\right) \partial_{u} \Theta \tag{4.23}
\end{equation*}
$$

With the equation for the Bondi mass aspect (2.32a), it is possible to show that the supertranslation charge (i.e., the supermomentum) needed to satisfy Eq. (4.22) is given by

$$
\begin{equation*}
Q_{(\alpha)}=\frac{\lambda_{0}}{4 \pi} \int d^{2} \Omega \alpha\left(\mathcal{M}-\frac{1}{4 \lambda_{0}} Ð^{2} \lambda_{1}\right) \tag{4.24}
\end{equation*}
$$

Note that when $\alpha=1$, this corresponds to a time translation, and the associated conserved charge is the energy. Solutions of physical interest have non-negative energy. Because $Ð^{2} \lambda_{1}$ vanishes when integrated over the 2 -sphere, this implies that the integral of $\mathcal{M}$ over $S^{2}$ must be nonnegative, or the 2 -sphere integral of $M$ must be greater than or equal to the same integral of $\frac{1}{4 \lambda_{0}^{2}} \lambda_{1} \partial_{u} \lambda_{1}$. Finally, it will be helpful to define $\alpha$ times the change in the energy radiated by the gravitational waves and the scalar field $\lambda$ as

$$
\begin{equation*}
\Delta \mathcal{E}_{(\alpha)}=\frac{\lambda_{0}}{32 \pi} \int d u d^{2} \Omega \alpha\left[N_{A B} N^{A B}+\frac{6+4 \omega}{\left(\lambda_{0}\right)^{2}}\left(\partial_{u} \lambda_{1}\right)^{2}\right] . \tag{4.25}
\end{equation*}
$$

Then Eq. (4.22) can be written as

$$
\begin{equation*}
\int d^{2} \Omega \alpha Ð^{2}\left(Ð^{2}+2\right) \Delta \Theta=\frac{32 \pi}{\lambda_{0}}\left(\Delta \mathcal{E}_{(\alpha)}+\Delta Q_{(\alpha)}\right) \tag{4.26}
\end{equation*}
$$

The supertranslations $\alpha$ are allowed to be any smooth function on the 2 -sphere. By choosing for $\alpha$ an appropriate basis of functions that span this space of smooth functions on $S^{2}$ (e.g., spherical harmonics), it is then possible to use Eq. (4.26) to determine the coefficients of $\Delta \Theta$ expanded in these basis functions in terms of the expansion coefficients of the energy flux and the change in the supermomentum charges. In other words, supposing that the energy flux $\Delta \mathcal{E}_{(\alpha)}$ is known for some given radiative data $N_{A B}$ and $\partial_{u} \lambda_{1}$, and that the early- and latetime nonradiative data through $\Delta \mathcal{M}$ and $\Delta \lambda_{1}$ are also known, then it is possible to determine the corresponding electric-parity memory effect in $\Delta c_{A B}$. The computation of this memory effect is not substantially different from in general relativity; the main difference is that it is necessary to provide both radiative $\left(\partial_{u} \lambda_{1}\right)$ and nonradiative $\left(\Delta \lambda_{1}\right)$ data for the scalar field, in addition to the radiative $\left(N_{A B}\right)$ and nonradiative $(\Delta \mathcal{M})$ gravitational data. We will use this procedure to calculate the memory effect from compact binaries in Brans-Dicke theory in future work.

The two types of sources of GW memory in Eq. (4.26)i.e., $\Delta \mathcal{E}_{(\alpha)}$ and $\Delta Q_{(\alpha)}$-are often called "null" and "ordinary" memory, respectively, in general relativity [88]. The word "null" refers to the fact that it is sourced by massless fields (including gravitational waves), and the word "ordinary" refers to the fact that it is sourced by ordinary massive particles (and fields). The specific components of the spacetime curvature and matter stress-energy tensor responsible for producing the ordinary and null memory are distinct and distinguishable in GR. How to classify the contributions of a scalar field to the ordinary and null memory is not as immediately obvious in Brans-Dicke theory as it is in GR, because (i) massive objects can have "scalar charges" (nontrivial stationary scalar field configurations of the massless scalar) in Brans-Dicke theory, and (ii) the radiative and the static parts of the scalar field both appear at leading order in $1 / r$. While in GR all terms involving the scalar field would be treated as null memory, in Brans-Dicke theory, we will consider one part of the scalar field to contribute to the null memory and another part to contribute to the ordinary memory. Specifically, because the term quadratic in $\partial_{u} \lambda_{1}$ in the energy flux $\Delta \mathcal{E}_{(\alpha)}$ has the form of a flux of energy per solid angle, we will consider it to be null memory. The term proportional to
$Ð^{2} \Delta \lambda_{1}$ enters in the charge $\Delta Q_{(\alpha)}$ and is linear in $\lambda_{1}$, so we treat it as a source of ordinary memory for the shearing GW memory $\Delta c_{A B} .{ }^{7}$

Because the right-hand side of (4.26) is determined by the changes in $\mathcal{M}$ and $\Delta \lambda_{1}$ (for the term $\Delta Q_{(\alpha)}$ ) and the change in the flux of tensor and scalar waves (for the term $\Delta \mathcal{E}_{(\alpha)}$ ), then we can solve for $\Delta \Theta$ in Eq. (4.26) in terms of a sum of these two contributions. We will then write this solution for the total potential as a sum of two terms

$$
\begin{equation*}
\Delta \Theta=\Delta \Theta_{(\mathrm{n})}+\Delta \Theta_{(\mathrm{o})} \tag{4.27}
\end{equation*}
$$

which correspond to the solutions for the null and ordinary parts, separately. This splitting will be useful in discussing the CM memory effect in the next part.

Last, note that no constraints on the magnetic-parity part of $\Delta c_{A B}$ are found from supermomentum conservation. Thus, it would be classified as a persistent observable rather than a memory effect in the language of [33].

## 2. Subleading displacement memory and $\Delta \mathcal{C}_{A B}$

In the BMS group, there are also symmetries parametrized by the vector field on the 2 -sphere, $Y^{A}$. This vector field is required to be a conformal Killing vector on the 2sphere from Eq. (3.5); the space of such vector fields that are globally defined form a six-dimensional algebra, which is isomorphic to the Lorentz algebra of $(3+1)$-dimensional Minkowski spacetime. There have also been proposals to consider extensions of the BMS algebra that enlarge the symmetry algebra by including either all the conformal Killing vectors on the 2 -sphere that have complex-analytic singularities $[45,46]$ or all smooth vector fields on the 2sphere $[49,50]$. When the Wald-Zoupas prescription was applied to these extended BMS algebras, it was found that there needed to be an additional term to the flux (or the change in the charges) to maintain that the difference in the charges was equal to the flux [52]. For the smooth vector fields, it was shown that this related term could be absorbed into the definition of the charges [51]. This new term was closely related to a new type of GW memory effect called GW spin memory [26]. There was also a second type of new GW memory related to these extended symmetries

[^6]called GW CM memory [27]. These two new memory effects are related to the electric- and magnetic-parity parts of the subleading displacement memory in $\Delta \mathcal{C}_{A B}$. We now discuss the computation of these effects in Brans-Dicke theory.

First, we write the change in the charges associated with an extended BMS algebra element $\vec{\xi}=Y^{A} \vec{\partial}_{A}$ for a smooth vector field $Y^{A}$. Starting from Eq. (4.21) and integrating by parts to simplify the expression, we find

$$
\begin{align*}
\Delta Q_{(Y)}= & -\frac{\lambda_{0}}{32 \pi} \int d u d^{2} \Omega Y^{A}\left\{\frac{u}{2} ð_{A}\left[2 ð_{B} \partial_{C} N^{B C}-N_{B C} N^{B C}-\frac{6+4 \omega}{\left(\lambda_{0}\right)^{2}}\left(\partial_{u} \lambda_{1}\right)^{2}\right]+\frac{1}{2} ð_{A}\left(c_{B C} N^{B C}\right)\right. \\
& \left.+N^{B C} ð_{A} c_{B C}-2 ð_{B}\left(c_{A C} N^{B C}\right)+\frac{2 \omega+3}{\left(\lambda_{0}\right)^{2}}\left(\partial_{u} \lambda_{1} ð_{A} \lambda_{1}-\lambda_{1} \partial_{A} \partial_{u} \lambda_{1}\right)\right\}+\Delta \mathcal{F}_{(Y)}, \tag{4.28}
\end{align*}
$$

where $\Delta \mathcal{F}_{(Y)}$ is the additional term needed to relate the change in the charges to the flux integral. It is given by

$$
\begin{equation*}
\Delta \mathcal{F}_{(Y)}=\frac{\lambda_{0}}{64 \pi} \int d^{2} \Omega Y^{A} \epsilon_{A B} \partial^{B} Ð^{2}\left(Ð^{2}+2\right) \Delta \Sigma, \tag{4.29}
\end{equation*}
$$

where we introduced the notation of [75] for the $u$ integral of $\Psi$

$$
\begin{equation*}
\Delta \Sigma=\int d u \Psi \tag{4.30}
\end{equation*}
$$

and where $\Psi$ determines the magnetic-parity part of $c_{A B}$ in Eq. (4.4). ${ }^{8}$ The GW spin memory effect is related to the quantity $\Delta \Sigma$, which determines the magnetic-parity part of $\Delta \mathcal{C}_{A B}$. In the absence of magnetic-parity displacement memory $\Delta c_{A B}$, the spin memory will be independent of $u$, and given by just the magnetic-parity part of $\Delta \mathcal{C}_{A B}^{(0)}$.

Let us now make a few additional definitions. Note that in Eq. (4.28), there is a term that is linear in the news tensor $N_{A B}$, such as the term that gives rise to the displacement memory; however, the term in (4.28) is multiplied by $u$. When this term is integrated over $u$, the resulting quantity has dimensions or strain multiplied by time, as the GW spin memory. It was argued in [27] that a quantity related to this term is responsible for a new type of GW memory called GW CM memory. Specifically, consider the quantity defined by $u$ times the $u$ integral of $\partial_{u} \Theta$, with the part of $\partial_{u} \Theta$ responsible for the ordinary memory $\Delta \Theta_{(\mathrm{o})}$; i.e.,

$$
\begin{equation*}
\Delta \mathcal{K}=\int d u u \partial_{u}\left(\Theta-\Theta_{(\mathrm{n})}\right) \tag{4.31}
\end{equation*}
$$

Then the integral of the term in square brackets in Eq. (4.21) can be written in the form

[^7]\[

$$
\begin{equation*}
\Delta \mathcal{C}_{(Y)}=-\frac{\lambda_{0}}{64 \pi} \int d^{2} \Omega Y^{A} ð_{A} Ð^{2}\left(Ð^{2}+2\right) \Delta \mathcal{K} \tag{4.32}
\end{equation*}
$$

\]

Finally, define the remaining terms in Eq. (4.28) to be

$$
\begin{align*}
\Delta \mathcal{J}_{(Y)}= & \frac{\lambda_{0}}{64 \pi} \int d u d^{2} \Omega Y^{A}\left[ð_{A}\left(c_{B C} N^{B C}\right)\right. \\
& +2 N^{B C} ð_{A} c_{B C}-4 ð_{B}\left(c_{A C} N^{B C}\right) \\
& \left.+\frac{4 \omega+6}{\left(\lambda_{0}\right)^{2}}\left(\partial_{u} \lambda_{1} \partial_{A} \lambda_{1}-\lambda_{1} ð_{A} \partial_{u} \lambda_{1}\right)\right], \tag{4.33}
\end{align*}
$$

which are the moments of the change in the super angular momentum with respect to the vector field $Y^{A}$. With these definitions, Eq. (4.28) reduces to the expression

$$
\begin{equation*}
\Delta Q_{(Y)}=-\Delta \mathcal{J}_{(Y)}+\Delta \mathcal{C}_{(Y)}+\Delta \mathcal{F}_{(Y)} \tag{4.34}
\end{equation*}
$$

Using the evolution equation for the Bondi mass aspect (2.33), we can show that the definition of the charge needed to satisfy Eq. (4.28) is given by

$$
\begin{align*}
Q_{(Y)}= & \frac{\lambda_{0}}{8 \pi} \int d^{2} \Omega Y^{A}\left[-u ð_{A}\left(\mathcal{M}-\frac{1}{4 \lambda_{0}} Ð^{2} \lambda_{1}\right)-3 L_{A}\right. \\
& +\frac{1}{32} ð_{A}\left(c_{B C} c^{B C}\right)+\frac{1}{4 \lambda_{0}} ð_{A}\left(3 \lambda_{2}+\frac{\omega-1}{2 \lambda_{0}}\left(\lambda_{1}\right)^{2}\right) \\
& \left.-\frac{1}{4 \lambda_{0}}\left(c_{A B} ð^{B} \lambda_{1}-\lambda_{1} \partial^{B} c_{A B}\right)\right] . \tag{4.35}
\end{align*}
$$

Next, it is useful to consider decomposing the vector field $Y^{A}$ into gradient and curl parts via the expression

$$
\begin{equation*}
Y^{A}=ð^{A} \beta\left(x^{C}\right)+\epsilon^{A B} ð_{B} \gamma\left(x^{C}\right) \tag{4.36}
\end{equation*}
$$

(for smooth functions $\beta$ and $\gamma$ ) and to treat the case of divergence- and curl-free vector fields $Y^{A}$ separately. This will allow us to isolate the GW spin and CM memory effects.
$C M$ memory and electric-parity $Y^{A}$. Let us first specialize to $Y^{A}=ð^{A} \beta$. The term $\Delta \mathcal{F}_{(Y)}$ vanishes for vector fields
$Y^{A}$ of this type. After integrating by parts, this means that we can determine the CM memory through the equation

$$
\begin{equation*}
\int d^{2} \Omega \beta Ð^{4}\left(Ð^{2}+2\right) \Delta \mathcal{K}=\frac{64 \pi}{\lambda_{0}}\left(\Delta \mathcal{J}_{(\beta)}+\Delta Q_{(\beta)}\right) \tag{4.37}
\end{equation*}
$$

In the above equation, we have defined $Ð^{4}=\left(Ð^{2}\right)^{2}$, and we have let $\Delta Q_{(\beta)}$ and $\Delta \mathcal{J}_{(\beta)}$ given in Eqs. (4.35) and (4.33) be the change in the charges and in a part of the flux associated with the vector field $Y^{A}=ð^{A} \beta$. The procedure for computing the CM memory works similarly to that for computing the standard GW memory described by the potential $\Delta \Theta$ : (i) first pick a basis of functions for the smooth function $\beta$ on $S^{2}$ to determine the coefficients of $\Delta \mathcal{K}$ expanded in this basis (perhaps most usefully, spherical harmonics); (ii) then provide radiative (and some nonradiative) data in the functions $\lambda_{1}, c_{A B}$, and their $u$ derivatives to evaluate the basis-function coefficients of the flux term $\Delta \mathcal{J}_{(\beta)}$; (iii) next specify the nonradiative data in $\mathcal{M}, L_{A}, c_{A B}, \lambda_{1}$, and $\lambda_{2}$ to evaluate the coefficients of the change in the charges $\Delta Q_{(\beta)}$; (iv) finally, solve for the relevant coefficients of $\Delta \mathcal{K}$ by acting on it with the elliptic operator $Ð^{4}\left(Ð^{2}+2\right)$ and performing the integral. Some interesting differences from the standard GW memory are that the flux term involves $c_{A B}$ and $\lambda_{1}$ in addition to $\partial_{u} \lambda_{1}$ and $N_{A B}$, and the charge involves $c_{A B}, L_{A}$, and $\lambda_{2}$ in addition to $\lambda_{1}$ and $\mathcal{M}$.

Spin memory and magnetic-parity $Y^{A}$. Next we shall
 is the term $\Delta \mathcal{C}_{(Y)}$ that vanishes, and one can solve for the spin memory through the equation
$\int d^{2} \Omega \gamma Ð^{4}\left(Ð^{2}+2\right) \Delta \Sigma=-\frac{64 \pi}{\lambda_{0}}\left(\Delta J_{(\gamma)}+\Delta Q_{(\gamma)}\right)$.
The prescription used to determine the coefficients of the potential $\Delta \Sigma$ when expanded in a basis of functions on $S^{2}$ works nearly identically to that for the expansion of $\Delta \mathcal{K}$ for the spin memory. The main difference is that fewer nonradiative data are needed to determine the spin memory. Specifically, because the quantities $\partial_{A} \lambda_{2}$ and $ð_{A} \mathcal{M}$ enter into the charge as gradients, then these terms will vanish for a magnetic-parity vector field of the form $Y^{A}=\epsilon^{A B} \partial_{B} \gamma$. Thus, computing the spin memory does not require knowledge of the functions $\lambda_{2}$ and $\mathcal{M}$.

## D. Summary and discussion

To summarize, in asymptotically flat general relativity in Bondi coordinates, there are four types of memory effects that are encoded in the electric- and magnetic-parity parts of the tensors $\Delta c_{A B}$ and $\Delta \mathcal{C}_{A B}$. All four memory effects can be measured through geodesic deviation, and they produce a type of shearing of a family of deviation vectors pointing from some fiducial timelike worldline far from a source of
gravitational waves. The memory effects encoded in $\Delta c_{A B}$ are related to the dependence of the final deviation vector on the initial deviation vector; the memory effects encapsulated in $\Delta \mathcal{C}_{A B}$ are connected to the dependence of the final deviation on the initial relative velocity of the deviation vector. Three of the four memory effects were constrained by conservation laws for charges associated with the (extended) BMS algebra. Specifically, the electricparity part of $\Delta c_{A B}$ is constrained through the statement of supermomentum conservation associated with the supertranslation symmetries of the BMS group. The electric- and magnetic-parity parts of $\Delta \mathcal{C}_{A B}$ were determined through the conservation of super angular momentum conjugate to the super-Lorentz symmetries of the extended BMS algebra. The magnetic-parity part of $\Delta c_{A B}$ does not seem to have any conservation equation that constrains its value (and thus might be classified as just a persistent observable).

In our treatment of asymptotically flat solutions of Brans-Dicke theory in Bondi coordinates, we observed that there were a total of six types of memory effects: the four that exist in general relativity, and two more that are related to the leading-order dynamical part of the scalar field, $\lambda_{1}$. The two new memory effects also could be measured through geodesic deviation, though they would produce an expansion (or contraction) of the family of deviation vectors pointing orthogonally away from a given worldline (a so-called "breathing" mode). The memory effect $\Delta \lambda_{1}$ was related to the amplitude of this effect which depends on the initial deviation vector, and the effect in $\Delta \Lambda_{1}$ corresponded to the scale of the effect depending on the initial relative velocity of the nearby worldlines. The quantities $\Delta \lambda_{1}$ and $\Delta \Lambda_{1}$ were not constrained by any conservation laws associated with conserved quantities in asymptotically flat spacetimes in Brans-Dicke theory (so they would also just be persistent observables). Rather, because the symmetries of asymptotically flat solutions of Brans-Dicke theory are the same as those of general relativity, the same three types of memory effects are constrained by the fluxes of conserved quantities as in general relativity. Because the definition of the flux and charges includes additional radiative and nonradiative data (namely, $\partial_{u} \lambda_{1}, \lambda_{1}$, and $\lambda_{2}$ ), the precise expressions used for computing the memory effects and the data necessary to compute these effects differ in Brans-Dicke theory from the expressions used in general relativity.

## V. CONCLUSIONS

In this paper, we investigated asymptotically flat solutions of Brans-Dicke theory in Bondi-Sachs coordinates. We solved the field equations of this theory, and we found that they have a similar structure to the Bondi-Sachs form of the Einstein equations in general relativity. The expansions of the metric and the Ricci tensor in series in $1 / r(r$ being the areal radius) have somewhat different forms from the equivalent quantities in general relativity. Specifically,
the Ricci tensor in Bondi coordinates scales as $1 / r$, which allows for a scalar (or breathing-mode) gravitational-wave polarization not present in general relativity; other coefficients in the metric also fall off more slowly with $1 / r$ in Brans-Dicke theory than in general relativity to accommodate this additional GW polarization. Interestingly, this different "peeling" property of the Ricci tensor does not affect the asymptotic symmetry group in Brans-Dicke theory, which remains the Bondi-Metzner-Sachs group (though the way in which these symmetries are extended into the interior of the spacetime in Brans-Dicke theory differs from the related extension in general relativity). We also computed the properties of nonradiative and stationary regions of spacetime in Brans-Dicke theory, which is important for computing and understanding GW memory effects.

We found six types of memory effects generated after a burst of the scalar field and tensorial gravitational waves pass by an observer's location. Four of these effects are also present in GR: namely, they are the electric- and magneticparity parts of displacement and subleading displacement memories. These effects produce the familiar, lasting shearing of a ring of freely falling test masses, with the displacement part depending on the initial separation of the test masses, and the subleading displacement part depending on the initial relative velocity of the masses (the electric- and magnetic-parity parts refer to the parity properties of the sky pattern of the memory effect over the anticelestial sphere). The amplitude of the memory effects in Brans-Dicke and in GR will differ, because in Brans-Dicke theory, there are additional contributions from the fluxes of energy and angular momentum per solid angle from the scalar field. The two additional GW memory effects in Brans-Dicke theory are related to the breathingmode polarization of the gravitational waves, and they could also be classified into leading and subleading displacement terms. These memory effects cause a ring of freely falling test masses to have an enduring, uniform expansion (or contraction) of a circular congruence of geodesics transverse to GW propagation. The leading part that depends upon the initial displacement of the masses had been previously considered, but the subleading part, which depends on the initial relative velocity of the masses appears not to have been. The latter can be thought of as the scalar analog of the center-of-mass memory effect.

Half of these memory effects are constrained by fluxes of conserved quantities associated with the extended BMS group (these are the electric-parity displacement memory, the spin memory, and the center-of mass memory). The other half (the magnetic-parity displacement memory and both breathing-mode memory effects) are not, and would be described as being persistent observables in the nomenclature of $[33,92]$. For all the memory effects, but
particularly for the persistent-observable types, understanding the properties of the nonradiative regions before and after the burst of the scalar field and gravitational waves is important for understanding the set of possible memory effects. For example, in general relativity, stationary-tostationary transitions in which the two stationary regions differ by only a supertranslation allow for a wide range of possible electric-parity displacement memory effects; however, in Brans-Dicke theory, such transitions would only allow for scalar-type memory effects with a constant sky pattern. More general types of nonradiative regions at early and late times are necessary to have fewer trivial memory effects.

Let us conclude with a few comments on future applications and directions for our work. It would be interesting to explore the post-Newtonian limit of our results for compact binary systems, so as to make contact with some existing results computed by Lang $[57,58]$. Another potential direction is to explore a broader set of modified gravity theories. We note that our formalism can easily be extended to more general massless scalar-tensor theories, such as those proposed by Damour and EspositoFarèse $[81,96]$. It would be interesting to understand whether there are similar relationships between symmetries and memory effects in theories where additional polarizations are present, such as the scalar-vector-tensor theories [97]. (A generic theory of gravity can have up to six polarizations, and there would typically be additional GW memory effects associated with all such polarizations.) Other viable theories of gravity such as the higher curvature theories [62] (e.g., dynamical Chern-Simon gravity [98] and Einstein-dilaton-Gauss-Bonnet gravity [99,100]) and massive scalar-tensor theories would also be useful to explore.
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## APPENDIX: FIELD EQUATIONS IN JORDAN FRAME

In this appendix, we present scalar wave equation and the hypersurface equations in the Jordan frame. The $r r, r A$, and the trace of the $A B$ components of the modified Einstein equations in Eq. (2.13a) give

$$
\begin{gather*}
\left(\frac{4}{r}+\frac{2 \partial_{r} \lambda}{\lambda}\right) \partial_{r} \beta-\frac{1}{\lambda} \partial_{r} \partial_{r} \lambda-\frac{\omega}{\lambda^{2}}\left(\partial_{r} \lambda\right)^{2}-\frac{1}{4} h^{A B} h^{C D} \partial_{r} h_{A C} \partial_{r} h_{B D}=0,  \tag{A1a}\\
\frac{1}{2 r^{2}} \partial_{r}\left(r^{4} e^{-2 \beta} h_{A B} \partial_{r} U^{B}\right)-r^{2} \partial_{r}\left(\frac{1}{r^{2}} D_{A} \beta\right)+\frac{1}{2} h^{B C} D_{B}\left(\partial_{r} h_{A C}\right)+\frac{D_{A} \lambda}{\lambda r}-\frac{\omega}{\lambda^{2}} \partial_{r} \lambda D_{A} \lambda \\
+\frac{1}{\lambda} D_{A} \beta \partial_{r} \lambda+\frac{1}{2 \lambda} h^{B C} D_{B} \lambda \partial_{r} h_{A C}+\frac{1}{2 \lambda} e^{-2 \beta} h_{A B} r^{2} \partial_{r} \lambda \partial_{r} U^{B}-\frac{1}{\lambda} \partial_{r} D_{A} \lambda=0,  \tag{A1b}\\
2 h^{A B}\left(D_{A} D_{B} \beta+D_{A} \beta D_{B} \beta\right)-\mathscr{R}-\frac{1}{r^{2}} e^{-2 \beta} D_{A} \partial_{r}\left(r^{4} U^{A}\right)+\frac{1}{2} r^{4} e^{-4 \beta} h_{A B} \partial_{r} U^{A} \partial_{r} U^{B} \\
+2 e^{-2 \beta} \partial_{r} V+\frac{r^{2}}{\lambda} \square \lambda+\frac{r^{2}}{\lambda} g^{A B} \nabla_{A} \nabla_{B} \lambda+\frac{\omega r^{2}}{\lambda^{2}} g^{A B} \nabla_{A} \lambda \nabla_{B} \lambda=0, \tag{A1c}
\end{gather*}
$$

respectively. On the other hand, the scalar wave equation, $\square \lambda=0$, is given by

$$
\begin{align*}
& 2 \partial_{u} \partial_{r} \lambda+D_{A}\left(U^{A} \partial_{r} \lambda\right)+\partial_{r}\left(U^{A} D_{A} \lambda\right)-\frac{1}{r}\left(-2 U^{A} D_{A} \lambda-2 \partial_{u} \lambda+\partial_{r} V \partial_{r} \lambda+V \partial_{r} \partial_{r} \lambda\right) \\
& \quad-\frac{1}{r^{2}}\left[e^{2 \beta} h^{A B}\left(2 D_{A} \beta D_{B} \lambda+D_{B} D_{A} \lambda\right)+V\left(\partial_{r} \lambda\right)\right]=0 \tag{A2}
\end{align*}
$$
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[^1]:    ${ }^{1}$ Specifically, the energy radiated from the dipole moment of the scalar field gives rise to a formally 1.5 PN -order effect in the tensor gravitational waveform that would appear at Newtonian order in the waveform for nonspinning compact binaries, which are inspiraling because of the emission of dipole radiation. This is analogous to how the energy radiated in gravitational waves gives rise to a 2.5 PN -order effect that appears at Newtonian order in the waveform for nonspinning compact-binary sources in GR [70,71]. Because stationary black holes in Brans-Dicke theory do not support scalar fields [72,73], the compact binary can have at most one black hole to have this new scalar-dipole-sourced GW memory effect.

[^2]:    ${ }^{2}$ With the expansion of $\tilde{h}_{A B}$ in Eq. (2.7) and with a polynomial expansion of $\tilde{\beta}, \tilde{U}^{4}$, and $\tilde{V}$ in $\tilde{r}^{-1}$ consistent with Eq. (2.8), one can prove from the $\tilde{r}^{-1}$ piece of Eq. (2.5e) that $\Phi_{0}$ is independent of $\tilde{u}$; from the $\tilde{r}^{-2}$ piece of Eq. (2.5e), one can show that $\Phi_{0}$ is independent of $\tilde{x}^{4}$.
    ${ }^{3}$ We assume that it is possible to impose these conditions at all retarded times $u$. Given the structure of the Bondi-Sachs equations as described in Sec. II A 1, these conditions can be imposed on an initial hypersurface $u=$ const, but they will not necessarily be preserved under evolution to future hypersurfaces. It is possible to construct coordinate transformations that reimpose the conditions Eq. (2.8) after evolution (see, e.g., [82,83] for more details).

[^3]:    ${ }^{4}$ Note that in the expression for $U^{A}$ in Eq. (2.9b), the remainder contains a term of order $\tilde{r}^{-3} \log \tilde{r}$. The coefficient of the term that scales as $\tilde{r}^{-3} \log \tilde{r}$ is proportional to $ð_{B} \tilde{D}^{A B}$, where we have denoted the $\tilde{r}^{-2}$ part of $\tilde{h}_{A B}$ that is trace-free with respect to the metric $q^{A B}$ by $\tilde{D}_{A B}$. The order $1 / \tilde{r}$ part of the Einstein equation (2.5d) imposes that $\tilde{D}_{A B}$ satisfies $\partial_{\tilde{u}} \tilde{D}_{A B}=0$ (i.e., that it is nondynamical, as the analogous quantity in general relativity is). This will not be true of the analogous function in the Jordan frame, as we discuss in Sec. II B.

[^4]:    ${ }^{5}$ The relation between the gravitational constant and the scalar field in Brans-Dicke theory is given by $G(\lambda)=\frac{4+2 \omega}{3+2 \omega} \frac{1}{\lambda}$. If one assumes the experimentally measured value of $G$ at infinity to be $1, \lambda_{0}$ can be written in terms of the Brans-Dicke parameter $\omega$ as $\lambda_{0}=\frac{3+2 \omega}{4+2 \omega}$.

[^5]:    ${ }^{6}$ It is possible to define a suitably adapted Newman-Penrose tetrad [94] with $l_{\mu}=\nabla_{\mu} u$ and with a complex dyad chosen to have only its 2 -sphere indices nonvanishing and to be normalized to one: $m_{A} \bar{m}^{A}=1$. The spin coefficient $\rho=$ $-m^{\mu} \bar{m}^{\nu} \nabla_{\nu} l_{\mu}$ then can be expanded at large Bondi radius $r$ in this tetrad as

    $$
    \begin{equation*}
    \rho=-\frac{1}{r^{2}} m^{A} \bar{m}^{B} \nabla_{B} \nabla_{A} u=\frac{1}{r}+\frac{\lambda_{1}}{2 \lambda_{0} r^{2}}+O\left(r^{-3}\right) . \tag{4.19}
    \end{equation*}
    $$

    As $\rho$ is one of the "optical scalars" and its real part corresponds to the expansion of a congruence to which $l^{\mu}$ is tangent, this provides a second geometrical viewpoint on how $\lambda_{1}$ causes a type of expansion at large $r$.

[^6]:    ${ }^{7}$ There is a second possibility that one might have considered the change in $Ð^{2} \Delta \lambda_{1}$ to be a scalar GW memory that is constrained at the same time as the tensor-type memory through the flux $\Delta \mathcal{E}_{(\alpha)}$ and the change in the integral of $\alpha$ times the mass aspect $\mathcal{M}$. However, this is not a viable option, because to specify the properties of the initial and final nonradiative states, one has to specify the nonradiative value of the scalar field $\lambda_{1}$ (analogously to how one has to specify the value of the mass aspect $\mathcal{M}$. Thus, there is no freedom to constrain the value of $\lambda_{1}$ through the memory equation (4.26). This does have the noteworthy consequence that to determine the tensor-type memory $\Delta \Theta$, one needs to know the scalar memory $\Delta \lambda_{1}$ to be able to compute the term $\Delta Ð^{2} \lambda_{1}$ that enters into the ordinary memory $\Delta Q_{(\alpha)}$.

[^7]:    ${ }^{8}$ The modification to the charge defined in [51] is similar to the quantity $\Delta \mathcal{F}_{(Y)}$, but instead of $\Delta \Sigma$, a term proportional to $u \Psi$ was used instead.

