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Delay-Differential Equations (DDEs) are the most common representation for systems with delay.
However, the DDE representation is limited. In network models with delay, the delayed channels
are low-dimensional and accounting for this heterogeneity is not possible in the DDE framework. In
addition, DDEs cannot be used to model difference equations. Furthermore, estimation and control of
systems in DDE format has proven challenging, despite decades of study. In this paper, we examine
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Delay representations. First, we examine the Differential-Difference (DDF) formulation which allows us to
PDEs represent the low-dimensional nature of delayed information. Next, we examine the coupled ODE-

Networked control PDE formulation, for which backstepping methods have recently become available. Finally, we consider

the algebraic Partial Integral Equation (PIE) representation, which allows the optimal estimation and
control problems to be solved efficiently through the use of recent software packages such as PIETOOLS.
In each case, we consider a very general class of delay systems, specifically accounting for all four
possible sources of delay — state delay, input delay, output delay, and process delay. We then apply
these representations to 3 archetypical network models.
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1. Introduction

Delay-Differential Equations (DDEs) are a convenient short-
hand notation used to represent what is perhaps the simplest
form of spatially-distributed phenomenon — transport. Because
of their notational simplicity, it is common to use DDEs to model
very complex systems with multiple sources of delay — including
almost all models of control over and of “networks”.

To illustrate the ways in which delays can complicate an
otherwise straightforward control problem, consider control of a
swarm of N UAVs over a wireless network. In this case, each UAV,
i, has a state, x;(t) € R™ which may represent, e.g. displacement
(the concatenation of all such states is denoted x). Each UAV has
local sensors which measure y; and this information is transmit-
ted to a centralized control authority. There is also a centralized
vector of inputs, u, a regulated vector of outputs, z, and a vector
of disturbances, w — including both process and sensor noise. We
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model this system as follows.
N

xi(t) = ax(t) + Zaijxj(t — j) + byw(t — T) + byu(t — hy)
j=1

z(t) = Cix(t) + Dypu(t)
Yi(t) = caixi(t — T;) + dayyw(t — ;) (1)

a; is the internal dynamics of the UAV i

a; is the effect of UAV j on the state of UAV i.

by; is the disturbance to the motion of UAV i

b,; is the effect of the central command on UAV i

Cy; is the measurement of the state of UAV i

d,y; is the disturbance to the sensor on UAV i

C; gives the weight on states of the fleet of UAVs to mini-

mize in the optimal control problem

e Dy, gives the weight on actuator commands to minimize in
the optimal control problem

e 7; is the time taken for changes in state of UAV j to affect
UAV i

e h; is the time taken for a command from the central author-
ity to reach UAV i

e 7; is the time it takes the process disturbance (wind, tracking

signal, et c.) to reach UAV i
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e 7; is the time taken for measurements collected at UAV i to
reach the central authority

This relatively simple model shows that delayed channels are
often low dimensional (R" vs. RX-") and specifies four separate
yet individually significant sources of delay. Specifically, we have:
state delay (%;); input delay (h;); process delay (7;); and output
delay (7;).

This UAV network is modeled as a DDE — a structure formu-
lated in Eq. (2) in Section 2. If we consider control of such a
network, however, we find that while there are algorithms for
control of DDEs (See Peet, 2020a), these algorithms are complex
and are memory-limited to a relatively small number of UAVs
(perhaps 4-5). The premise of this paper, however, is that the
limitations of these algorithms are not caused by inefficiency of
the algorithms, but rather by the failure to account for the low
dimensional nature of the delayed channels. Specifically, we note
that in the UAV model, while the concatenated state, x(t), is high-
dimensional, the individual delayed channels, x;(t), are of much
lower dimension. If we represent the UAV network as a DDE
(a formulation given in Section 6.1), then the low-dimensional
nature of the delayed channels is lost. Furthermore, DDEs cannot
represent some important system designs — including a model of
feedback described in Section 7.

For these reasons, in Section 3, we consider the use of Dif-
ferential Difference Equations (DDFs). The DDF can be used to
model both DDEs and neutral-type systems, while also allow-
ing for the assignment of delayed information to heterogeneous
low-dimensional channels. Specifically, the infinite-dimensional
component of state-space (as defined in Gu, 2010; Pepe, Jiang
& Fridman, 2008) of the UAV network in the DDF framework
is [ L2[—, 01" as opposed to [, Ly[—;, 0]=" using a DDE. In
addition, DDFs allow us to represent difference equations which
arise in some network models — See Section 7.

From the DDF model we turn to coupled ODE-PDE models
in Section 4. ODE-PDEs can be used to model a variety of sys-
tems. However, for the particular class of ODE-PDEs we use
in Section 4, the solutions to the ODE-PDE are equivalent to
those of the DDF (as defined in Section 3). Backstepping methods
have been developed for ODE-PDE models of delay (e.g. Krstic &
Smyshlyaev, 2008; Zhu, Su, & Krstic, 2015) and the formulae we
present for conversion of DDFs to ODE-PDEs may prove useful if
the reader is interested in application or further development of
these backstepping methods.

Next, in Section 5, we consider Partial Integral Equations
(PIEs) (Appell, Kalitvin, & Zabrejko, 2000). PIEs are a general-
ization of integro-differential equations of Barbashin type which
have been used since the 1950s to model systems in biology,
physics, and continuum mechanics (See chapters 19-20 of Appell
et al,, 2000 for a survey). PIEs and ODE-PDEs define an equiv-
alent set of solutions and in this section, we provide formulae
for conversion of DDEs and DDFs to PIEs. PIE models have the
advantage that they are defined by Partial Integral (PI) operators.
Unlike Dirac and differential operators, PI operators are bounded
and form an algebra. Furthermore, PIE models do not require
boundary conditions or continuity constraints — simplifying anal-
ysis and optimal control problems. Indeed, it has been recently
shown in Das, Shivakumar, Weiland, and Peet (2019) and Shiv-
akumar, Das, Weiland, and Peet (2019) that many problems in
analysis, optimal estimation and control of ODE-PDE models
can be formulated as optimization over the cone of positive PI
operators. In Section 8, we show that the PIE formulation allows
for Hy,-optimal control of a 40 user, 80-state, 40-delay, 40-input,
40-disturbance network model of temperature control.

Finally, we emphasize that this paper does not advocate for
any particular time-domain representation (we do not consider
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the literature on analysis and control in the frequency domain),
be it the DDE, DDF, ODE-PDE, or PIE formulation, and does not
propose any new algorithms for analysis and control of delay
systems per se. Rather, the purpose of this document is to serve
as a guide to representation of delay systems in each framework.
Specifically, for each representation, we: state the most general
form of the representation — allowing for delays in input, output,
process and state; define a notion of solution; provide formulae
for conversion between representations under which solutions
are equivalent; and briefly list advantages and limitations of
the representation as applied to network models of the form
of Eq. (1). As discussed in the conclusions, these results can be
used to establish notions of stability which are equivalent in all
representations and to allow for conversion of optimal controllers
and estimators between representations.

While subsets of the DDF and ODE-PDE representations of de-
lay systems can be found in the literature (Bensoussan, Da Prato,
Delfour, & Mitter, 1993; Gu, 2010; Gu, Kharitonov, & Chen, 2003;
Mazenc, Ito, & Pepe, 2013; Niculescu, 2001; Pepe, Jiang & Frid-
man, 2008; Pepe, Karafyllis & Jiang, 2008), and some of these
equivalences are known (Karafyllis & Krstic, 2014; Richard, 2003),
previous works do not: consider all input-output signals and
sources of delay; include PIEs; compare the relative advantages
of the models as applied to networks; or provide formulae for
conversion between representations. This guide, then, may be
used as a convenient source of information for researchers in-
terested in either selection of a representation or conversion of
a representation to an alternative format. For convenience and
comparison, all representations are listed in Box I. All conversion
formulae are listed in Boxes II and III. Finally, note that all proofs
have been omitted, but are included in the extended version of
this paper on Arxiv (Peet, 2020b).

Notation. I, is the identity matrix in R™*", e; is the ith canonical
unit vector, 1, is the dimension n vector of all ones. 0, , is the
zero matrix of dimension R™™, 0, = 0,,, and W™?[X] is the
nth-order Sobolev subspace of L,[X].

2. The DDE representation

We begin by defining the signals in the Delay-Differential
Equation (DDE) representation:

e The present state x(t) € R"

e The disturbance or exogenous input, w(t) € R™
e The controlled input, u(t) € RP

e The regulated or external output, z(t) € R?

e The observed or sensed output, y(t) € R"

For convenience, we combine all sources of delay (state, input,
output, process) into a single set of delays {r,~}f<:1 with 0 < 71 <

- < 1. For given u € L’z’, w € LY, and initial condition Xy €
W12[—1¢, 0]", we say that x : [—1¢, 00] — R", z : [0, co] — RY,
andy : [0, oco] — R satisfy the DDE defined by {A;, B;, G;, Dj;, . . .}
if x is differentiable on [0, oo] (from the right at t = 0), x(s) =
Xo(s) for s € [—tk, 0], and Egs. (2) are satisfied for all t > 0. If any
Bii, D11i, D21 # 0, we require w € W12[0, oo]™ and w(s) = 0 for
s < 0. If any Ba;, D12, Doy # 0, we require u € W12[0, oo]? and
u(s) =0 fors < 0.

Under the conditions stated above, existence of a classical con-
tinuously differentiable solution x is guaranteed as in, e.g. Thm.
3.3 of Chapter 3 in Kolmanovskii and Myshkis (1999) (See also
Thm. 1.1 of Chapter 6 in Hale, 1971). Note that the dimensions
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The Class of Delay-Differential Equations (DDEs):
x(t) Ao B B x(t) K TAi By By [x(t—1)
zZ(t)| =|Cio Du Dpa||w(t)|+ Z Cii Dii Dpai | | w(t — )
(t) Coo D1 D] Lu(t) i=1 LC2i  Da1i Dagil Lu(t — 1)
K o [Adi(s)  Buai(s)  Baai(s) | [ *(t +5)
+3° [ Cul®) Dals) Draats) || ue +3) [ e 2)
i=1 /7% L Coai(S)  Da1ai(s)  Dazai(s)] Lu(t +5)
The Class of Differential-Difference Equations (DDFs):
x(t) A B B B,
z(t) Ci D1 Dp2 D1y
= t t),
y(t) G Dy Dy [Z}((t))] * 1Dy v(©)
ri(t) Cri Brli Br2i Drvi
K K 0
W)=Y Carte— )+ Y [ Catone + 5. 3)
i=1 i=1 YT
The Class of Neutral-Type Systems (NDS):
. t—1
x(t) Ao Br By [x(t) K TAi  Bu Ba E zf)((t _Tr',))
zZ(t)| =|Cwo D1 Dua||w(t)|+ Z CGi Dni Dui Eu u(t — t‘l)
(t) Coo Dy1 D] Lu(t) i=1 LGi Da1i D Eyi Xt — Tf)
1
t
€ o [Aal®) Bua(s) Bt Ea(s)] [ 1)
+> | |Ciails) Duails) Duzails) Enai(s) ds 4
. u(t +s)
i=1 Y77 L Coai(S) D214i(S) Da2ai(S)  Eaai(s) Xt +5)
The Class of ODE-PDE Systems:
() A B B B,
z(t) G Dn Dn Dy,
= t t
y(t) G Dy Dp |:Z)((t)):| + Dy, v(©)
¢i(t7 0) Cri Brll Br2i Drvi
1 K K .0
Glt,s) = —is(ts), v(t) =D Cudi(t, 1)+ / 7iCoai(Tis)pi(t, s)ds 5)
i i=1 i=1 Y1
The Class of Partial Integral Equation (PIE) Systems:
TX(t) + Bryw(t) + Br,u(t) = AX(t) + Biw(t) + Bou(t),
z(t) = C1X(t) + Dryw(t) + Drau(t),
Y(t) = Cox(t) + Dyw(t) + Dypu(t). (6)

Box I. Formulation of the DDE, DDF, NDS, ODE-PDE, and PIE Representations of Systems with Delay.

of all matrices in this representation can be inferred from the
dimension of the respective state and signals.

2.1. Advantages of the DDE formulation

The DDE formulation is the prima facie modeling tool for sys-
tems with delay and as such is used in almost all network models.
The DDE representation has a clear and intuitive meaning. Fur-
thermore, most algorithms and analysis tools are built for this
representation. Specifically, Lyapunov-Krasovskii and Lyapunov-
Razumikhin stability tests are naturally formulated in this frame-
work. However, the DDE does not allow for the representation
of difference equations and does not allow us to identify which

of the states and inputs are delayed by which amount. For this
reason, we consider next the DDF representation.

3. The DDF representation

A generalization of the DDE is the Differential-Difference (DDF)
formulation. In addition to the signals included in the DDE, the
DDF adds the following.

e The items stored in the signal ri(t) € RPi are the parts of
x, w, u, v which are delayed by amount 7;. The r; are the
infinite-dimensional part of the system.

e The “output” signal v(t) € R™ extracts information from the
infinite-dimensional signals r; and distributes this informa-
tion to the state, sensed output, and regulated output. This
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information can also be re-delayed by feeding back directly
into the r;.

The governing equations may now be represented in the more
compact form of Egs. (3).

For given u € b, w € L7, and initial conditions x, € R",
ro € Wh2[—1;, 0]P satisfying the “sewing condition”

K K .0
1i0(0) = Gixo + Dy (Z Guitio(—7) + Z/ Cudi(S)Tio(S)dS)
i=1 i=1 Y7

fori=1,...,K, we say that x : [0, c0] — R", z : [0, c0] — RY,
y:[0,00] > R, 1; : [—15,00] — RPi fori = 1,...,K, and
v : [0, oo] — R™ satisfy the DDF defined by {A;, B;, G;, Dy, ...} if x
is differentiable on [0, oo], 1i(s) = rig(s) for s € [—1;, 0], ri(t + ) €
W12[—;, 0] fori = 1,...,K, and Egs. (3) are satisfied for all
t > 0. In this manuscript, we assume the C,q4; are bounded and in
the case where B,1; # 0 or B,y; # 0, we require w € W1?2[0, oo]™
with w(s) = 0 for s < 0 or u € W'2[0, co]? with u(s) = 0 for
s < 0, respectively.

Under the conditions stated above, existence of a classical so-
lution x, r;, v is guaranteed as in Hale (1971), Chapter 9, Thm. 1.1.
Furthermore, the “sewing condition” and constraints on w and
u ensure the solution r; is continuously differentiable as in Gil’
(2012) p. 226; or Kolmanovskii and Myshkis (1999), Thms. 3.1
and 5.4. Note also that the condition ri(t + -) € W'? may be
relaxed to continuity as treated in Henry (1974).

3.1. DDEs are a special case of DDFs

Although Egs. (3) are more compact, they are more general
than the DDEs in (2). Specifically, if we use the conversion for-
mula defined in Eq. (8), then the solution to the DDF is also a
solution to the DDE and vice-versa.

Lemma 1. Suppose that Cy;, Cygi, Cri, Br1iy Brii, Drvi, By, D1y, and Do,
are as defined in Egs. (8). Given u, w, xo, the functions x, y, and z
satisfy the DDE defined by {A;, B, Ci, Dy, ...} if and only if x, y, z,
and r; satisfy the DDF defined by {A;, Bi, G, Dy, . ..} where

x(t) Xo
ri(t)z{w(t)}, ri0=|:0] i=1,...,K.
u(t) 0

3.2, Neutral-delay systems (NDSs) are a special case of DDFs

DDFs are a natural extension of NDSs, which have the general
form of Eq. (4) where for simplicity, we assume x(t), w(t), u(t) =
0 for all t < 0. The conversion from NDS to DDF is given in Eq. (9).

Lemma 2. Suppose that Cy;, Cygi, G, Br1i, Br2i, Drvi» By, D1y, and Do,
are as defined in Egs. (9). Given u, w, the functions x, y, and z satisfy
the NDS defined by {A;, B;, G;, Dy, ...} if and only if x, y, z, v and r;
satisfy the DDF defined by {A;, B;, G, D, ...} where rjp = 0 and

x(t)
() = ’L‘j((f)) i=1,....K,
x(t)
and
K [Ai By By E l};((tt _ trl) )
v(t) = Z Cii Diii Diai Cie u(t — T,l)
=1 LG D21 Dy Cae . !
i=1 x(t — 1)
K 00 [Agi(s)  Biai(s)  Baai(s)  Eai(s) ;‘)((ttr_ss))
+ / C1ai(s) Di1ai(s) Di2ai(s)  Cigei(s) u(t +s) ds.
i=1 V=1 LCoai(S)  D214i(S)  D224i(S)  Cagei(s) Xt +5)
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3.3. Advantages of the DDF representation

The first advantage of the DDF is that it may include differ-
ence equations. To illustrate, suppose we set all matrices to zero
except D,,; and C,;. Then we have the following set of Difference
Equations (DEs)

K
i)=Y DuCyr(t —7)  i=1.....K.
j=1

Another example of DEs can be found in Section 7, where we
provide a model of network control which can be represented
as a DDF, but not a DDE. A related advantage of the DDF is
the ability of DDFs to generate discontinuous solutions if the
“sewing condition” on initial conditions is relaxed. This ability is
not inherited using our formulation of ODE-PDE or PIE.

The second advantage of the DDF occurs when the delayed
channels only include subsets of the state. For example, if the
matrices A; have low rank (ignoring input and disturbance delay),
then A; = AjA; for some A;, A; where A; € Ri*" with [; < n
and we may choose C,; = A; and C; = A;. The dimension of
ri(t) now becomes R". This decomposition may be used to reduce
complexity in the DDF formulation if ; < n. This reduction is
illustrated in detail using the UAV network model in Section 6.2
and the temperature control network in Section 8.

A disadvantage of the DDF is that fewer tools are available for
analysis and control of DDFs. This is partially because the class
of DDFs is larger than the DDEs and thus the tools must be more
general. However, we do note that versions of both the Lyapunov-
Krasovskii (Gu, 2010) and Lyapunov-Razumikhin (Zhang & Chen,
1998) stability tests have been formulated in the DDF framework.

4. The coupled ODE-PDE representation

We next consider the coupled ODE-PDE representation.
Widely recognized as a physical interpretation of delay sys-
tems (Hale, 1971; Richard, 2003), ODE-PDE representations allow
us to use backstepping methods originally developed for control
of PDE models and which have recently been extended to sys-
tems with delay — See Karafyllis and Krstic (2014), Krstic and
Smyshlyaev (2008) and Zhu et al. (2015). The particular class
of ODE-PDE systems, as given in Eq. (5), is equivalent to the
class of DDFs. Since we have shown that DDEs are a special
case of DDFs, we present only the conversion between DDF and
ODE-PDE. Such conversion is trivial, however, as all matrices in
the following ODE-PDE model are the same ones used to define
the DDF.

For given u € Lg, w € L7, and initial conditions x, € R",
¢io € W2[—1, 017 satisfying the “sewing condition”

9i0(0) = Grixo (7)
K K .0

+ Dryi (Z Coidhio(—1) + Z/ TiCudi(fiS)¢io(S)d5>
i=1 i=1 /1

fori =1,...,K, wesay that x : [0, 0] — R", z : [0, c0] — RY,

y : [0,00] = R, ¢i(t) € WH2[—1,0Pi fori=1,...,K,and v :
[0, co] — R™ satisfy the ODE-PDE defined by {A;, B, G;, Dy, ...}
if x is differentiable and ¢; is Fréchet differentiable on [0, oc],
x(0) = xo, ¢i(0,5) = ¢io(s) fors € [-1,0] fori = 1,...,K, and
Egs. (5) are satisfied for all t > 0. As for the DDF, if B;;; # 0 or
By # 0, we require w € W2 or u € W2, respectively.

In Egs. (5), the infinite-dimensional part of the state is ¢; —
which represents a pipe through which information is flowing.
Our formulation is somewhat atypical in that we have scaled all
the pipes to have unit length and accelerated or decelerated flow
through the pipes according to the desired delay. Solutions to
Egs. (5) and (3) are equivalent, as in the following lemma.
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Lemma 3. Suppose for given u, w, rig, that x, rj, v, y, and z satisfy the
DDF defined by {A;, B, G;, Dy, .. .}. Then for u, w, ¢io(s) = rio(Tis),
we have that x, v, y, and z also satisfy the ODE-PDE defined by
{Ai, Bi, Gi, Dy, ...} with ¢i(t,s) = ri(t + ©s). Similarly, for given
u, w, ¢, if X, v, y, ¢; and z satisfy the ODE-PDE defined by
{Ai, Bi, G, Dyj, ...}, then x, v, y, and z satisfy the DDF with ri(t) =
#i(t, 0) and rio(s) = ¢io(s/Ti)-

4.1. Advantages of the ODE-PDE representation

In the ODE-PDE representation, the infinite-dimensional part
of the state is ¢(t) € W'2[—1, 0]ZiPi. Significantly, by scaling
the pipes (and ignoring the distributed delay), the ODE-PDE
representation isolates the effect of the delay parameters to a
single term — ¢(t,s) = %¢i,s(f, s). This feature makes it easier
to understand the effects of uncertainty and time-variation in the
delay parameter. Additionally, the ODE-PDE is the native repre-
sentation used for recently developed backstepping methods for
systems with delay, such as proposed in Krstic and Smyshlyaev
(2008), Karafyllis and Krstic (2014) and Zhu et al. (2015) and use
of the conversion formulae provided may allow these methods to
be applied to solve a larger class of systems — including difference
equations.

5. The PIE representation

A Partial Integral Equation (PIE) has the form of Eq. (6), where
the operators T, A, B;, C;, D are Partial Integral (PI) operators
and have the form

RIE _ [Pe+ [° Qus)®(s)ds
(P[Qz {Ril] [@]) (5) = |:Q2(s)x—i1 (P{R,-}‘P) (S)]
where

s 0
(P[RI.}@) (s) = Ro(s)@(s)—i-/ Ry(s, 0)®(6)do +/ Ry(s, 0)®(6)d6.
-1 s
For given u € L), w € LY, and initial conditions X, € R" x
L,[—1, 0]P, we say that x(t) € R" x L,[—1, 0], z : [0, o0] — RY,
y : [0, 00] — R’ satisfy the PIE defined by {7, A, B;, Ci, Dy, Br,}
if x is Fréchet differentiable on [0, co], X(0) = X, and Egs. (6) are
satisfied for all t > 0. As for the ODE-PDE, if By, # 0 or By, # 0
we require w € W'? or u € W2, with w(0) = 0 or u(0) = 0,
respectively.

Heretofore, we have shown that the DDE is a special case
of the DDF, which is equivalent to a coupled ODE-PDE, where
coupling occurs at the boundary. Given a DDF or ODE-PDE rep-
resentation, it is relatively straightforward to convert to a PIE
by defining the operators T, A, B;, C;, Djj, By, for which solutions
to Eqgs. (6) also define solutions to Eqs. (3) (DDF) and Egs. (5)
(ODE-PDE). Specifically, let us define {7, A, B;, C;, Dy, Br;} as in
Eqgs. (10) where the required matrices are as defined in Eqgs. (11).
Then we have the following.

Lemma 4. Given u, w, and xo, ¢j Satisfying the “Sewing Con-
dition (7)", Suppose x, ¢, v, y, and z satisfy the ODE-PDE de-
fined by {A;, B, G, Djj, ...}. Then y and z also satisfy the PIE de-
fined by {T, A, B;, Ci, Dyj, Br;} with T, A, B;, C;, Dy, Br; as defined
in Egs. (10) and

x(t) Xo
ds1(t, -) dsh10
. Xp == .

05 (t, -) 3s</;>1<0
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Furthermore, for given u, w, Xo € R" x L,[—1,00, if y, z and x
satisfy the PIE defined by {T, A, B;, Ci, Dy, Br;}, then x, ¢;, v, y, and
z satisfy the ODE-PDE defined by {A;, B;, Ci, Djj, ...} where

x(t) Xo

oi(t, ) d10
: = TX(t) + Briw(t) + Brau(t), | . | = TXo.

¢1<('f, ) ¢;<o

Note that while solutions of the ODE-PDE are equivalent to
those of the PIE, some notions of stability of such solutions may
not be.

5.1. Advantages of the PIE representation

Like the DDF and ODE-PDE, PIEs can be used to represent
low-dimensional delay channels. An additional advantage is the
lack of boundary conditions or the ‘sewing’ constraint on the ini-
tial condition in, e.g. Eq. (7). This is significant in that the implicit
dynamics in an ODE-PDE imposed by boundary conditions on ¢;
complicate stability and optimal control problems. By contrast,
in PIEs, the infinite-dimension part of the state is d;¢5; which is in
L, but is otherwise unconstrained. Furthermore, PIEs are defined
using the algebra of Partial Integral (PI) operators. The algebraic
nature of PI operators implies that most tools developed for
matrices can be extended to PIEs — including the LMI framework.
Specifically, the LMIs for H,,-optimal observer and controller syn-
thesis have been extended to PIEs, as can be found in Shivakumar,
Das, Weiland and Peet (2020) and Wu, Shivakumar, Peet, and Hua
(2020), respectively. We refer to Linear PI Inequalities (LPIs) as
this extension of the LMI framework and a Matlab toolbox for
solving LPIs can be found in Shivakumar, Das and Peet (2020). An
example of these synthesis results can be found in Section 8.

5.2. Conversion from DDE to PIE

In this subsection, we bypass the DDF and give a formula for
direct conversion between the DDE and PIE representations. This
formula is given in Egs. (12).

6. Modeling of a network of UAVs

To compare the DDE, DDF, ODE-PDE and PIE representations,
we return to control of a network of UAVSs. In this section, we
focus on the DDE and DDF representations, as conversion from
DDF to ODE-PDE or PIE is straightforward using the formulae
provided. For simplicity, we eliminate the state delays 7; gov-
erning interactions between UAVs (we will consider state delays
in Section 8) and map the process, input, and output delays to
a common set of delays, {rj}ffl where the index for the process
delay for UAV i is as 7; = 7, the index for input delay for UAV
iis as ty4; = h;, and the index of the output delay from UAV i
is as ton4i = 7. The process noise is dimension w(t) € R™, the
common input is dimension u(t) € RP, all states are dimension
xi(t) € R" and the outputs are all dimension y;(t) € R". In this
case, we re-write the network model in Egs. (1) as

N
%i(t) = axi(t) + Y ag(t) + buw(t — %) + byu(t — 1),
j=1
z(t) = Cix(t) + Dppu(t),

Yi(t) = caixi(t — Ton4i) + dariw(t — Tani)-
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Conversion Formula from DDE to DDF:

(
Dy, Coi Da1i Doy Caai(s)  D214i(S)  Dazai(s)

Conversion Formula from NDS to DDF:

B, Ai Bi By Adi(s)  Biai(s)  Bai(s)
D1y | = Iiqers Cii = [Cii Dii Duai |, Coai(s) = | Caai(s) Duiai(S) D12ai(s) | . Droi =0, [Gi Brii Brai] = Ingmsp- (8)

0, 0 0 I, 0 O B
0 O 0 0 0 v
Dni=1|4 o 0, |° [Ci Bri Buai]= 0 0 L | |:glv:| = Inggir,
I, 0 0 Ay Bi B e
Ai By By E Adi(s)  Buai(s)  Baai(s)  Eai(s)
Coi=|Ci Dui D Euf, GCuils)=|Cwi(s) D11ai(s) Dr2ai(s) Erai(s) | . (9)
Coi D21i Dy Eyi Caai(s)  D214i(S)  Dazai(s)  Eazai(s)
Conversion Formula from ODE-PDE or DDF to PIE:
A= P[Ac)q (lf[,‘o, 0}]a T= 7’[4’; {O,Toa.Tb}:I’ Br, = P[TO{Y (MV))]’ Br, = P[Toz,‘ (wm]s
B =73 ] B =73 ] a=?l% W e=r% @l o=r[¥ ] 00
where
0 K -1 s
Coi = Cyi +/ 7;Coai(TiS)ds, D = (Inv - (Z CviDrvi>> , Gi(s) = =Dy <Cvi + fi/ Cvdi(fm)dfl> ,
-1 i=1 -1
Gi1 Br1 B Dy %
[TO T] TZ] = + [ch Dvw Dvu] 5 [Cvx Duw Duu] = DI ZCui [Cri Brli BrZi] )
Gk Brik Bk Dk i=1
Dy Hlpl
Tu(s,0)=| : [[Ca(0) -+ C(®)].  Tu(s,0)= Iy +Ta(s.0), I = ,
Dyyk inK
A(s) B, Ay By B; Ao B B B,
Ciu(s) | = | D | [Cua(s) -+ Ci(5)]. Cio Dyt Dip|=|[Co Dii Diz|+|Diw|[Cx Duw Du. (11)
Cai(s) D,, Co Dy Dp Cxo D21 Dp D,
Box II. Conversion formulae from DDE to DDF, NDS to DDF, and DDF/ODE-PDE to PIE.
Conversion Formula from DDE to PIE: T, A, 5;, C;, Dy, Br, are as defined in Eq. (10) where now
ﬁln+m+p [n Onm Onp] [Omn Im  Omp] [Opn  Opm D]
I = , To = T = b=
%I,Hmﬂ, [l Onm  Onpl [Omn Im  Omp] [Opn  Opm Dp]"
T, = 0(n+m+p)Ka T, = _I(n+m+p)l<’
A(s) Ai By By s [Aai(tin)  Buai(zin)  Baai(Tin)
Cu(s) | =—[Xa(s) -+ X(9)]. Xi(s)=|Ci Dui Dui|+ Ti/ Cigi(tin)  Duiai(tin)  Draai(Tin) | dn,
() Cai Da1ii Do =1 Gai(tin)  Daiai(tin)  Daoai(Tin)
Bigi(tis)  Baai(Tis)
(12)

Cxo Dy Dnp Co Dy Doy i=1 LG D21i Do -1 Coai(tis)  D214i(TiS)  Dazai(Tis)

A By B Ay B B K TAi By By 0o K Agi(Tis)
Co Dy Dip|=|Co Di1 Dy +Z Cii Dii Dy +/ Zfi Crai(tis)  D11ai(Tis)  Dyoai(Tis) | ds.
1

Box III. Direct conversion formula from DDE to PIE, bypassing the DDF.
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6.1. The DDE representation

To model this network as a DDE, we consider Eq. (2) where
K = 3N for a given Cy¢ and Dj,. First, we define Ay blockwise as

a, i=j
a; otherwise

[Aolij = {

and define the following matrices blockwise fori =1,..., N as

Bii=e€®bii, Bynyi=e ® by,
Coonti =€ ® i, Daionyi = € ®@ di.

All other undefined matrices in Eq. (2) are 0. The DDE represen-
tation of the network has the obvious disadvantage that there are
3N delays and each delayed channel contains all states and inputs
— yielding an aggregate delayed channel of size R3N("N+m+p),

6.2. The DDF representation

To efficiently model the network model as a DDF, we retain
the matrix Ag from the DDE model in Section 6.1, set C; = Cyg
and leave Dq, unchanged. Our first step is to define the vectors
ri(t) and v(t) using B, Br2i, Cri, Cui, By, and By, (all other matrices
are 0). The first 3 sets of matrices are defined fori =1,...,N as
Br1i = b1, Brionti = a1, Brangi = bai, and Gonyi = 2. We
presume the UAV state dimensions (n) are less than the size of
the aggregate input (m) and disturbance vectors (p) (i.e.n < m
and n < p). In this case it is preferable to delay only the part
of the input and disturbance signals which affects each UAV. We

now have the following definition for r; fori =1, ..., 3N.
bjw(t) ie[1,N]

ri(t) = { by.i_nu(t) ie[N+1,2N]
C2,i—anXi—an(t) + da1i—ovw(t) i€ [2N + 1, 3N]

Next, we construct output v(t) by defining C,; fori = 1,...,3N

as G, = e; ® I, which yields

o(t) = [t — o) ran(t — )]
Finally, we feed v(t) back into the dynamics using

BUZ[I RV B B | 0], Dzv:[() ...00 ---0 1]’

which recovers the network model.
6.3. Complexity of DDEs vs. DDFs

In the DDF model, the infinite-dimensional state is r;. In our
DDF formulation of the UAV model: each process delay adds n
states; each input delay adds n states; and each output delay
adds r states to this vector. The aggregated infinite-dimensional
state is then LZA(Zpi = (2n + r)N). Assuming that optimal con-
trol and estimation problems are tractable when the number of
infinite-dimensional states is less than 50 (Peet, 2020a), and if
we suppose n = r = 1, then it is possible to control 17 UAVs. By
contrast, in the DDE model of our UAVSs, the infinite-dimensional
state is L3""""*") (meaning we can control at most 5 or 6 UAVs).

7. A network which is a DDF, but not a DDE

In this subsection, we present a network model which can be
represented using DDFs, ODE-PDEs, and PIEs, but not using DDEs.
These models arise from the use of static feedback — i.e. u(t) =
Fy(t) where y(t) is the concatenated vector of outputs from the
UAVs. Note that y may include measurement of all states (the
static state feedback problem). In this example, let us ignore
output, process and state delay, but retain input delay and add
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a term which models the impact of actuator input u(t) on the
Sensors as

Yi(t) = coixi(t) + doqjw(t) + dpiu(t — 7).
Let Ag, Cq, D12, By, C,i be as defined in Section 6.2 and define

b1 da11 C2.1
Bi=| 1 |, Da= S G= )
bin dyi N CN
Doy = €; ® dpi.

Aggregating the measurements, we have

N
Y(t) = Gx(t) + Dyqu(t) + Y Dpiui(t — 7).

i=1
Now, substituting u(t) = Fy(t) into the sensed output term, we
obtain solutions of the form

N
X(t) = Aox(t) + Byw(t) + ZBZiFY(t - 1),

i=1
z(t) = Cix(t) + D1aFy(t),

N
Y(t) = Cox(t) + Dyrw(t) + Y DosiFy(t — 7). (13)
i=1
Clearly, there is no DDE model with solutions which satisfy
Egs. (13) due to the recursion in the output (Henry, 1974). How-
ever (assuming appropriate initial conditions), these solutions can
be constructed using the DDF (and consequently the ODE-PDE
and PIE frameworks). To construct such a model, we define the
following terms.

D1y = D13FDy1, Dy =0, G =Ci +DipFG
Gi =FG, By1i = FDaq, [Drvili = FDpai
B, = B2 B, Ci=e®l

Dyy = D12FDyy, Dy = [Da2.1 D] (14)

Lemma 5. For given rjg, Xo, SuUppose r;, v, y, X, and z satisfy the DDF
defined by

{Ao, B1, By, C1, D12, D1y, Day, Cri, Brii, Droi, Cui)

given by Eqgs. (14). Then x, z and y also satisfy Egs. (13).
8. Optimal control of a large network

To illustrate the computational advantages of the DDFs,
ODE-PDEs, and PIEs for controller synthesis problems, we con-
sider the scalable network model with state-delay for centralized
control of water temperature for multiple showering customers
as defined in Peet (2020a). If Ty; is the tap position and Ty; is the
temperature for user i, then the dynamics of this model are given
by

Tu(t) = Tailt) — wi(t), (15)
Toi(t) = —a; (Tai(t — ) — wy(t))
N
+ Z vietj (Toi(t — ) — wy(t)) + ui(t),
#

z(t) = [Zf’:] Tu(t) .1 Zf.vzl ui(t)]T.

For N users, we choose o; = 1, y;; = 1/N, 1; =i, and w;(t) = N.
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8.0.1. DDE formulation of the network
We first form the aggregate state vector as

X(t) = [T (t) Tin(t)  Tan(t) Tan(6)]

and define the DDE model using

-ONxN In Onxn  Onxn
Ao = A= N |
0 |Onxv Onxn ! Onxn A

A = I = diag(e;)) = I' * diag([OMH 1 leN,i]) ,
_[-Iv _ | Onxn
[ )
(=174 1PN,
- 1=

1 o0 01x
c=[om, ] ow=lomd. =[]
In this formulation, we have n = 2N states, m = N disturbances,
p = N inputs, ¢ = 2 regulated outputs and K = N delays
(tj = ;). Using the SOS-based H..-optimal controller synthesis
algorithm for DDEs as presented in Peet (2020a), we were able
to design controllers for N = 4 users. This corresponds to an
infinite-dimensional channel of size L3¢=32,

8.0.2. DDF formulation of the network
To construct the DDF formulation of the problem, x(t) is un-
changed. However, we now define the delayed channels as

T,'(f) = [O]xNH—] 1 O1><N71] X(t) = sz(t).
This is done by defining G, B;1;, Br2i and D;,; as

1 Opn-i
Brai = O1xn

Cri = [O1xnti1

Brli =01xn Drvi = 01xn-

We would like the output of the delayed channels to be the
delayed states as

u(t) = [Taa(t — 7) Ton(t — TN)]T .
This is accomplished by defining
1 leNfi]T ,

Finally, we retain A, By, B;, C1, C3, D11, D1, from the DDE formu-
lation, and use B, and D;, to model how the delayed terms affect
the state dynamics and output signal.

0
Bv:|:l\}>v<Ni|7 Dy, =0

In the DDF formulation, we have n = 2N states, m = N
disturbances, p = N inputs, ¢ = 2 regulated outputs, K = N
delays (tj = 1)), and K delay channels, each of dimension L).

Coi = € = [O1xi1 Cogi = O2xn-

8.1. Hy.-optimal control using PIETOOLS 2020a

For Hy-optimal controller synthesis, we used the DDF to
PIE converter convert_PIETOOLS_DDF and H,-optimal synthe-
sis option in the PIETOOLS 2020a Matlab toolbox, as described
in Shivakumar, Das and Peet (2020) and available online at Peet,
Shivakumar, and Das (2020). The DDF system input format for
this toolbox is described in detail in the user manual (Peet
et al., 2020), as is the converter and controller synthesis feature.
In this toolbox, the extreme performance option was selected
to decrease computation times and reduce memory usage. The
Hyo-optimal controller synthesis feature in PIETOOLS solves the
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Table 1

IPM CPU sec vs. # of states (N) for H,,-optimal control of Eq. (15).
N— 1 3 5 10 20 30 40
CPU sec 48 .638 2.42 94.7 5455 35k 157k

optimal control problem for a PIE and is based on the result
in Shivakumar, Das, Weiland and Peet (2020). The numerical test
was performed on a desktop computer with 128GB RAM and a
3 GHz intel processor. CPU seconds is as listed for the interior-
point calculations determined by Sedumi. The computation times,
indexed by number of users, are listed in Table 1. In all cases,
the achieved closed-loop H.,-norm was in the interval [.3, 3].
Practically, we observe that the controller synthesis problem
is tractable up to 40 users — a significant improvement from
the 4 users in Peet (2020a). Note that 40 users corresponds to

P . . . i pi=N=40
an aggregated infinite-dimensional channel of size Ly .
Also recall that for 40 users, we have 80 states, 40 inputs, 40
disturbances and 40 delays.

Note that the PIETOOLS 2020a toolbox does not require use
of the PIE formulation and will convert a DDE to a DDF, if de-
sired. There is also a feature for constructing minimal DDF rep-
resentations of DDEs — which can be very useful for solving
large network problems. The conversion from a NDS to DDF is
also included in the PIETOOLS library examples_DDF_library_
PIETOOLS .m.

9. Conclusion

This paper summarizes four possible representations for sys-
tems with delay: the Delay-Differential Equation (DDE) form; The
Differential Difference (DDF) form; the ODE-PDE form; and the
Partial Integral Equation (PIE) form. Formulae are given for con-
version between these representations, although direct conver-
sion from DDE to DDF is not advised if the delayed channels are
low-dimensional (although PIETOOLS 2020a includes a feature for
constructing minimal DDF representations of DDEs). Using the
given formulae and definitions of solution, we show that the set
of solutions for the DDF, ODE-PDE, and PIE are equivalent. These
results imply that if there is a valid conversion formula, many
solutions to the Hy,-optimal control and estimation problems can
be converted between representations by applying this formula to
the closed-loop system. However, this only works if optimality is
defined in terms of the finite-dimensional vectors, xo, U, w, X, ¥, Z.
This is because any input-output pair (u, w,Xy) +— (¥, z,X)
which defines a solution to one representation also defines a
solution for every other representation for which there is a valid
conversion formula. Likewise, stability of the representations is
equivalent as long as the stability definition only involves the
finite-dimensional vectors, X, X, U, w, y, Z.

The results and formulae in this paper are meant to provide
a convenient reference for researchers interested in exploring
alternative representations of delay systems. A summary of the
representations and conversion formulae is given in Table 2,
along with examples of simulation tools and controller synthesis
results. We have shown using an example of a network of UAVs
that some networks cannot be modeled in the DDE formulation
and that careful choice of representation can significantly reduce
the complexity of the underlying analysis and control problems.
Finally, we have shown that H,,-optimal control in the DDF/ODE-
PDE/PIE framework allows up to 40 agents, while formulation in
the DDE framework only allows for control of 4 agents.
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Table 2
Conversion formulae (DDF,PDE,PIE), simulation tools (Sim), controller design tools (H.,), and model definitions (Model) for each class of systems (PDE— ODE-PDE).
Need— DDF PDE PIE Sim Hy Model
DDE (8) (8)+(5) (12) Bellen and Zennaro (2013) Peet (2020a) (2)
Neut. 9) (9)+(5) (9)+11) Bellen and Zennaro (2013) Xu, Lam, Yang, and Verriest (2003) (4)
DDF X (5) (11) - - 3)
PDE X X Shivakumar et al. (2019) Wouwer, Saucez, and Vilas (2014) Krstic and Smyshlyaev (2008) (5)
PIE X X X - Shivakumar, Das, Weiland and Peet (2020) (6)
References Pepe, P., Karafyllis, ., & Jiang, Z.-P. (2008). On the liapunov-krasovskii method-
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