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Abstract

Neural codes for sensory inputs have been hypothesized to reside in a broader space defined by ongoing patterns of spontaneous
activity. To understand the structure of this spontaneous activity in the olfactory system, we performed high-density recordings of neu-
ral populations in the main olfactory bulb of awake mice. We observed changes in pairwise correlations of spontaneous activity
between mitral and tufted (M/T) cells when animals were running, which resulted in an increase in the entropy of the population.
Surprisingly, pairwise maximum entropy models that described the population activity using only assumptions about the firing rates
and correlations of neurons were better at predicting the global structure of activity when animals were stationary as compared to
when they were running, implying that higher order (3rd, 4th order) interactions governed population activity during locomotion.
Taken together, we found that locomotion alters the functional interactions that shape spontaneous population activity at the earliest
stages of olfactory processing, one synapse away from the sensory receptors in the nasal epithelium. These data suggest that the
coding space available for sensory representations responds adaptively to the animal’s behavioral state.

NEW & NOTEWORTHY The organization and structure of spontaneous population activity in the olfactory system places con-
straints of how odor information is represented. Using high-density electrophysiological recordings of mitral and tufted cells, we
found that running increases the dimensionality of spontaneous activity, implicating higher order interactions among neurons
during locomotion. Behavior, thus, flexibly alters neuronal activity at the earliest stages of sensory processing.

locomotion; maximum entropy; mitral/tufted cells; olfactory bulb; population coding

INTRODUCTION

Behavioral states, such as quiescence and wakefulness (1),
locomotion (2, 3), and arousal (4), can have marked effects
on patterns of neuronal activity throughout the brain. In
sensory systems, neural activity can change in response to
these behaviors, even in the absence of any sensory stimuli.
This spontaneous activity often reflects the underlying orga-
nization of the circuit (5, 6), constraining what types of activ-
ity patterns are possible for encoding sensory stimuli (7).
These latent behavioral states consequently shape the vari-
ability of neuronal responses in primary sensory areas (8)

As in the neocortex, neural activity in the main olfactory
bulb is strongly influenced by behavioral state (9). The prin-
cipal neurons of the main olfactory bulb, the mitral and
tufted cells (M/T), receive direct input from the olfactory re-
ceptor neurons (ORNs) in the nasal epithelium, process these
initial odor responses via connections with one another and
with local inhibitory interneurons, and relay this informa-
tion to downstream cortical areas (10). Spontaneous firing
rates in the principal M/T cells are lower under anesthesia as
compared with waking (11). M/T cell firing can also be altered
based on experience and training (12–14), on reward (15), and
can indicate nonolfactory information such as behavioral
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choice (16, 17). Although the behavioral modulation of M/T
activity is not surprising, given the link between olfaction,
sniffing, and whisking (18–23), the fact that such modulation
occurs in principal cells one synapse away from the sensory
periphery (10, 24), suggests that behavior impacts neuronal
coding earlier in olfactory processing (25) as compared with
other sensory systems in mammals. Centrifugal projections
into the bulb (26–29) from a diversity of areas including the
hippocampus (30, 31), point to a diversity of anatomical con-
nections that link olfactory processing in the bulb to com-
plex behaviors (32) including running. Although a number of
recent studies suggest that locomotion and running exert
substantial influence on population activity in sensory neo-
cortices (2, 3, 8, 33), it is less clear how locomotion, which is
essential for a number of olfactory behaviors including for-
aging (34) and tracking (35), influences the activity of ensem-
bles of neurons in the earliest stages of olfactory coding.

To address this, we recorded simultaneously from hun-
dreds of M/T cells in the main olfactory bulb (MOB) while
head-fixed animals ran on a cylindrical wheel. Not only did
running increase firing rates in individual neurons, running
also changed the structure of activity across populations of
cells, resulting in an increase in the entropy of the ensemble
activity. Although a maximum entropymodel of M/T cell fir-
ing patterns recapitulated the small changes in the pairwise
interactions between neurons during locomotion, it failed to
predict the global structure of population activity when the
animal was running. Our results suggest that population ac-
tivity in the olfactory bulb can be restructured by locomotive
behavior, arising from alterations in the functional interac-
tions between neurons.

MATERIALS AND METHODS

Animals

All protocols and procedures were approved by theUniversity
Committee on Animal Resources (UCAR) at the University of
Rochester and were performed in accordance with the guide-
lines of the Institutional Animal Care and Use Committee
(IACUC) at the University of Rochester. Three female and two
male C57Bl6/Jmice, age 3–6mo, were used in this study.

Surgery

Mice were anesthetized with an inhaled 1%–2% isoflurane
mixture. The scalp was removed and a three-dimensional (3-
D) printed headframe was attached to the dorsal skull sur-
face with veterinary adhesive (Vetbond, The 3M Company,
Maplewood, MN) and dental cement (Ortho-Jet Powder and
Jet Liquid, Lang Dental Mfg. Co., Wheeling, IL). A metal
ground screw was also implanted into the skull. Following
surgery, mice were monitored until they recovered from an-
esthesia. Animals were recovered for 24h before behavioral
habituation. Postoperative analgesia was provided in accord-
ance with approved protocols and animal weight was moni-
tored during the week.

RunWheel Habituation

For a 5-day period following headframe implantation,
mice were placed on a nonmotorized running wheel for 1h
daily. During these sessions, electrophysiological recordings

were not performed. The purpose of these sessions was to ac-
climate the mice to running on a wheel while head fixed. We
previously found that following 5 days of exposure, both
male and female mice habituate to the run wheel based on
their running behavior (36) after which electrophysiology
was performed.

Electrophysiology

Mice were anesthetized with 1%–2% inhaled isoflurane
and a craniotomy was performed over the right main olfac-
tory bulb using stereotactic coordinates (5mm rostral, 1mm
lateral, and 1–1.5mm ventral of bregma). Immediately fol-
lowing the craniotomy, mice were transferred to the running
wheel, where they were head-fixed and allowed to recover
from anesthesia. A 128-channel nanofabricated silicon elec-
trode array (37) was vertically lowered into the MOB (Fig. 1, A
and B). Extracellular voltage recordings were collected at
30kHz in the 0.1–3,500 Hz frequency band (Fig. 1C). For four
of the mice, one recording session was performed. For one
mouse, a second recording session in a different region of
the MOB was performed. Simultaneously, the running veloc-
ity of the mouse was also recorded via a rotational encoder
attached to the wheel. All recordings were performed while
mice were awake and behaving on the nonmotorized volun-
tary running wheel. The recording rig was enclosed in a box
to minimize interference from ambient odor, light, sound,
and electromagnetic noise.

Analysis and Statistics

All data were analyzed using MATLAB using custom code,
which is available upon request to the corresponding author.
Unless otherwise noted, all summary data report the means
and error bars are the standard deviation (SD), and as appropri-
ate, P value significance was assessed using Bonferroni correc-
tion for multiple pairwise comparisons. Data were collected on
five animals across six recording sessions (2 sessions in 1 ani-
mal). A total of 676 isolated units were identified across these
recordings. The median recording session was 49-min long,
providing �3 million time points of ensemble activity with
which to perform statistical analyses for estimating correla-
tions, entropy, and for fittingmaximumentropymodels

Spike Sorting

Spike sorting was performed as previously described (38).
Briefly, putative action potentials, or spikes, were identified
as intervals during which the band-passed (500–3,500 Hz)
voltage magnitude exceeded 6 standard deviations from
baseline. Periods containing voltage artifacts were manually
identified and eliminated.

Spikes were assigned to units, or putative single neurons,
by concatenating all the spikes on a channel with the signal
from eight neighboring channels and projecting them onto a
space of principal components (PC) that explained 80% of
the variance. Clusters were identified automatically using a
mixture of Gaussians (40). We classified single units using a
final manual curation which included the following criteria:
There should be a total number of spikes > 50 over the re-
cording session. The mean waveform shape should be pre-
served across the entire recording, fewer than 5% of the
interspike intervals should be less than 5 ms, there should be
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fewer than 5% of spikes in the zero-lag spike correlation
(þ 5ms and �5ms), and there should be low spike waveform
similarity across units as assessed by correlation.

Running Behavior Analysis

The motion of the run wheel was controlled by the mouse,
which could ambulate in forward or reverse directions or
remain stationary. Wheel movement was converted to a ve-
locity by integrating with a 150-ms time bin in 10-ms steps.
Bins in which the velocity exceeded 1 cm/s were classified as
running and all other bins were classified as stationary.

Correlations

The pairwise correlation was calculated using the Pearson
correlation coefficient. A sliding window was applied to the
spike rasters (spike counts were integrated over a 150-ms
time bin with a temporal step of 10ms) to convert the binary
spike pattern to a continuous firing rate trace, which was
then converted to a Z-score. We note that we tried different
time windows (10ms, 50ms, and 150ms) and different time
steps (1ms, 5ms, and 10ms) and these values did not affect
the results of the study. The covariance between the running
velocity and the activity of every unit in each animal was cal-
culated using the Pearson correlation coefficient of the con-
tinuous firing rate with the Z-score of the run velocity (of the
6 recording, 4 had over 100 units and the remaining 2
recordings had 29 and 86 units). Null distributions of correla-
tions were calculated by temporally shuffling spike times
and generating instantaneous firing rate time series from the
shuffled spike trains. This was done by randomly shuffling

the spike rate vector for each unit, which eliminated the tem-
poral relationship with other units and with the animal’s
behavior but preserved the structure of the autocorrelation.

To assess the correlation between the hi term of the maxi-
mum entropy model and the firing rate and the Jij, term with
the pairwise correlations for each pair of units, we calculated
the Pearson correlation coefficient for the two values. As the
random resample process resampled the same unit in different
draws, the hi term on each draw was compared with the firing
rate. Similarly the Jij term for each pair in a resample was com-
paredwith the Pearson correlation for that pair of units.

Statistical significance was assessed using Wilcoxon signed-
rank test with Bonferroni correction formultiple pairwise com-
parisons to ensure that differences between running behavior
and neuronal firing were not due to chance, as well as to cor-
rect for statistical comparisons acrossmultiple animals.

Entropy

The spike train of each unit was binarized using 10ms
nonoverlapping bins. If one or more spikes from a given unit
was present in a bin, the bin was assigned a value of 1. If no
spikes were present in that bin, it was assigned a value of 0.
This resulted in a binary matrix, in which each column
describes the state of every neuron in the recorded popula-
tion at a given time (41–43). The probability distribution of
these population states (entropy) was calculated as follows:

H ¼
X
i

�pilog2 pi ð1Þ
whereH is the entropy and pi is the probability of the ith pat-
tern. For entropy analyses, the overall recorded population
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Figure 1. Electrophysiological monitoring of large ensembles of mitral/tufted cells in a head-fixed animal on a run wheel. A: schematic of recording popula-
tion activity from mitral/tufted cells in the main olfactory bulb of awake mice affixed to a run wheel. B: coronal section of main olfactory bulb (MOB) showing
recording location (labeled by cholera toxin B subunit conjugated to Alexa 488). Scale bar = 100mm.C: bandpass (500–3,500Hz) voltage trace from 3 chan-
nels of 128 channels show spiking activity across multiple contacts. D: PCA (principal component analysis) projections of spike waveform clusters used for
identifying single units. Each color represents a waveform from E, each point is a single spike. E: spike waveforms of two units across 8 channels from a sin-
gle 32 channel shank (left) and waveforms across all 32 channels for 5 units show that spiking activity from a single cell can be found across 8-12 contacts
(right). F: interspike interval (ISI) histogram for two units inD and E.G: autocorrelation of spike counts from two units inD and E. gcl, Granule cell layer; gl, glo-
merular layer; mcl, mitral cell layer.
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of neurons from each animal was subsampled 500 times.
The number of neurons included in the subsample was var-
ied between n = 3 neurons and 25 neurons. Entropy for run-
ning and stationary epochs was conditioned on the run
velocity being greater than 1 cm/s as follows:

Hstationary ¼
Xn
i ¼ 1

�ðpijstationaryÞlog2 ðpijstationaryÞ; ð2Þ

Hrunning ¼
Xn
i ¼ 1

�ðpijrunningÞlog2 ðpijrunningÞ: ð3Þ

Statistical significance was assessed using Wilcoxon
signed-rank test with Bonferroni correction for multiple
pairwise comparisons. This was done to ensure that dif-
ferences were significant both within each animal (n =
500 resamples, comparing running vs. stationary for each
subsample) and well as across the population (n = 5 ani-
mals, 6 recording sessions).

Maximum Entropy Models

The “maxent_toolbox” software (44) was used to fit the
maximum entropymodels (43, 45). First, the local field terms
hi and pairwise interaction terms Jij were computed from
the binned spike trains. Greater magnitude of hi indicates
greater frequency of ri independently firing, and greater
magnitude of Jij indicates greater frequency of ri and rj fir-
ing simultaneously The resulting model was then used to
predict the probability of each pattern:

P2 r1; r2 . . . ;rnð Þ ¼ 1
Z
exp

X
i

hiri þ 1
2

X
i6¼j

Jijrirj

" #
; ð4Þ

where ri denotes the binary state of each neuron and Z
denotes the partition function, which normalizes the pattern
probability distribution. The pattern probabilities predicted
by the model were then compared with those observed in
the data using the Kullback–Liebler divergence (KLD). The
data binarization process used for the maximum entropy
models is the same as that used for the entropy calculations.
For each recording session (n = 6 sessions, n = 5 animals), we
randomly drew 100 resamples for each ensemble population
(3–19 units). The data were then separated into running and
stationary epochs, as was done for the entropy calculations.
Statistical significance was assessed using Wilcoxon signed-
rank test with Bonferroni correction for multiple pairwise
comparisons.

RESULTS
To study the effect of locomotion on spontaneous neuro-

nal population activity, high-density 128-channel arrays
were targeted to the MOB in head-fixed C57Bl6/J mice (n = 3
females, 2 males, age 3–6mo) trained to run on a nonmotor-
ized wheel (Fig. 1, A and B). Action potentials in the extracel-
lular recordings (Fig. 1C) were identified, and single-unit
activity was clustered using a mixture-of-Gaussians model
(40) (Fig. 1, D and E). Representative mean waveforms from
putative M/T cells across all the channels in the electrode
shank (Fig. 1E) illustrate the waveform diversity of units,
with interspike interval (ISI) distributions (Fig. 1F) and auto-
correlation functions (Fig. 1G) reflecting the quality of spike-

sorting (see METHODS). On average, 113±46 well-isolated
units were identified per recording session (Fig. 2A).

Throughout the recordings, intervals of when the mouse
remained stationary were interspersed with epochs of run-
ning (interrun interval as defined as the epoch between the
end of one run interval and the beginning of another=
6.2 ±25.6 s, Fig. 2B). In all animals, neuronal activity was
dynamic both across and within stationary and running
epochs (Fig. 2A). At the single-animal level, mean firing rates
during running were significantly larger than those during
stationary epochs in three animals (Bonferroni-corrected P<
0.05, two-sided Wilcoxon signed-rank test, Fig. 2C). At the
group level, overall firing rates were increased with running
(FRstationary = 1.86± 1.06 Hz, FRrunning = 2.10± 1.15Hz, P <
0.05, two-sided Wilcoxon signed-rank test, n = 6, Fig. 2D).
Although average firing rates across the population
increased with running, individual neurons exhibited
diverse changes in their activity patterns including both
increases and decreases in firing during locomotion. For
example, a plot of the run velocity of the animal and the fir-
ing rates for three example M/T cells showed units that were
negatively correlated, uncorrelated, or positively correlated
with running velocity (Fig. 2E). The range of correlations
observed was significantly different than chance, as deter-
mined using temporally shuffled spike trains (P < 10�6, two-
sample F test, n = 6 recording sessions, Fig. 2F).

Whereas the relationship between a neuron’s firing rate
and the animal’s run velocity reflected the impact of behav-
ior on the dynamics of individual M/T cell activity, we next
wished to see how this activity was correlated across mitral/
tufted cells, a measure sometimes described as the func-
tional coupling. To do this, we calculated the pairwise corre-
lation from the continuous firing rate for every pair of units
in each animal during stationary and running epochs (Fig.
3A, one example animal). In this example animal, pairwise
correlations during running were significantly different than
those during stationary epochs (Fig. 3B, running=0.06±0.1,
stationary=0.1 ±0.1, P < 0.005, n = 143 pairs). Across all ani-
mals, we found that the pairwise correlations were signifi-
cantly different when the animal was running as compared
with when they remained stationary (Fig. 3, B and C, P <
0.0005, n = 5, Bonferroni-corrected Wilcoxon signed-rank
test). Consequently, not only did the firing rates of M/T cells
change when the animal was running, but the interactions
between neurons were also altered.

Statistical descriptions such as firing rate or pairwise cor-
relations can prove informative when describing the activity
of single neurons, or pairs of neurons, but in larger popula-
tions of cells, it becomes harder to use these metrics to
describe overall network activity. Importantly, a number of
studies have shown that odor encoding in the bulb is done
not by single units, but it relies on the activity of ensembles
of mitral and tufted cells from both the same (46) and differ-
ent glomeruli (47). As our recordings included up to 175
simultaneously recorded units, we wish to use metrics that
describe the statistical properties of activity across groups of
neurons. Consider for example, a group of N neurons. If we
treat an action potential in each cell as a binary event,
recorded as a 1 or a 0, then the network of N neurons would
have 2N possible states. For an example recording with 118
units, this would be 2118 � 1040 possible states. Recording
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enough data to accurately estimate the probability of each of
these states is experimentally intractable. Alternatively, pre-
vious studies have shown that subsampling from the full
recordings sets to generate populations of neurons between

4 and 20 can provide an appropriate description of the statis-
tical features of network activity (38, 43, 45). Consider a re-
cording of 4 or 10 neurons, which would correspond to a
network of 24 = 16 or 210 = 1,024 states, respectively. In these
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examples, it becomes possible to record neuronal activity for
durations that are sufficient to estimate the distribution of
states when the animal is running versus when it is station-
ary. Instead of describing the interactions across all pairs of
cells (correlation), such a metric summarizes the conse-
quence of all the interactions across the network. To do this,
we first subsampled from each of our recordings (Fig. 4A,
each circle is a graphic of a single unit) a population of neu-
rons, in this example 4 cells are being resampled from the
original population. This was done 500 times, randomly
drawing a new subsample from the original data. Within
each subsample, we binned the spiking activity in 10-ms
windows, where a 1 corresponded to the occurrence of a
spike and a 0 corresponded to the absence of a spike, and
generated vector pattern, also referred to as a word. Each
corresponded to a unique firing pattern across the ensemble.
As the number of possible patterns was comparatively small,
16 for instance in a 4-neuron population, we could estimate
the probability of seeing any given pattern directly from the
data (Fig. 4B) during epochs when the animal was running
versus when it was stationary. To ensure that our estimates
of the pattern probabilities in each animal were not biased
due to oversampling some units over others, we confirmed
that each cell was equally represented in the random draws
(uniform frequency= 1.2% for this recording example, actual

sample frequency= 1.16%±0.03% in 500 random samples,
Fig. 4C).

What do these patterns tell us about the structure of popu-
lation activity in M/T cells that single neuron firing does
not? Consider a random subsample of 4 neurons from a sin-
gle recording, with 24= 16 possible patterns (Fig. 4D). The
most commonly occurring word was [0 0 0 0] (no neuron fir-
ing), corresponding to pattern 0, regardless of whether the
animal was running or not (Fig. 4D). By contrast, we did not
observe the pattern [1 1 1 1] in this example, corresponding to
the simultaneous firing of all neurons regardless of whether
the animal was running or stationary (Fig. 4D). Interestingly,
while we observed the coactivation of triplets of neurons (for
example, word [1 1 1 0] or [0 1 1 1] corresponding to patterns 7
and 14, respectively) when the animal was running (Fig. 4D,
top), we found that these patterns did not occur at all when
the animal was stationary (Fig. 4D, bottom). In this 4-neuron
example, we found that there was a significant increase in
the occurrence of triplet patterns when the animal was run-
ning as compared with when it was stationary (P < 0.005,
n = 4 triplets). Although this example illustrates the differen-
ces between triplet activation, a metric statistical dispersion
that summarizes all the different patterns, entropy, is more
suited to describe the frequencies of word occurrences. The
more uniform the occurrence of patterns, the higher the
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entropy. The higher the entropy, the greater the diversity of
patterns that occurs across the population. For 500 resam-
ples of an 8-unit subpopulation in a single animal, entropy
(denoted H) was greater when the animal was running as
compared with when the animal was stationary (Hstationary =
77.4±28bits/s, Hrunning =85.7± 35bits/s, P < 0.05, two-sided
Wilcoxon signed-rank test, Fig. 4E). The increase in entropy
was also significant across all recording sessions on a per ani-
mal basis (Hstationary = 82.7 þ 11bits/s,Hrunning = 91.8 ± 13bits/
s, P < 0.005, two-sided Wilcoxon signed-rank test, n = 5 ani-
mals, 6 recording sites, Fig. 4F). Furthermore, the entropy
was significantly larger when the animal was running over a
range of different numbers of neurons in the subpopulation
(n = 500 resamples animal, n = 5 animals, n = 6 total record-
ing sites, P < 0.005 for populations from 4–25 neurons, two-
sided Wilcoxon signed-rank test with Bonferroni correction,
Fig. 4G). In addition, the entropy was larger during locomo-
tion across a variety of bin sizes (50ms, 100ms, data not
shown), meaning the number of patterns of spontaneous
activity when the animal was locomoting were larger.
Locomotion resulted in a restructuring of population activity
across M/T cells, with larger groups of coactivated neurons
resulting in a higher entropy in the population when the ani-
mal was running as compared with when it was stationary.

How then do we relate these findings about population ac-
tivity and network state to the firing rates of individual neu-
rons or the pairwise interactions of cells, statistical measures
that have historically been used to summarize the activity of
mitral and tufted cells in the bulb? For instance, how likely
are we to estimate the overall structure of the activity pat-
terns (the probability of seeing different patterns), given
what we know about the firing rate and/or the pairwise inter-
actions of M/T cells? Or, put another way, can a model built
from simple metrics of neuronal activity predict the fre-
quency of different patterns of activity occurring across the
whole population. The maximum entropy method is one
such approach to tackle the question. In this framework,
spiking data are binarized into patterns of 1s and 0s, and
from these patterns, statistical features are extracted (Fig.
5A). A maximum entropy model is used to generate predic-
tions of the patterns that occur (synthetic data) based on the
constraints of those statistical features. These synthetic data
are then compared with the experimental recordings to
assess the explanatory power of model, and by proxy, the
features that go into themodel (Fig. 5A).

Consider the simplest model of population activity, one
where each neuron is independently firing. In this first-order
model, the probability of seeing any given pattern in the
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network would be completely described by the on and off
probabilities of each cell (their firing rate). Consistent with
reports across a number of other neural circuits including
the retina of the salamander (43), the primary visual cortex
of the nonhuman primate (45) and the hippocampus of the
mouse (48), a first-order maximum entropy model of M/T
cell activity was poor at estimating the probability of pat-
terns that occurred regardless of whether the animal was
running or stationary (data not shown). This is not surprising
given that M/T cells are connected to one another in a num-
ber of ways, including but not limited to inhibitory granule
cells (49–51) via dendrodendritic synapses (25, 52–54), all of
which impose correlations on the activity of neurons (46, 52,
54, 55). Ideally then, a model that aims to predict the global
structure of activity should include not only the firing rates,
but also the functional interactions between neurons in the
bulb. We therefore used a second-order maximum entropy
model, one that uses only two features to make predictions
about the global structure of M/T activity. The first feature
was represented as the local field term (hi), which was analo-
gous to the mean firing rate of the cell likely shaped by a
number of individual neuron properties such as the intrinsic
excitability, the biophysics, etc. (56–58). As the local field
term hi, was a measure of how likely the cell was to spike,
the more negative the value, the less active the neuron. The
second feature of the pairwise model, the coupling term (Jij)
captured the strength of correlations between pairs of neu-
rons, reflecting all of the cell and network properties that
influenced correlations (46, 50, 51, 59, 60) (Fig. 5B).

The second-order maximum entropy model allowed us to
determine how good these two features of activity were in pre-
dicting the occurrences of the global structure of M/T cells. A
goodmodel would tell us that these two features are sufficient
to explain the overall structure of dynamics in the bulb as it
would predict occurrences of different patterns that matched
those observed in the data. Again, consider an example 4-neu-
ron population subsampled from a recording of 143 simulta-
neous cells. The probability of seeing each of the 16 possible
patterns while the animal was stationary (Fig. 5C, top, purple
bars) and when it was running (Fig. 5C, bottom, green bars)
described how frequently we saw each pattern of activity in
this example. When we compared these probabilities to what
was predicted by the maximum entropy models (Fig. 5C, gray
bars), a number of trends became apparent. First, for both
running and stationary epochs, the two features of the sec-
ond-order model (firing rate and correlation) were sufficient
to predict the frequency of seeing some patterns (patterns 1–
4, Fig. 5C). However, the maximum entropy model using fea-
tures of activity extracted when the animal was running was
poor at predicting the frequency with which other patterns
occurred (patterns 12–14, Fig. 5C). By contrast, a maximum
entropy model using features extracted when the animal was
stationary was much better at predicting the frequency which
the same patterns occurred (Fig. 5C, top, gray bars). To visual-
ize the goodness of prediction between the model and the
data, we plotted the frequency of seeing each pattern in an 8-
neuron population (256 patterns) for running and stationary
epochs (Fig. 5D). Each point corresponds to a different pat-
tern, and the closer to the unity line (black) the point, the bet-
ter the model was at predicting the frequency with which that
pattern occurred in the data. In this example, predictions of

patterns from the model during running were worse than
those during stationary epochs (Fig. 5D). These errors in pre-
diction during running epochs may seem small at first glance,
a model, for example, predicts that some patterns occur at a
probability of 10�6. However, the pattern was actually
observed to occur with a probability of 10�4, meaning that the
error was on the order of 100-fold (Fig. 5D, inset). One way to
quantify the error in model’s prediction was by calculating
the Kullback–Leibler divergence (KLD), a measure of the “dis-
tance” between the predicted occurrences of patterns made
by themodel and the actual observations about the frequency
of those patterns occurring. The smaller the KLD, the better
the model was at estimating the global structure of the net-
work from simple features. For an 11-unit population, the KLD
was larger for running epochs as compared with stationary
epochs, indicating that the fit was worse when the animals
ran (KLDstationary = 0.0012±0.0008, KLDrunning = 0.0040±
0.0015, P < 0.05, two-sided Wilcoxon signed-rank test, n = 6,
Fig. 5E, inset). Across a range of subpopulation sizes (3–19
units), the pairwise maximum entropy model was worse at
predicting the global patterns of activity when the animal was
running as compared with when it was stationary at both the
group level and in individual animals (P < 0.05, two-sided
Wilcoxon signed-rank test with Bonferroni correction, n = 100
resamples/recording/population size, n = 5 animals, 6 record-
ing sessions, Fig. 5E). Our results revealed that while the fea-
tures of firing rate and pairwise correlations were sufficient to
explain the statistics of population activity when the animal
was stationary, these same features failed to explain the global
structure of activity when the animals were running. Thus a
shift in the organization of spontaneous activity in the bulb
occurred based on whether the animal was stationary or
running.

To ensure that the features extracted by the maximum en-
tropymodel fit with what we observed in both the firing rates
and the pairwise correlation data, we examined the mathe-
matical structure that went into the model, the hi and Jij

terms. First, as the local field term, hi, approximated the
mean activity of the neuron, we confirmed that this was the
case by comparing the values from model to the spike
rate (Fig. 6A, running R=0.95, stationary R=0.96, n = 6
recordings from 5 animals, 100 resamples per animal).
Furthermore, we found that the local field term hi, was sig-
nificantly higher during running as compared with when the
animal was stationary (hi,running = �5.20± 1.67, hi,stationary =
�5.42± 1.81, P < 0.005, two-sided Wilcoxon signed-rank test,
Fig. 6B) across subpopulations ranging in size from 3 to 19
neurons (P < 10�6, two-sided Wilcoxon signed-rank test with
Bonferroni correction, Fig. 6C), consistent with the model
accurately capturing differences in mean firing rates during
running and remained period.

Similarly, we found that the local field term Jij, which
reflects the interactions between pairs of neurons in the
model, corresponded to the correlations in spiking activity
across pairs (Fig. 6D, running R=0.74, stationary R=0.64).
Furthermore, the distributions of the Jij terms were signifi-
cantly decreased during running as compared with when the
animal was stationary, again reflective of the significant dif-
ferences in correlations we observed (Jij,stationary = 0.41± 1.15;
Jijrunning = �0.08±0.95, P < 0.005, two-sided Wilcoxon
signed-rank test, Fig. 6E). The differences in the Jij term
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were significant across an array of subpopulation sizes (P <
0.005 for 3–19 neurons, two-sided Wilcoxon signed-rank test
with Bonferroni correction, Fig. 6F). These data taken to-
gether with previous results revealed two important features
of the statistics of spontaneous activity. First, pairwise inter-
actions were poorer at predicting network state when the
animal was running as compared with when it was station-
ary. Second, although the maximum entropy model accu-
rately learned important features of this activity, such as the
firing rate of individual cells or the pairwise interactions,
these features were significantly worse at predicting the
global statistical structure of coactivated neurons when the
animals were running, with errors often of many log orders.

DISCUSSION
In this study, we found that mitral/tufted cell population

activity in the main olfactory bulb of the mouse changed

during the animal’s locomotion. In addition to increases in
firing rates of individual neurons, the entropy of population
activity was increased when the animal ran, resulting in an
increase in the dimensionality of the ensemble activity. A
second-order maximum entropy model fit to the population
activity revealed that pairwise interactions could explain the
global structure of the firing when the animal was stationary,
but the explanatory power of these pairwise interactions
diminished when the animal ran. We therefore suggest that
running triggers higher order (3rd, 4th, etc.) interactions
between M/T cells, reshaping the global structure of activity
within the bulb.

What do these changes in neuronal population activity
signify in terms of olfactory function? Without recording
responses to arrays of odors while the animal is running ver-
sus when it remains stationary, the information content of
the neuronal ensemble cannot be extrapolated from the en-
tropy. These information estimates depend heavily on how
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the stimulus domain is partitioned (how different are the
odors, odor classes, concentrations, etc.) as well as the sam-
pling (number of stimuli presented, number of trials, etc.)
(61–65), questions we leave for future work. Furthermore,
although we were not able to measure sniffing, a feature of
neuronal responses in the bulb (66), recent studies demon-
strate the sniffing in head fixed animals may be different
than freely behaving animals (67). Although sniffing and or
whisking could give rise to changes in the activity of individ-
ual M/T cells (18–20, 66), we focused on assessing “how” any
behavioral changes during running could influence neural
population activity, and what this might mean for general
principles of encoding.

Studies in visual cortex (5, 68), auditory cortex (7, 69), and
the olfactory bulb (70, 71) suggest that patterns of spontane-
ous activity recapitulate patterns of activity in response to
sensory stimuli (6, 68, 72), effectively outlining the realm of
possible patterns that “can” occur (7, 71). As entropy
increases and pairwise correlations decrease during locomo-
tion, our results suggest that the realm of possible patterns
of activity when the animal was running is larger. If the com-
binations of spontaneous activity patterns in the bulb define
a manifold within the overall space of possible patterns, the
manifold may be differentially altered or expanded during
running. A number of studies suggest that odor-evoked ac-
tivity either extends from or alters the structure of the mani-
fold (55, 59, 71, 73).

Our work also points to important mechanisms about how
locomotor behavior sculpts neural activity in the bulb. We
extracted features of neuronal activity such as the statistics
of individual neuron firing rate and the structure of pairwise
interactions between M/T cells in the bulb. These features
were then used to predict the probability of seeing specific
patterns of activity across large ensembles of neurons using
a second-order maximum entropy model. Although the
structure of activity when the animal was stationary could
be predicted by the model, the model failed to recapitulate
the observed activity patterns when the animal was running.
Maximum entropymodels can be thought of as a way to gen-
erate null hypotheses about the functional connectivity
within neural circuits (74). In the retina, for instance, pair-
wise maximum entropy models that use individual features,
such as the firing rate of neurons and the correlations
between cells, are sufficient to account for the joint activity
of ensembles of neurons (43, 75). By contrast, these same
pairwise interactionmodels fail to account for the joint activ-
ity of populations as small as 5 neurons in the primary visual
cortex (45) pointing to higher order structure (3rd, 4th order)
in population activity, possibly sculpted by local inhibitory
interneurons. These differences in the structure of neuronal
activity are not surprising given the differences in the orga-
nization of the circuits in the salamander retina as opposed
to the primate visual cortex. Interestingly, our work suggests
that differences in the structure of population activity may
also be dynamically gated by behavior within a single area.
In the bulb, M/T cells are interconnected with a large net-
work of inhibitory granule cells (49, 51, 76–78), which receive
centrifugal inputs from a number of regions including the
anterior olfactory nucleus (AON), the piriform cortex, the
horizontal diagonal band, and the raphe nucleus (27, 29, 79,
80). In addition to these feedback projections, monosynaptic

inputs from both the ventral CA1 (vCA1) region of the hippo-
campus and the entorhinal cortex (30, 31) would be candi-
date circuits that relay locomotion information to the bulb.
Locomotion may therefore influence the state of network,
altering the degree to which pairwise interactions or higher
order interactions structure M/T cell firing via inhibitory
granule cells. Importantly, we have uncovered that the struc-
ture of activity in the bulb was highly flexible, explained in
some cases (when the animal is stationary) by pairwise inter-
actions, but not so in other cases (when the animal is run-
ning). Thus, locomotor behavior may influence the “initial
state” of the network, determining how odor-evoked activity
patterns evolve. What might be the downstream consequen-
ces of such a restructuring of the activity in the bulb during
locomotion? Recent evidence suggests that spontaneous ac-
tivity in the olfactory cortex (piriform cortex) is driven by the
firing of neurons in the bulb (81). Changes in the structure of
spontaneous activity in the bulb during locomotion would
dynamically gate the range of olfactory coding in the piri-
form cortex.

We caution that how locomotion is defined in this work is
experimentally constrained, as animals are head-fixed and
run on a cylinder, with behavior delineated into epochs of
stationary versus running. Nonetheless, these experime-
ntal distinctions between “stationary” and “running” may
correspond to ethologically different behavioral modes.
Locomotion, for instance, is necessary in odor navigation
and tracking (34, 35), while animals are often stationary
when sniffing a single object in service of odor discrimina-
tion or odor identification (82–84). These different behav-
ioral modes may be supported by different underlying
coding strategies or may include information about behavior
itself in the code relayed by M/T cells. By altering the extent
to which either firing rate or correlation defines the structure
of spontaneous activity, our results suggest that circuits in
the bulb are highly flexible to support different modes of
coding, operating within a dynamic high-dimensional space
shaped by the animal’s behavior (9).
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