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Abstract
Let f(x), x ∈ R

2, be a piecewise smooth function with a jump discontinuity
across a smooth surface S. Let fΛε denote the Lambda tomography (LT) recon-
struction of f from its discrete Radon data f̂ (αk, pj). The sampling rate along
each variable is ∼ε. First, we compute the limit f0(x̌) = limε→0 ε fΛε(x0 + εx̌)
for a generic x0 ∈ S. Once the limiting function f0(x̌) is known (which we call
the discrete transition behavior, or DTB for short), the resolution of reconstruc-
tion can be easily found. Next, we show that straight segments of S lead to
non-local artifacts in fΛε, and that these artifacts are of the same strength as
the useful singularities of fΛε. We also show that fΛε(x) does not converge
to its continuous analogue fΛ = (−Δ)1/2 f as ε→ 0 even if x /∈ S. Results of
numerical experiments presented in the paper confirm these conclusions. We
also consider a class of Fourier integral operators B with the same canonical
relation as the classical Radon transform adjoint, and a class of distributions
g ∈ E′(Zn), Zn := Sn−1 × R, and obtain easy to use formulas for the DTB when
Bg is computed from discrete data g(α�k, pj). Exact and LT reconstructions are
particular cases of this more general theory.
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1. Introduction

Analysis of the resolution of tomographic reconstruction of a function f from its discrete Radon
transformdata f̂ (αk, pj) is a practically important problem.Usually, it is solved in the setting of
the sampling theory, which assumes that f is essentially bandlimited [3, 20, 22]. An extension
of this theory allows f to have at most semiclassical singularities [26]. Frequently, one would
like to know how accurately and with what resolution the classical singularities of f (e.g., a
jump discontinuity across a smooth surface S) are reconstructed. Let fε denote the function
reconstructed from discrete data, where ε represents the data sampling rate. In [14–16] the
author initiated the analysis of reconstruction by focusing specifically on the behavior of fε
near a jump discontinuity of f . One of the main results of these papers is the computation of
the limit

f0(x̌) := lim
ε→0

fε(x0 + εx̌) (1.1)

for a generic point x0 ∈ S. In (1.1) it is assumed that x̌ is confined to a bounded set. It is
important to emphasize that both the size of the neighborhood around x0 and the data sampling
rate go to zero simultaneously in (1.1). Once the limiting function f0(x̌) is known (which we
call the discrete transition behavior, or DTB for short), the resolution of reconstruction can be
easily computed. For simplicity, the dependence of f0(x̌) on x0 is omitted from notation. In [14]
we find f0(x̌) for the Radon transform in R2 in two cases: f is static and f changes during the
scan (dynamic tomography). In [15] we find f0(x̌) for the classical Radon transform inR3, and
in [16]—for a wide family of generalized Radon transforms in R3. A common thread through
these calculations is that the well-behaved DTB (i.e., the limit in (1.1)) is guaranteed to exist
only if x0 ∈ S is generic. Derivation of this property is closely connected with the uniform
distribution theory [18]. Roughly, a point is generic (or, locally generic, to be more precise) if
the available data is in general position relative to the local patch of S containing x0.

In this paper we extend our results by considering more general reconstruction operatorsB,
whose canonical relation coincides with that of the classical Radon transform adjoint. The first
step is to apply a differential or pseudodifferential operator along the affine variable p (which
we denote B1d), and the second step is to backproject to the image domain. The operators B
can preserve the degree of smoothness of f (as is the case with exact reconstruction), and they
can enhance the singularities of f. A common example of the latter is Lambda (also known as
local) tomography [4, 23, 28]. We also assume that B acts on more general f̂ , where f may
have singularities other than jump discontinuities.

Let ϕ be an interpolation kernel, which is applied to the data with respect to p. The discrete
version of B, which is denoted Bε, consists of applying B1d to the interpolated data (the filter-
ing step), and then approximating the integral with respect to α (the backprojection step) by
summing over the available directions αk.

The paper is organized as follows. In section 2 we consider Lambda tomography (or, LT for
short) inR2 in the case when f has a jump discontinuity across a smooth and convex surface S.
Let fΛ := (−Δ)1/2 f denote the LT reconstruction from continuous data, and fΛε—LT recon-
struction from discrete data. In this case, B1d = ∂2

p. At the beginning of section 2 we introduce
necessary notations, key formulas, and give the definition of a generic point. In subsection 2.2
we obtain the DTB (more precisely, the edge response since f has a jump discontinuity) of LT.
We show that if x0 ∈ S is generic, then the limit

f0(x̌) := lim
ε→0

ε fΛε(x0 + εx̌) (1.2)
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exists. Since LT enhances singularities by 1 in the Sobolev scale, i.e., fΛ ∈ Hs−1(R2) if
f ∈ Hs

0(R
2), we have to multiply fΛε by ε when computing f0. Additionally, it turns out that f0

equals to the convolution of the leading singularity of fΛ at x0 and ϕ (see lemma 2.1). By anal-
ogy, the leading singularity of a distribution across its singular support (e.g., of fΛ across S)
will be called continuous transition behavior, or CTB for short.

In subsection 2.3 we show that if f has a jump discontinuity along a flat piece of S, then
fΛε has a non-local artifact along a line containing the flat piece. Moreover, the strength of
the artifact is of the same order of magnitude O(1/ε) as the useful singularity (cf (1.2)), and
the artifact does not go to zero as ε→ 0. In subsection 2.4 we show that the effect of remote
singularities is quite dramatic. If f has a jump singularity across a smooth and convex surfaceS,
then, generally, fΛε(x)→� fΛ(x) as ε→ 0 even for x /∈ S. The nature of finite sampling artifacts
in the conventional tomographic reconstruction in R

2 is well-known (see e.g., section 12.3 in
[2] and references therein). Here we use a completely different approach, and discretization
artifacts in LT are more severe than in the exact reconstruction.

In sections 3–5 we extend the computation of the DTB to more general reconstruction oper-
ators and distributions. In section 3 we start with a sufficiently regular conormal distribution
f ∈ E′(Rn), which is non-smooth across a smooth, convex surfaceS of codimension one.More
precisely, the wave front set of f is contained in the conormal bundle of S. We also intro-
duce a class of Fourier Integral Operators (FIO) B: E′(Zn)→D′(Rn), where Zn = Sn−1 × R.
To describe the leading singular behavior at a point of a distribution we use the definition of
expansion in smoothness introduced in [13]. This notion is closely related to the asymptotics
at infinity of the principal symbol of a conormal distribution with a polyhomogeneous symbol
(see e.g. the proof of proposition 18.2.2 in [10] for a related argument).However, the expansion
in smoothness is more convenient for the purposes of this paper as it fits well with the idea of
transition behavior.

In the rest of section 3, we compute the leading singularities of f , B f (or, CTB), and f̂
given the asymptotics of the Fourier transform of f at infinity. See lemmas 3.3, 3.5, and 3.6,
respectively. Even though these calculations are fairly straightforward, the obtained formulas
are needed in what follows and make the paper self-contained. The leading singularity of B f
is used in a generalization of lemma 2.1 (see theorem 5.4, where the CTB is denoted μ). The
leading singularity of f̂ is used as a starting point when deriving the DTB of the reconstruction
Bε f̂ (see (4.3)).More general calculations relating the singularities of f and f̂ are in [1, 24, 25].
Our approach is simpler, and it is convenient to have all the necessary formulas in one
place.

In section 4.1 we introduce a more general class of distributions g ∈ E′(Zn), whose singular-
ities resemble those of f̂ obtained in section 3. The singular support of g is a subset of a smooth,
convex, codimension one surface in Zn. The generalization is along two directions. First, we
relax the requirement that g be in the range of the Radon transform. Second, we impose a fairly
weak assumption about the behavior of g near its singular support. Then we introduce a more
general interpolating kernel and the definition of a generic point. In the remainder of section 4
we compute the DTB ofBεg by retaining only the leading order terms in B and g (see theorems
4.5 and 4.6). In the spirit of (1.1) and (1.2), the DTB is computed using the formula

f0(x̌) := lim
ε→0

εa(Bεg)(x0 + εx̌) (1.3)

for some a � 0. The value of a depends on how singular Bg is at x0. In the case of exact
reconstruction, if, for example, f = B f̂ has a jump discontinuity, then a = 0 and we get (1.1).
In the case of LT, if f has a jump across S, then fΛ(x0 + hΘ0) ∼ 1/h and a = 1 (cf (1.2)). Here
Θ0 is a vector normal to S at x0.
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In section 5 we show that if either B or g is missing the leading term, then Bεg does not
exhibit transition behavior. At the end of section 5 we state our main result, which describes
the DTB of Bεg for the classes of operators B and distributions g introduced in sections 3 and
4.1, respectively.

As mentioned above, the DTB of fΛε across a smooth and strictly convex segment of S
equals to the convolution of the interpolation kernel ϕ with the CTB of fΛ across S. The same
pattern holds more generally: the DTB ofBεg is the convolution of the interpolation kernel and
the CTB of Bg. Our formulas can be used for easy calculation of the resolution for a variety
of tomographic type reconstructions from discrete data. In turn, this can be used for optimiz-
ing both the data collection protocol and the reconstruction algorithm. For example, if one is
interested in locating a faint jump in a reconstructed image, one can design an edge-enhancing
reconstruction algorithm (e.g., of LT type) and interpolation kernel, so that the jump stands
out most clearly. The choice of the reconstruction operator B (and its discrete counterpart Bε)
affects the CTB (respectively, DTB), and that affects the detectability of the jump. Besides LT,
another example of edge enhancing reconstruction to which our theory applies is computing
the derivatives of f directly from the data [7, 19].

In section 6we show that if the data are the discrete values of g convolvedwith some detector
aperture function, then theDTB remains qualitatively the same. It is obtained by convolving the
CTB of Bgwith ϕ and with the aperture function. This is consistent with [26], where a similar
phenomenon was observed for semiclassical singularities. Nevertheless, smoothing the data
over intervals of length∼ε does not allow one to relax the requirement that x0 be generic. If x0
is not generic, the behavior of reconstruction may differ significantly from the predicted one,
and this is confirmed by numerical experiments. Thus, the requirement that x0 be generic is
a phenomenon associated with classical singularities, as it does not arise in the semiclassical
case. Results of numerical experiments are in section 7. They are in agreement with all the
conclusions regarding the behavior of LT obtained in section 2. In particular, we show that the
behavior of fΛε is much more sensitive to whether x0 is generic or not than in the case of exact
reconstruction (see [15]). For the convenience of the reader, most of the proofs are moved from
the main text to the appendices.

Besides linear algorithms, there exist a variety of other approaches to reconstruction from
discrete tomographic data [12]. Many of them, for example, iterative algorithms, do not fall
under the theory developed in this paper. Some iterative algorithms, e.g. those that use total
variation (or any other edge-preserving prior) as a regularizer, enhance edges. As a result, they
may provide resolution higher than that predicted by the linear theory. Nevertheless, our results
are valuable because of several reasons. (a) The linear theory provides a baseline of practically
achievable resolution that a nonlinear algorithm can be compared with. (b) Our linear theory
describes the resolution as a function of the location of the singularity and its orientation. There
is no general theory for nonlinear algorithms, and one has to conduct extensive numerical
experiments to study their resolution. For example, to obtain resolution measurements in R

3,
one generally has to sample the five-dimensional space R3 × S2 of point-direction pairs. Here
S2 denotes the unit sphere in R3. Given that iterative algorithms are computationally intensive,
such a comprehensive analysis can be prohibitive. (c) The resolution of nonlinear methods
is contrast dependent (e.g., lower contrast features are reconstructed with lower resolution),
which makes their resolution analysis even more computationally demanding.

Note also that there exist many imaging modalities, and some of them may have their
own ways to quantify resolution. One example is Fourier shell correlation (FSC), which is
commonly used in microscopy (see, e.g. [8, 29]). To compute the FSC, two independently
determined three-dimensional volumes that represent the same object are required. Resolution
analysis of such unrelated methods is beyond the scope of this paper.
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Finally, our analysis is practically important because filtered back-projection (FBP) algo-
rithms, which are linear, are still widely used in cases where the amount of data is high (as
is the case in micro CT) or when a simple and easy to use reconstruction algorithm is pre-
ferred. For example, see a recent book [21], where applications of micro CT in areas such
as bone morphometry and densitometry, osteoporosis research, cardiovascular engineering
and bio-inspired design, materials science and aerospace engineering, and many others are
described. As is stated on p 29 of [21], ‘the FBP method is the most common method used in
the reconstruction’. Another important application of (linear) FBP algorithms is where high
throughput is essential (e.g., in wood mills [6] and airport security scanning [17, 27]).

2. Analysis of Lambda tomography reconstruction

2.1. Preliminary material

In this section we consider functions, which can be represented as a finite sum

f (x) =
∑
j

χDj f j(x), (2.1)

where χDj is the characteristic function of the domain Dj ⊂ R
2. For each j:

(f1) Dj is bounded,
(f2) The boundary of Dj is piecewise C∞,
(f3) fj is C∞ in a domain containing the closure of Dj.

By construction, singsupp( f ) ⊂ S :=∪ j∂Dj.
The Lambda (or, local) tomography (LT) reconstruction is given by [4, 23, 28]

fΛ(x) := (Λ f )(x) = − 1
2π

∫ π/2

−π/2
f̂ ′′(α,α · x)dα, (2.2)

where f̂ = R f . As is well known [23], Λ f = F−1(|ξ| f̃ (ξ)), where f̃ is the Fourier transform
of f. In this paper, the Fourier transform and its inverse are defined as follows:

f̃ (ξ) = (F f )(ξ) =
∫

f (x)eiξ·x dx, f (x) = (F−1 f̃ )(ξ) =
1

(2π)n

∫
f̃ (ξ)e−iξ·x dξ, (2.3)

where n is the dimension of the space.
Suppose f̂ (α, p) is known at the points

αk = Δα(qα + k), pj = jΔp, Δp = ε, Δα = κε, (2.4)

for some fixed κ > 0 and qα ∈ R. All our results are asymptotic as ε→ 0.
Let ϕ be a function, which satisfies the following assumptions:

(IK1) ϕ is exact up to the degree 2, i.e.∑
j∈Z

jmϕ(t − j) = tm, 0 � m � 2, t ∈ R; (2.5)

(IK2) ϕ is compactly supported;
(IK3) One has ϕ( j) ∈ L∞(R), 0 � j � 3; and
(IK4) ϕ is normalized, i.e.

∫
R
ϕ(y)dy = 1.

5
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The interpolated in p version of f̂ becomes

f̂ ε(αk, p) :=
∑
j

f̂ (αk, ε j)ϕ

(
p− ε j

ε

)
. (2.6)

Pick a point x0 ∈ S such that the curvature of S at x0 is not zero. Let Θ0 =
(cos θ0, sin θ0) be the normal, which points from x0 towards the center of curvature of S at
x0.Wewill call the side ofS whereΘ0 points ‘positive’, and the opposite side—‘negative’.

Definition 2.1. The point x0 ∈ S is generic if the quantity (Θ⊥
0 · x0)κ is irrational.

Let χ(α) be a smooth cut-off supported in a small neighborhood of θ0, θ0 ∈ supp(χ) ⊂
(−π/2, π/2), such that χ(θ0) = 1. If θ0 ∈ {±π/2}, we can shift the interval of integration in
(2.2) so that θ0 is in its interior. By linearity and in view of the partition of unity-type arguments,
without loss of generality we insert the cut-off in (2.2) and define the reconstruction from
discrete data using (2.2), (2.4), and (2.6):

fΛε(x) := − 1
2πε2

∑
k

∑
j

ϕ′′
(
αk · x − ε j

ε

)
f̂ (αk, pj)χ(αk)Δα. (2.7)

2.2. Edge response

Pick a generic x0 ∈ S. By linearity, we may suppose that (i) f(x) ≡ 0 outside a small neigh-
borhood of x0, and (ii) f(x) ≡ 0 on the negative side of S. In this case, near singsupp( f̂ ) we
have [1, 24, 25]

f̂ (α, p) = 2 f+(α)
√

2R(α)(p− H(α))1/2+ + O
(
(p− H(α))3/2+

)
, (2.8)

where the big-O term can be differentiated with respect to p. The function H : supp(χ)→ R

is defined by the condition that {x ∈ R
2 : x · α = H(α)}, α ∈ supp(χ), is a family of lines

tangent to S near x0, f+(α) is the limiting value of f from the positive side at the point of
tangency, and R(α) is the radius of curvature of S at the point of tangency. Substitute (2.4) and
(2.8) into (2.7):

fΛε(x) := − 1
2πε2

∑
k

∑
j

ϕ′′
(
αk · x − ε j

ε

)
f̂ (αk, pj)χ(αk)κε

=
1
ε2

∑
k

∑
j

ϕ′′
(
αk · x − ε j

ε

)[
ρ(αk)(ε j− H(αk))

1/2
+

+O
(
(ε j− H(αk))

3/2
+

)]
χ(αk)κε, ρ(α) := − f+(α)

√
2R(α)

π
. (2.9)

Inwhat follows, the quantitiesρ(θ0), f+(θ0), andR(θ0) are denoted by ρ, f+, andR, respectively.
Set

xε := x0 + εx̌, h :=Θ0 · x̌, p(α) :=α · x0 − H(α), (2.10)

where x̌ is confined to a bounded set. We have

H(α) = α · x0 − (R/2)(α− θ0)
2 + O((α− θ0)

3). (2.11)

6
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With a slight abuse of notation, here and in a few other places below we use α (and αk) both as
a vector and as a scalar. We believe that the meaning of the variable is clear from the context
in each particular case.

In view of (2.9), define

ψ(t, p) :=
∑
j

ϕ′′(t − j)( j− p)1/2+ . (2.12)

The following statements are immediate:

ψ(t, p) = 0 if t − p < c for some c < 0,

ψ(t, p) = O((t − p)−3/2), t − p→+∞,

ψ(t, p) = ψ(t − m, p− m), m ∈ Z.

(2.13)

The leading order term in fΛε, which is obtained by dropping the big-O term in (2.9), is given
by

g(1)ε (xε) :=
κ

ε1/2

∑
k

ρ(αk)ψ

(
αk · x̌ +

αk · x0
ε

,
H(αk)

ε

)
χ(αk)

=
1
ε

∑
k

ρ(αk)ψ

(
αk · x̌ +

αk · x0
ε

,
αk · x0

ε
− p(αk)

ε

)
χ(αk)κε

1/2. (2.14)

Pick a sufficiently large A > 0, and introduce two sets:

Ωa := {α ∈ supp(χ) : |α− θ0| � Aε1/2}, Ωb := {α ∈ supp(χ) : |α− θ0| > Aε1/2}.
(2.15)

The sum in (2.14) splits into two:

g(1)ε (xε) =
∑
k

(·) =
∑
αk∈Ωa

(·)+
∑
αk∈Ωb

(·) = :g(1a)ε (xε)+ g(1b)ε (xε). (2.16)

We have

αk · x̌ = h+ O(ε1/2),

αk · x0
ε

=
Θ0 · x0

ε
+

Θ⊥
0 · x0(κε(qα + k)− θ0)

ε
− Θ0 · x0(αk − θ0)2

2ε
+ O(ε1/2)

= Aε + ak− Θ0 · x0(αk − θ0)2

2ε
+ O(ε1/2), αk ∈ Ωa, a := (Θ⊥

0 · x0)κ. (2.17)

From (2.12) and the property (IK3) of ϕ it follows that

ψ(t + ε, p)− ψ(t, p) = O(ε), ψ(t, p+ ε)− ψ(t, p) = O(ε1/2) (2.18)

when t − p is bounded. By (2.11) and the third line in (2.13), this gives

εg(1a)ε (xε) =
∑
αk∈Ωa

(ρ+ O(ε1/2))ψ

(
h+ Aε + ak − Θ0 · x0(αk − θ0)2

2ε
+ O(ε1/2),

Aε + ak− (R+Θ0 · x0)(αk − θ0)2

2ε
+ O(ε1/2)

)
κε1/2

7
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= ρ
∑
αk∈Ωa

ψ

(
h+ rk −

Θ0 · x0(αk − θ0)2

2ε
, rk −

(R+Θ0 · x0)(αk − θ0)2

2ε

)
κε1/2

+ O(ε1/4), rk := {Aε + ak} , (2.19)

where we have used that the sums in (2.19) are bounded as ε→ 0. Here and in what fol-
lows, Θ⊥

0 = (− sin θ0, cos θ0), and {t}, t ∈ R, denotes the fractional part of a number. Set
α̃k := (αk − θ0)/ε1/2. Clearly, α̃k+1 − α̃k = κε1/2. If x0 is generic, i.e. a is irrational, then rk are
uniformly distributed mod 1 (see [14, 15, 18]). Taking the limit as ε→ 0 and arguing similarly
to [14–16] gives:

lim
ε→0

εg(1a)ε (xε)

= ρ

∫
|α̃|�A

∫ 1

0
ψ

(
h+ r − (Θ0 · x0)α̃2

2
, r − (R+Θ0 · x0)α̃2

2

)
dr dα̃

= −4 f+
π

∫ A
√

R
2

0

∫ 1

0
ψ

(
h+ r − Θ0 · x0

R
t2, r −

(
1+

Θ0 · x0
R

)
t2
)
dr dt. (2.20)

Next, consider g(1b)ε . Since p′(θ0) = 0, p′′(θ0) > 0, and supp(χ) is sufficiently small, there
exists c1 > 0 such that p(α) > c1(α− θ0)2 when α ∈ Ωb. Hence, it follows from (2.13) that∣∣∣∣ψ(

α · x̌ + α · x0
ε

,
α · x0
ε

− p(α)
ε

)∣∣∣∣ � c2

[
(α− θ0)2

ε

]−3/2

, α ∈ Ωb, (2.21)

for some c2 > 0. Here we use that x̌ is confined to a bounded set. Therefore g(1b)ε admits the
bound

|εg(1b)ε (xε)| = O(ε1/2)
O(1/ε)∑

k=A/ε1/2

[
(εk)2

ε

]−3/2

= O(1/A2), (2.22)

and the last big-O is uniform in ε.
Finally, we estimate the contribution to fΛε that comes from the big-O term in (2.9). As is

easily seen,

∑
j

ϕ′′
(
α · xε − ε j

ε

)
O
(
(ε j− H(α))3/2+

)
=

{
O(ε3/2), α ∈ Ωa,

O(ε2)|α− θ0|−1, α ∈ Ωb.
(2.23)

For example, the top case follows because the number of nonzero terms in the sum is finite, and
α · xε − H(α) = O(ε) when α ∈ Ωa. Hence the big-O term on the left and the sum are O(ε3/2).
See (E.1) and (E.2) in appendix E for more general estimates of this kind.

Substituting (2.23) into (2.9) shows that this remaining contribution is

ε−1

⎛⎝O(ε−1/2)∑
k=1

O(ε3/2)+
O(ε−1)∑

k=O(ε−1/2)

O(ε2)(εk)−1

⎞⎠ = O(ln(1/ε)). (2.24)

Combining (2.20), (2.22), and (2.24) and using that A > 0 can be arbitrarily large gives

lim
ε→0

ε fΛε(xε) = −4 f+
π

∫ ∞

0

∫ 1

0
ψ

(
h+ r − Θ0 · x0

R
t2, r −

(
1+

Θ0 · x0
R

)
t2
)
dr dt. (2.25)

8
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By (2.12) and (2.25), the unit edge response equals

Φ(h) := − 4
π

∫ ∞

0

∫ 1

0
ψ

(
h+ r − Θ0 · x0

R
t2, r −

(
1+

Θ0 · x0
R

)
t2
)
dr dt

=− 4
π

∫ ∞

0

∫
R

ϕ′′(h+ r)(t2 − r)1/2+ dr dt. (2.26)

The integral in (2.26) can be significantly simplified. Skipping the prefactor and integrating by
parts once gives∫ ∞

0

∫
R

ϕ′′(h+ r)(t2 − r)1/2+ dr dt =
1
2

∫ ∞

0

∫
R

ϕ′(h+ r)(t2 − r)−1/2
+ dr dt

=
1
2
lim
A→∞

∫ A2

−∞
ϕ′(h+ r)

∫ A

r
1/2
+

(t2 − r)−1/2dt dr

=
1
2
lim
A→∞

∫ A2

−∞
ϕ′(h+ r)

(
log((A2 − r)1/2 + A)− 1

2
log |r|

)
dr

=
1
4

∫
R

ϕ(h+ r)
dr
r
. (2.27)

When evaluating the limit as A→∞ in (2.27) we used that ϕ is compactly supported. Com-
bining (2.25)–(2.27) and using that a smooth part of f̂ leads to a bounded contribution to fΛε

proves the following result.

Lemma 2.1. Let f be given by (2.1) and satisfy conditions ( f1)–( f3). Suppose x0 ∈ S is
generic, and the line {x ∈ R

2 : (x − x0) ·Θ0 = 0} is not tangent to S anywhere except at x0.
If supp(χ) is contained in a small neighborhood of θ0, χ(θ0) = 1, and fΛε is given by (2.7),
one has

lim
ε→0

ε fΛε(xε) = ( f+(x0)− f−(x0))
∫
R

ϕ(h− r)
πr

dr, (2.28)

where f±(x0) are the limiting values of f at x0 from the positive and negative sides of S,
respectively.

Note that (2.28) is consistent with theorem 5.4.1 in [23], i.e. the edge response is just a
smoothed version of the ideal response (or, CTB) given in (5.4.4) of [23]. In [23], smoothing is
due to a smoothing kernel, and here smoothing is due to finite data sampling. This is consistent
with the general situation, see theorems 4.5 and 4.6 below. In these theorems, μ is the ideal
transition behavior of the reconstruction from continuous data, or CTB (cf lemma 3.5).

2.3. Line artifact

In this subsection we consider the effect of a straight line edge in f on fΛε. We show that a line
edge may create a global artifact along the line containing the edge. The goal here is not to
investigate the most general situation, but to understand the artifact qualitatively. Hence we
consider a simple f, which vanishes outside some domainD with convex boundary, and equals
1 close to a flat side of ∂D. Assume θ0 = 0 (i.e., Θ0 = (1, 0)) and

x0 = (H, b0), P1 = (H, b1), P2 = (H, b2), b1 < b2, a /∈ [b1, b2], (2.29)

see figure 1.
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Figure 1. Illustration of f with jump discontinuity along a line segment.

Similarly to (2.15), split supp(χ) into two sets:

Ωa := {α ∈ supp(χ) : |α| < Aε}, Ωb := {α ∈ supp(χ) : |α| � Aε}, (2.30)

for some sufficiently large A > 0. We can select A > 0 so large that no line {x ∈ R
2 : (x −

(x0 + εx̌)) · α = 0},α ∈ Ωb, intersects the line segment [P1,P2] for all ε > 0 sufficiently small.
Recall that x̌ is confined to a bounded set. From (2.4), the number of αk ∈ Ωa is uniformly
bounded as ε→ 0.

Let g(a)ε and g(b)ε denote the contributions to fΛε coming from αk ∈ Ωa and αk ∈ Ωb,
respectively. To compute g(a)ε , introduce the function

φ(p; t1, t2) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
b2 − b1, p � min(t1, t2)

(b2 − b1)
max(t1, t2)− p

|t2 − t1|
, min(t1, t2) � p� max(t1, t2)

0, p � max(t1, t2).

(2.31)

This function models the leading singular behavior of f̂ (α, p) near (α, p) = (0,H):

f̂ (α, p) = φ(p;α · P1,α · P2)+ O(ε), α ∈ Ωa, p− H = O(ε). (2.32)

As is easily checked,

φ(p; t1, t2) = φ(rp; rt1, rt2), r > 0,

φ(p− r; t1 − r, t2 − r) = φ(p; t1, t2), r ∈ R,

φ(p+ O(ε); t1 + O(ε), t2 + O(ε)) = φ(p; t1, t2)+ O(ε) if |t1 − t2| > δ

(2.33)

for some δ > 0. Thus,

g(a)ε (xε) = −
∑
αk∈Ωa

1
2πε2

∑
j

ϕ′′
(
αk · xε − ε j

ε

)
(φ(ε j;αk · P1,αk · P2)+ O(ε))κε

= − κ

2πε

∑
αk∈Ωa

∑
j

ϕ′′
(
h+

αk · x0
ε

+ O(ε)− j
)
φ

(
j;
αk · P1

ε
,
αk · P2

ε

)
+ O(1). (2.34)

10
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Suppose, for simplicity, that none of the angles αk = κε(qα + k) equals zero, i.e. qα /∈ Z

(cf (2.4)). In this case, (αk · (P2 − P1))/ε, is bounded away from zero, and the last equation
in (2.33) applies. Using the second and third lines in (2.33) we find from (2.34):

εg(a)ε (xε) = − κ

2π

∑
αk∈Ωa

∑
j

ϕ′′ (h+ rk − j)φ ( j− rk; (b1 − b0)κ(qα + k),

(b2 − b0)κ(qα + k))+ O(ε), rk :=

{
H
ε
+ b0κ(qα + k)

}
. (2.35)

The remaining term is

g(b)ε (xε) = −
∑
αk∈Ωb

1
2πε2

∑
j

ϕ′′
(
αk · xε − pj

ε

)
f̂ (αk, pj)Δα. (2.36)

By construction, f̂ (α, p) is smooth and bounded with all derivatives in a O(ε)-size neighbor-
hood of any (αk, pj) such that αk ∈ Ωb and (αk · xε − pj)/ε ∈ supp(ϕ). Hence it is easy to see
that g(b)ε (x̌) approaches a finite limit as ε→ 0 independently of x̌. This limit depends on where
x0 is located relative to the segment [P1,P2]. For example, if b0 < b1, as shown in figure 1,
then f̂ (α,α · x0) ≡ 0 if α ∈ Ωb, α < 0, and we have

lim
ε→0

g(b)ε (xε) = − 1
2π

∫ π/2

0+
(∂2

p f̂ )(α,α · x0)χ(α)dα. (2.37)

Thus, g(b)ε (xε) = O(1). Since fΛε = g(a)ε + g(b)ε , (2.35) shows that straight edges of f create non-
local artifacts in fΛε that are of the same order of magnitude as useful singularities (see (2.25)),
i.e. of order O(1)/ε. The O(1) term has a fairly weak (and irregular) ε-dependence (via rk).

2.4. Effect of remote singularities

Let Θ0 be the direction such that the line (x− x0) ·Θ0 = 0 is tangent to S at some z0 �= x0
and θ0 ∈ (−π/2, π/2). Suppose that the curvature of S at z0 is not zero. The main formula is
(2.14), where still p(θ0) = 0, but p′(θ0) �= 0, i.e. p(α) is no longer quadratic near α = θ0. As
before, we suppose that supp(χ) is sufficiently small and χ(θ0) = 1. Additionally, p′(α) �= 0 on
supp(χ). Represent fΛε = g(1)ε + g(2)ε , where g(1)ε and g(2)ε correspond to the leading and big-O
terms in (2.8), respectively. Thus,

g(1)ε (xε) =
κ

ε1/2

∑
k

ρ(αk)ψ

(
αk · x̌ +

αk · x0
ε

,
H(αk)

ε

)
χ(αk). (2.38)

From the properties α · z0 − H(α) = O((α− θ0)2) and Θ0 · (x0 − z0) = 0 it follows that there
exists c > 0 such that |α · x0 − H(α)| > c|α− θ0|,α ∈ supp(χ). Together with the second line
in (2.13) this implies that the sum in (2.38) is uniformly bounded as ε→ 0. From (IK1)–(IK3),
it follows similarly to (2.13) and (2.18) that

|ψ(t, p+ ε)− ψ(t, p)| � c1

{
|ε|/|t − p|5/2, |t − p| > c2,

|ε|1/2, |t − p| � c2,
(2.39)

11
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for some c1,2 > 0. Representing H(α) in the form

H(αk) = αk · z0 + O((αk − θ0)2) = αk · x0 + αk · (z0 − x0)+ O((αk − θ0)2)

= αk · x0 +Θ⊥
0 · (z0 − x0)(αk − θ0)+ O((αk − θ0)2), (2.40)

and combining this with (2.39) implies that replacing H(αk) with the linear part on the right
in (2.40), and noticing that Θ⊥

0 · (z0 − x0) �= 0, changes the value of the sum in (2.38) by

O(ε1/2). Indeed, the error term is an expression of the kind O(1)
∑O(1/ε)

k=1 (εk2)/k5/2 = O(ε1/2).
In this calculation we assume that supp(χ) is sufficiently small and |H(α)− α · x0| � 0.5|Θ⊥

0 ·
(z0 − x0)‖α− θ0|, α ∈ supp(χ).

The second line in (2.13) implies that replacing ρ(αk) and χ(αk) with ρ = ρ(Θ0) and
χ(Θ0) = 1, respectively, changes the value of the sum by O(ε1/2). Hence,

ε1/2g(1)ε (xε) =κρ
∑
k

ψ

(
Θ0 · x̌ +

αk · x0
ε

,
αk · x0

ε
+

Θ⊥
0 · (z0 − x0)(αk − θ0)

ε

)
+ O(ε1/2). (2.41)

Similarly to (2.23), it is easy to show that∣∣∣∣∣ 1ε2∑
j

ϕ′′
(
α · xε − ε j

ε

)
O
(
(ε j− H(α))3/2+

)∣∣∣∣∣ � c
ε1/2 + |α · xε − H(α)|1/2 (2.42)

for some c > 0. This gives g(2)ε (xε) = O(1), ε→ 0. Combining the results produces

fΛε(xε) =
κρ

ε1/2

∑
k

ψ

(
h+ rk, rk +Θ⊥

0 · (z0 − x0)

[
κ(qα + k)− θ0

ε

])
+ O(1),

rk: =
{αk · x0

ε

}
.

(2.43)

As was mentioned, the sum in (2.43) is uniformly bounded, and there is no reason why it
should identically equal zero. Thus, even convex pieces of S = singsupp( f ) may create non-
local artifacts when reconstructing from discrete data, and their strength grows like ε−1/2 as
ε→ 0. These artifacts are expected to be of irregular, ripple-like shape due to the irregular
behavior of the terms rk and θ0/ε. This also implies that fΛε does not generally converge to fΛ
pointwise as ε→ 0 if f has jump discontinuities.

3. Computation of leading singularities in the continuous data case

Here we derive convenient formulas that are used for resolution analysis in all dimensions
n � 2 and for a variety of singularities and reconstruction operators. The latter can be
preserving the degree of smoothness or singularity-enhancing.

Suppose f ∈ E′(Rn) is a compactly supported distribution, and (x0, ξ0) ∈ WF( f ). For
convenience of the reader we remind the definition of the wave front set (see [9], section 8.1).

Definition 3.1. Let f ∈ D′(Rn) be a distribution. The wave front set of f is the comple-
ment of all pairs (x0, ξ0) ∈ R

n × (Rn\0) such that there exists φ ∈ C∞
0 (Rn) with φ(x0) �= 0 and

an open cone Ξ � ξ0 so that |F (φ f )(ξ)| � cN(1+ |ξ|)−N for some cN > 0 and all ξ ∈ Ξ and
N � 1.

12
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Let Ω ⊂ Sn−1 be a small neighborhood of Θ0 := ξ0/|ξ0|. We assume that f is given by

f (x) =
1

(2π)n

∫
Rn
υ̃(ξ)ei(H(ξ)−ξ·x)dξ, υ̃ ∈ C∞(Rn), H(ξ) ∈ C∞(Rn\0), (3.1)

is sufficiently regular, and its Radon transform exists in the usual sense of functions. Here H
is real valued and homogeneous of degree one, H′(ξ0) = x0, and

υ̃(λα) ∼ ω(α)
∑
j�0

λ−s j υ̃ j(α), λ→+∞;

s0 � (n+ 1)/2, s0 < s1 < . . . , s j →∞, j→∞;

υ̃ j ∈ C∞
0 (Ω ∪ (−Ω)), j � 0;

ω(α) :=
| det Ȟ′′

(α)|1/2e− iπ
4 sgn Ȟ′′(α)

(2π)(n−1)/2
, α ∈ Ω ∪ (−Ω).

(3.2)

The expansion in (3.2) can be differentiated with respect to α and λ any number of times, and
all the resulting expansions are uniform with respect to α ∈ Sn−1. More specifically, for any
J ∈ N, l = 0, 1, 2, . . . , and any multiindex ν, there exists aJlν ∈ C∞

0 (Ω ∪ (−Ω)) so that∣∣∣∣∣∣∂ lλ∂ν
α

⎛⎝υ̃(λα)− ω(α)
J−1∑
j=0

λ−s j υ̃ j(α)

⎞⎠
∣∣∣∣∣∣ � aJlν(α)λ−(sJ+l), λ � 1, α ∈ Sn−1. (3.3)

In (3.2) and everywhere below, Ȟ
′′
(α), α ∈ Sn−1, denotes the Hessian matrix of H(ξ)

restricted to the plane tangent to Sn−1 at α, ξ · α = 1, and evaluated at ξ = α. For example,
if α = (0, . . . , 0, 1), then

(Ȟ
′′
(α)) jk =

∂2H(ξ1, . . . , ξn−1, 1)
∂ξ j∂ξk

∣∣∣∣
ξ1=···=ξn−1=0

, 1 � j, k � n− 1. (3.4)

In particular, Ȟ
′′
(α) is a (n− 1)× (n− 1) square matrix. Also, sgn Ȟ

′′
(α) is the number of

positive eigenvalues of Ȟ
′′
(α) minus the number of negative eigenvalues of Ȟ

′′
(α). As is seen,

H(ξ) is the homogeneous of degree one extension of H(α) used in section 2 from Sn−1 to R
n:

H(ξ) = |ξ|H(ξ/|ξ|). An additional assumption is

Ȟ
′′
(α) is negative definite onΩ. (3.5)

Clearly, Ȟ
′′
(−α) = −Ȟ′′

(α), so Ȟ
′′
(α) is positive definite on −Ω. Therefore, sgn Ȟ

′′
(±α) =

∓(n− 1), α ∈ Ω, and

ω(−α) = e−i(n−1) π2 ω(α), α ∈ Ω. (3.6)

Remark 3.1. Associated with H, there is a smooth surface of codimension one

S := {x ∈ R
n : x = H′(α), α ∈ Ω}. (3.7)

Recall thatH′(α) is the derivativeH′(ξ) evaluated at ξ = α ∈ Sn−1 (as opposed to the derivative
on the unit sphere). By proposition 25.1.3 in [11], f is a conormal distribution. In particular, its
wave front set is contained in the conormal bundle of S: WF( f ) ⊂ {(x, ξ) ∈ R

n × (Rn\0) :
x = H′(ξ),±ξ/|ξ| ∈ Ω}. See also section 18.2 and definition 18.2.6 in [10] for a formal
definition and in-depth discussion of conormal distributions.
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Wewant to reconstruct some image of f from its Radon transform f̂ (α, p) in a neighborhood
of x0 using an operator B of the form

(B f̂ )(x) :=
∫
Sn−1

∫
R

B(α,α · x − p) f̂ (α, p)dp dα, B(α, p) =
1
2π

∫
B̃(α,λ)e−iλpdλ. (3.8)

We assume that B̃ ∈ C∞(Sn−1 × R) and

B̃(−α,−λ) = B̃(α,λ); B̃(α,λ) ∼
∑
j�0

λβ j B̃ j(α), λ→+∞;

β0 > β1 > . . . ; β j →−∞, j→∞; B̃ j(α) ∈ C∞(Sn−1), j � 0,

(3.9)

where the expansion can be differentiated with respect to α and λ term by term any number of
times, and it remains uniform with respect to α ∈ Sn−1. Thus, B : E′(Zn)→D′(Rn) is an FIO
with the same canonical relation as the adjoint Radon transform. Using that B̃ is even implies

B̃(α,λ) ∼
∑
j�0

(λ
β j
+ B̃ j(α)+ λ

β j
− B̃ j(−α)), λ→∞. (3.10)

The standing assumptions are

κ1 := s0 −
n+ 1
2

� 0, κ2 := β0 − s0 −
n− 3
2

� 0. (3.11)

An additional condition is

υ̃0(−α)B̃0(−α) = −υ̃0(α)B̃0(α), α ∈ Ω ∪ (−Ω), if κ2 = 0. (3.12)

See the text following (3.25) for the meaning of this condition.
To simplify notations, in what follows we write β and s for β0 and s0, respectively. The goal

is to determine what the distribution B f̂ looks like in a neighborhood of x0. The first step is to
determine what f looks like near x0. We are not interested in a complete description of f, but
only in its leading order singularity near x0, which is denoted f0.

Definition 3.2 ([13]). Given a distribution f ∈ D′(Rn) and a point x0 ∈ R
n, suppose there

exists a distribution f0 ∈ D′(Rn) so that for some m0 � 0 and some a ∈ R the following
equality holds

lim
ε→0

εm−a( f ,Pm(∂x)wε) = ( f0,Pm(∂x)w1), wε(x) := ε−nw((x − x0)/ε), (3.13)

for any any w ∈ C∞
0 (Rn), any homogeneous polynomial Pm(x) of degree m, and any m � m0.

Then we say that f0 is the leading order singularity of f at x0, and the corresponding notation
is f (x0 + εx̌) ∼ εa f0(x̌), where x̂ is confined to a bounded set.

Let �·� denote the ceiling function: �t� := n+ 1 if t ∈ (n, n+ 1) for some n ∈ Z, and
�t� := n+ 1 if t = n for some n ∈ Z. The following lemma is proven in appendix A.

Lemma 3.2. For any m � m0 := �κ1�, one has

lim
ε→0

εm−κ1 ( f ,Pm(∂x)wε) =
1
2π

∫
Pm(−iλΘ0)w̃(−λΘ0)μ̃(λ)dλ, (3.14)

where w̃ = Fw, and the distribution μ̃ ∈ S′(R) is given by

μ̃(λ) := (2π)−(n−1)(v+λ
−(κ1+1)
+ + v−λ

−(κ1+1)
− ), v± := υ̃0(±Θ0). (3.15)

14
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See [5] regarding the distributions λa±. Let ŵ :=Rw be the Radon transform of w. From
(3.14) and (3.15),

lim
ε→0

εm−κ1( f ,Pm(∂x)wε) = ( f0(p),Pm(Θ0)∂mp ŵ(Θ0, p)), f0(p) = F−1(μ̃),

f (x + εx̌) ∼ εκ1 f0(x̌ ·Θ0) = f0(εx̌ ·Θ0).
(3.16)

From (3.14), (3.15), and equations 21, 24 and 18 in [5], p 360 (see also appendix G), we
compute f0:

Lemma 3.3. If f is given by (3.1)–(3.5) and (3.11) holds, then the leading singularity of f
at x0 is given by (3.16), where

f0(p) =
−1

2(2π)n−1 sin(πκ1)Γ(κ1 + 1)

[
pκ1+ (q1v+ +

v−
q1

)+ pκ1− (q1v− +
v+
q1

)

]
,

q1 = exp(iκ1(π/2)), κ1 �= 0, 1, 2, . . . ,

(3.17)

and

f0(p) =
v+

2(2π)n−1iκ1+1κ1!
pκ1 sgn(p), κ1 = 0, 1, 2, . . . , v− = (−1)κ1+1v+. (3.18)

Remark 3.4. If κ1 = 0, 1, 2, . . . , and the second condition in (3.18) does not hold, then f0(p)
can be computed using equations (18), (27), and (28) in [5], pp 360, 361. In this case, f0(p)
may involve logarithms for some values of v±.

If f is real-valued, then ṽ0(−α) = ṽ0(α), and (3.17) simplifies slightly

f0(p) =
−1

(2π)n−1 sin(πκ1)Γ(κ1 + 1)

[
pκ1+Re(q1v+)+ pκ1− Re(q1v+)

]
,

κ1 �= 0, 1, 2, . . . .

(3.19)

As is seen from (3.14)–(3.16), f0 is defined nonuniquely. Indeed, μ̃(λ) can be modified by
adding Qm0−1(∂λ)δ(λ), where Qm0−1 is any polynomial of degree not exceeding m0 − 1, and
(3.14) will still hold. Hence, f0(x) is defined up to polynomials of degree not exceeding �κ1�.

In a similar fashion, to investigate B f̂ consider the leading asymptotics of

(B f̂ ,Pm(∂x)wε)

=
1
π

∫ ∞

0

∫
Sn−1

Pm(−iλα)w̃(−ελα)B̃(α,λ)υ̃(λα)eiλ(H(α)−α·x0)dλ dα (3.20)

as ε→ 0. In (3.20) we used that B is even.We give only an outline of the derivation. A rigorous
argument follows the lines of the proof of lemma 3.2. After changing variables η = ελ, we
compute similarly to (A.1) and (A.2):∫

Sn−1
Pm(−iα)w̃(−ηα)B̃(α, η/ε)υ̃((η/ε)α)ei(η/ε)(H(α)−α·x0)dα

=

(
ε

η

) n−1
2 ∑

α∈{±Θ0}
Pm(−iα)w̃(−ηα)B̃(α, η/ε)

υ̃((η/ε)α)
ω(α)

+ O(ε
n+1
2 ), ε→ 0. (3.21)
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Combining (3.2), (3.9), (3.20), (3.21), and using λ as the Fourier variable gives

lim
ε→0

εm+κ2 (B f̂ ,Pm(∂x)wε) =
1
π

∑
α∈{±Θ0}

B̃0(α)υ̃0(α)
∫ ∞

0
Pm(−iλα)w̃(−λα)λκ2−1 dλ

= (μ(p),Pm(Θ0)∂mp ŵ(Θ0, p)), m+ κ2 > 0, (3.22)

where

μ(t) = F−1
(
μ+λ

κ2−1
+ + μ−λ

κ2−1
−

)
, μ± := 2B̃0(±Θ0)ṽ0(±Θ0). (3.23)

This leads to the following result

Lemma 3.5. If f and B are as in (3.1)–(3.12), then the leading singularity of B f̂ at x0 is
given by

(B f̂ )(x0 + εx̌) ∼ ε−κ2μ(x̌ ·Θ0) = μ(εx̌ ·Θ0), (3.24)

where

μ(t) =
Γ(κ2)
π

[
q2μ+(t − i0)−κ2 +

μ−
q2

(t + i0)−κ2

]
, q2 = exp

(
−iκ2

π

2

)
, κ2 > 0,

μ(t) = μ+(−i) sgn(t), κ2 = 0.

(3.25)

Note that (3.12) and (3.23) yieldμ− = −μ+ if κ2 = 0. Condition (3.12) is not strictly neces-
sary.We impose it for simplicity to avoid dealingwith logarithmic terms in the leading singular
behavior of B f̂ [1, 5, 24, 25].

The distribution μ obtained in lemma 3.5 is the CTB of B f̂ , i.e. of the reconstruction from
continuous data.

The singular behavior of f̂ (α, p) near p = H(α), α ∈ Ω ∪ (−Ω) is obtained analogously.
Consider

( f̂ , ∂mpwε) :=
∫

f̂ (α, p)∂mpwε(p− H(α))dp=
1
2π

∫
(−iλ)mw̃(−ελ)υ̃(λα)dλ, (3.26)

where w ∈ C∞
0 (R). Following the lines of the proof of lemma 3.2 (but without using the

stationary phase lemma) leads to

lim
ε→0

εm−s+1( f̂ , ∂mpwε) =
1
2π

∫
(−iλ)mw̃(−λ)μ̃(λ)dλ, m > s− 1,

μ̃(λ) =

⎧⎪⎪⎨⎪⎪⎩
ω(α)ṽ0(α)λ−s

+ + ω(−α)ṽ0(−α)λ−s
− , s �= 2, 3, . . . ,

ω(α)ṽ0(α)λ−s, s = 2, 3, . . . ,

and ṽ0(−α) = e−i(κ1+1)πṽ0(α).

(3.27)

The condition on the last line in the equation for μ̃ is analogous to the one in (3.18). When the
second case in μ̃ occurs, (3.6) implies ω(−α)ṽ0(−α) = (−1)sω(α)ṽ0(α). The following result
is now immediate.

16



Inverse Problems 36 (2020) 124008 A Katsevich

Lemma 3.6. If f is as in (3.1)–(3.5), then the leading singularity of f̂ (α, p) at p = H(α),
α ∈ Ω ∪ (−Ω), is given by

f̂ (α,H(α)+ ε p̌) ∼ εs−1 f̂ 0(α, p̌) = f̂ 0(α, ε p̌),

f̂ 0(α, p̌) = a+(α) p̌s−1
+ + a−(α) p̌s−1

− ,

a±(α) =
1

2 sin(πs)Γ(s)

(
ω(α)ṽ0(α)e±i(s−1) π2 + ω(−α)ṽ0(−α)e∓i(s−1) π2

)
,

s �= 2, 3, . . . ,

f̂ 0(α, p̌) =
ω(α)ṽ0(α)
2is(s− 1)!

p̌s−1 sgn( p̌), s = 2, 3, . . . and ṽ0(−α) = e−i(κ1+1)πṽ0(α).

(3.28)

The condition on ṽ0(±α) in (3.27) and (3.28) guarantees that f̂ 0 = F−1μ̃ does not contain
logarithms when s is an integer. Clearly, a+(α) = a−(−α), so f̂ 0(α, p̌) is even. The above for-
mulas are precisely what one gets by (1) retaining only the leading term in (3.2), (2) computing
the Radon transform of the resulting function (say, f1) by using the Fourier slice theorem, and
(3) using the results on the asymptotics of the Fourier transform at the origin (see [30], section
VI.5).
Example. Consider 2D LT for a function with jump discontinuity, i.e. κ1 = 0. For the purpose
of normalization, multiply f by a constant so that v+ = i(2π)n−1. In this case f0(p) = sgn(p)/2
has a unit jump. Thus, we have

n = 2, β = 2, κ1 = 0, s = 3/2, κ2 = β − s− n− 3
2

= 1,

v+ = 2πi, v− = −v+, B̃0(Θ0) = 1/(4π), q2 = 1/i, μ± = v±/(4π).
(3.29)

Substitution into (3.25) gives that μ(p) = 1/(πp), which coincides with the leading term in the
formula (5.4.4) in [23].

4. Computing the DTB

4.1. Main assumptions

In this section we use the results of section 3 to compute the DTB of Bεg, where B is the same
as in (3.8)–(3.12), Bε is the discrete version of B, and g ∈ E′(Zn) is a distribution with similar
singularities as f̂ (cf (3.28)). More precisely, we assume the following.

Assumptions about H:

(a) H(α) ∈ C∞(Ω ∪ (−Ω)), H is real-valued and odd: H(α) = −H(−α);
(b) H(λα) = λH(α), λ > 0, α ∈ Ω ∪ (−Ω);
(c) H′(ξ0) = x0,
(d) Ȟ

′′
(α) is negative definite on Ω;

Recall that H defines the surface S, see (3.7).
Assumptions about g:

(a) g is smooth away from the surface p= H(α):

g ∈ C∞ (
{(α, p) ∈ Zn : α ∈ Ω ∪ (−Ω), p �= H(α)}

)
; (4.1)
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(b) g is compactly supported:

g(α, p) ≡ 0 if |p| > c or α /∈ Ω ∪ (−Ω); (4.2)

(c) g is even: g(α, p) = g(−α,−p);
(d) g can be written in the form

g(α,H(α)+ p) = a0(α)ps0−1 + O(ps1−1), p→+0,α ∈ Ω ∪ (−Ω),

a0 ∈ C∞
0 (Ω ∪ (−Ω)), s0 < s1,

(4.3)

which is uniform inα, and can be differentiatedLβ + 1 times (see (4.7) below)with respect
to p.

To be precise, the assumption that (4.3) and its derivatives are uniform means that for any
l = 0, 1, 2, . . . , Lβ + 1, there exists Al ∈ C∞

0 (Ω ∪ (−Ω)) so that∣∣∂ lp (g(α,H(α)+ p)− a0(α)ps0−1
)∣∣ � Al(α)ps1−1−l, p→+0, α ∈ Ω ∪ (−Ω). (4.4)

Remark 4.1. The Radon transform of f defined in (3.1)–(3.5) is a conormal distribution.
The class of distributions described above is more general. For example, we do not require the
differentiability of (4.3) with respect to α (see the discussion in section 18.2 leading up to the
definition 18.2.6 in [10]).

Since g is even, similarly to (3.10), we have

g(α,H(α)+ p) = a0(α)p
s0−1
+ + a0(−α)ps0−1

− + O
(
|p|s1−1

)
, p→ 0, α ∈ Ω ∪ (−Ω).

(4.5)
An additional assumption is

B̃0(−α)
(
a0(α)e−i π2 s0 + a0(−α)ei

π
2 s0

)
B̃0(α)

(
a0(α)ei

π
2 s0 + a0(−α)e−i π2 s0

) =

{
e−i(β0−s0)π , α ∈ Ω,

ei(β0−s0)π , α ∈ −Ω,
ifκ2 = 0. (4.6)

Here and in similar fractions below, we assume tacitly that either the denominator is not zero
or both the denominator and numerator are zero. The meaning of (4.6) is discussed following
equation (4.18) below. It is easy to see that if (4.6) holds for α ∈ Ω, then it automatically holds
for α ∈ −Ω as well.

Define

Lβ :=

{
β0, β0 ∈ N,

�β0�, β0 /∈ N.
(4.7)

Assumptions about the kernel ϕ:

(IK1′) ϕ is exact up to the degree Lβ , i.e.∑
j∈Z

jmϕ(t − j) = tm, 0 � m � Lβ , t ∈ R; (4.8)

(IK2′) ϕ is compactly supported;
(IK3′) One has

ϕ( j) ∈ L∞(R),

{
0 � j � β0 + 1, ifβ0 ∈ N,

0 � j � �β0�, ifβ0 /∈ N;
(4.9)

and
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(IK4′) ϕ is normalized, i.e.
∫
R
ϕ(t)dt = 1.

The discrete data are given by

g(α�k, pj), pj = ε j, j ∈ Z, �k ∈ Z
n−1. (4.10)

Assume that there exist smooth diffeomorphisms T±(u) : U→±Ω such that

α�k = T±(ε(�k+ uε)) for anyα�k ∈ ±Ω, (4.11)

where U ⊂ R
n−1 is some domain, and uε ∈ [0, 1)n−1. The point uε may depend on ε. Without

loss of generality, we may suppose 0 ∈ U and T±(0) = ±Θ0.
The operator of reconstruction from discrete data (i.e., the discrete version of (3.8)) is

defined similarly to (2.7):

(Bεg)(x) :=
∑
�k

∑
j

∫
B(α�k,α�k · x − p)ϕ

(
p− pj

ε

)
dp g(α�k, pj)|Δα�k|. (4.12)

HereΔα�k is the elementary domain on Sn−1 per each α�k, and |Δα�k| is its volume. From (4.11),

|Δα�k| = εn−1|det(T ′
±(ε(�k+ uε)))|(1+ O(ε)).

Definition 4.1. Let T±(u) : U→±Ω be the functions that specify the available directions
(cf (4.11)), and ±Θ0 = T±(0) be the unit vectors normal to S at x0. A point x0 ∈ S is locally
generic if each of the vectors ∂(T±(u) · x0)/∂u|u=0 has at least one irrational component.

There is also the notion of a globally generic point, see [16]. Here we do not investigate
global aspects of reconstruction from discrete data, so the word ‘local’ is omitted, and x0 is
called generic.

For simplicity, in what follows we ignore the data corresponding to α�k ∈ −Ω (and drop the
subscript ‘±’ from T±) using that B and g are even, and the analysis is the same in both cases
α�k ∈ ±Ω.

4.2. Preliminary construction

In view of (3.8)–(3.10), (4.5), and (4.10) define the functions:

B1dϕ :=F−1(b̃(λ)ϕ̃(λ)), b̃(λ) := b+λ
β
+ + b−λ

β
−; A(t) := a+t

s−1
+ + a−t

s−1
− ;

ψ(t, p) :=
∑
j

(B1dϕ)(t − j)A( j− p), Ψ(t) :=
∫
(B1dϕ)(t− r)A(r)dr.

(4.13)

Thus, b± correspond to B̃ j(±α) in (3.10) for some j � 0, and a± correspond to a0(±α) in (4.5).
If B1d is a local operator (i.e., B1d = c∂β

p ), then β ∈ 0 ∪ N and b− = (−1)βb+. If B1d is not
local, but β ∈ 0 ∪ N, then all this means is that b− �= (−1)βb+. Any such B1d can be written
as a linear combination of the operators ∂β

p andH∂β
p , whereH is the Hilbert transform. In the

latter case, b− = (−1)β+1b+. Therefore, if β ∈ 0 ∪ N, in what follows we will consider only
the two cases: B1d = c∂β

p and B1d = cH∂β
p .

Recall that β(= β0) and s(= s0) satisfy (3.11). In particular, s � 3/2 and β � 1. As is easy
to see, (B1dϕ)(t) = O(|t|−(β+1)), t→∞. By assumption, β − s+ 1 � (n− 1)/2 > 0, and the
series in (4.13) converges absolutely. The function Ψ(t − p) is the continuous analogue of
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ψ(t, p), and the integralwith respect to r in (4.13) is absolutely convergentbecauseβ − s+ 1 >
0. Also, easy computations show that∫ 1

0
ψ(t+ r, r + p)dr = Ψ(t− p); ψ(t, p) = ψ(t − m, p− m), m ∈ Z; (4.14)

and

Ψ(t) =F−1
(
ϕ̃(λ)

(
c(1)+ λβ−s

+ + c(1)− λβ−s
−

))
,

c(1)± :=Γ(s)b±
(
a+e±i(π/2)s + a−e∓i(π/2)s

)
.

(4.15)

If a± are such that A(p) coincides with f̂ 0(α, p) in (3.28) for some α, then

c(1)± = B̃0(±α)ω(±α)ṽ0(±α). (4.16)

4.3. Computation of the leading term of the DTB

In this section we consider only the leading terms of B and g. More precisely, we assume that
(cf (3.9)):

B̃(α,λ) :=λβ B̃0(α), λ > 0, B̃0(α) ∈ C∞(Sn−1),

B̃(−α,−λ) = B̃(α,λ), λ ∈ R, α ∈ Sn−1,
(4.17)

and replace g(α, p) with its leading term (cf section 4.1):

g0(α,H(α)+ p) := a0(α)p
s−1
+ + a0(−α)ps−1

− , a0 ∈ C∞
0 (Ω ∪ (−Ω)), (4.18)

where H(α) is the same as in section 4.1. The fact that B̃(α,λ) is not smooth at λ = 0 is irrel-
evant. We use the notation g0 instead of g, because g0 does not satisfy one of the requirements
in section 4.1: g0 is not compactly supported.

Comparing (3.9), (4.17), and (4.18) with (4.13), we see that B1d represents the highest order
term of B, which acts with respect to the affine variable for any fixed α. Likewise, A is the
leading singular term of g for any fixed α.

Now we can discuss the meaning of condition (4.6). By (4.15), the ratio in (4.6) equals to
the ratio c(1)− (α)/c(1)+ (α). Condition (4.6) holds, in particular, if g0 = f̂ 0 and, therefore, c

(1)
± (α)

are the same as in (4.16). Indeed, suppose that α ∈ Ω. By (3.6) and (3.12),

c(1)− (α)

c(1)+ (α)
=
B̃0(−α)ṽ0(−α)

B̃0(α)ṽ0(α)
e−i(n−1) π2 = −e−i(n−1) π2 = e−i(β−s)π. (4.19)

The case when α ∈ −Ω can be considered similarly. Thus, we can view (4.6) as a generaliza-
tion of (3.12) to the case when g0(α, p) is the leading singular term of a function that is not
necessarily in the range of the Radon transform.

Similarly to (2.10), set

xε := x0 + εx̌, h := x̌ ·Θ0. (4.20)
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We assume throughout that x̌ is confined to a bounded set. Using (4.12) (with g = g0) and
(4.13), we obtain similarly to (2.14):

g(1)ε (x̌) := εκ2 (Bεg0)(xε) =
∑
�k

ψα�k

(
α�k · x̌ +

α�k · x0
ε

,
H(α�k)

ε

)
|Δα�k|
ε(n−1)/2

. (4.21)

If g0 = f̂ 0, then ψα used in (4.21) is defined using (4.13), where b± = B̃0(±α), and a± are
given in (3.28). Since B(α, p) and g0(α, p) are even, the sum in (4.21) can be confined to α�k ∈
Ω, and a prefactor 2 appears. Strictly speaking, the set of all directions αk is not necessarily
symmetric. However, our main results are asymptotic as ε→ 0, and we obtain the same limits
in both cases: when αk ∈ Ω and αk ∈ −Ω.

Analogously to (2.15), introduce

Ωa := {α ∈ Ω : |α⊥| � Aε1/2}, Ωb := {α ∈ Ω : |α⊥| > Aε1/2}, (4.22)

where α⊥ is the projection of α onto the plane Θ⊥
0 . Define also the functions g(1a)ε (x̌), g(1b)ε (x̌)

by restricting the summation in (4.21) to α�k ∈ Ωa and α�k ∈ Ωb, respectively.
Similarly to (2.18), we have the following result, which is proven in appendix B.

Lemma 4.2. Pick any bounded set V ⊂ R. One has

ψα(t + ε, p)− ψα(t, p) =

⎧⎪⎪⎨⎪⎪⎩
O(ε), B1d is local,

O(ε1−{β}), B1d is not local, β /∈ N,

O(ε ln(1/ε)), B1d is not local, β ∈ N,

ψα(t, p+ ε)− ψα(t, p) = O(εmin(s−1,1)), α ∈ Ω, t − p ∈ V ,

(4.23)

where all the big-O terms are uniform in α, t, and p confined to the indicated sets.

Using that H′(ξ) = x0, it is easy to show that

∂2(H(α)− α · x0)
(∂α⊥)2

∣∣∣∣
α⊥=0

= Ȟ
′′
(Θ0), (4.24)

where the directionsα ∈ Ω are parametrized byα⊥. Expanding the functionα · x0 : Sn−1 → R

in the Taylor series around α = Θ0 (i.e. α⊥ = 0) and using that H(α)− α · x0 is quadratic in
α⊥, we find using (4.23) and (4.24) (cf (2.19)):

g(1a)ε (x̌) = 2
∑
α�k∈Ωa

ψΘ0

(
h+ r�k +

1
ε
P(α⊥

�k
)+ O(ε1/2), r�k +

1
ε
P(α⊥

�k
)

+
Ȟ

′′
(Θ0)α⊥

�k
· α⊥

�k

2ε
+ O(ε1/2)

)
(1+ O(ε1/2))

|Δα�k|
ε(n−1)/2

= 2
∑
α�k∈Ωa

ψΘ0

(
h+ r�k +

1
ε
P(α⊥

�k
), r�k +

1
ε
P(α⊥

�k
)+

Ȟ
′′
(Θ0)α⊥

�k
· α⊥

�k

2ε

)

× |Δα�k|
ε(n−1)/2

+ o(1), r�k :=

(
Θ0 · x0

ε
+�a · uε

)
+�a ·�k. (4.25)
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Here P is some homogenous polynomial of degree 2, �a = (T ′(0))tx0, and uε is defined in
(4.11). The factor 1+ O(ε1/2) on the third line in (4.25) appears, because we replace ψαk

with ψΘ0 . This means that we set α = Θ0 in (4.17) and (4.18) when computing b±, a± in
the definition of ψ (cf (4.13)). A more accurate estimate than o(1) can be obtained in (4.25)
using (4.23) and that the sum is uniformly bounded as ε→ 0 (recall that A > 0 in the defini-
tions ofΩa,b is fixed when we consider the limit as ε→ 0). However, a more precise estimate is
not necessary for our purposes. The assumption that x0 is generic implies that the sequence r�k
is uniformly distributed mod 1. This is easy to see by extending the arguments in theorem 2.9
and example 2.9 of [18] from double sequences to (n− 1)-dimensional sequences. Arguing
similarly to [14–16] gives

lim
ε→0

g(1a)ε (x̌) = 2
∫
|u|�A

∫ 1

0
ψΘ0

(
h+ r + P(u), r+ P(u)+

Ȟ
′′
(Θ0)u · u
2

)
dr du, (4.26)

where the integral with respect to u is over a disk in the hyperplaneΘ⊥
0 .

4.4. Estimation of g(1b)
ε (x̌)

Define

RΨ(t) =

{
|t|s−2−β , ifB1d is local orB1d is not local andβ − s ∈ Z,

|t|−�β−s+1�, ifB1d is not local andβ − s /∈ Z.
(4.27)

We need the following two lemmas, which are proven in appendices C and D, respectively.

Lemma 4.3. If B1d is local, i.e. β ∈ N, then

Ψ(t) = b+(i∂t)βA(t)+ O(RΨ(t)), t→∞. (4.28)

If B is not local, then

Ψ(t) = F−1
(
c(1)+ λβ−s

+ + c(1)− λβ−s
−

)
+ O(RΨ(t)), t→∞. (4.29)

Moreover,

Ψ(t) = O(RΨ(t)) as

⎧⎪⎪⎨⎪⎪⎩
t→−∞ if c(1)− = c(1)+ ei(β−s)π , β − s /∈ Z,

t→+∞ if c(1)− = c(1)+ e−i(β−s)π , β − s /∈ Z,

t→±∞ if c(1)− = (−1)β−sc(1)+ , β − s ∈ Z.

(4.30)

Lemma 4.4. One has

ψ(t, p)−Ψ(t− p) = O (RΔ(t− p)) , t − p→∞, (4.31)

where

RΔ(t) = |t|s−2−β ×
{
1, B1d is local orB1d is not local and β /∈ N,

log |t|, B1d is not local, β ∈ N.
(4.32)
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Similarly to (2.21) and (2.22), using lemmas 4.3 and 4.4 and the fact that |α · x0 − H(α)| �
c1|α⊥|2, α ∈ Ωb, for some c1 > 0, we get∣∣∣∣ψα

(
α · x̌ + α · x0

ε
,
H(α)
ε

)∣∣∣∣ � c2

[
|α⊥|2
ε

]−(β−s+1)

, α ∈ Ωb,

|g(1b)ε (x̌)| � O(ε
n−1
2 )

∑
O(A/ε1/2)�|�k|�O(1/ε)

[
(ε|�k|)2

ε

]−(β−s+1)

= O
(
A−2κ2

)
,

(4.33)

where the very last big-O term is independent of ε. As before, the reason why we can select a
single c2 > 0 for all α ∈ Ωb in the first line of (4.33) follows from the fact that B̃0(α) ∈ C∞(Ω)
and a0(α) ∈ C∞

0 (Ω) (cf (4.17) and (4.18)). Also, we used here that x̌ is confined to a bounded
set. Therefore,

lim
A→∞

lim sup
ε→0

|g(1b)ε (x̌)| = 0 (4.34)

provided that κ2 > 0. The boundary case κ2 = 0 is considered separately (see section 4.6
below). Since we never proved that limε→0 g(1b)ε (x̌) exists, we instead used ‘ lim sup ’ in (4.34).

4.5. DTB in the case κ2 > 0

Combining (4.26), (4.34), and (4.21) and using that A can be arbitrarily large, we get

lim
ε→0

εκ2 (Bεg0)(xε) = 2
∫
Rn−1

∫ 1

0
ψΘ0

(
h+ r, r +

Ȟ
′′
(Θ0)u · u
2

)
dr du

=
2(n+1)/2|Sn−2|∣∣∣det Ȟ′′

(Θ0)
∣∣∣1/2

∫ ∞

0

∫ 1

0
ψΘ0

(
h+ r, r − t2

)
dr tn−2 dt. (4.35)

We used here that Ȟ
′′
(Θ0) is negative definite and that P(u) drops out from both arguments due

to (4.14). In view of (4.13), (4.14), and (4.35) (compare with (2.26)), we introduce

J :=
1
2

∫
Ψ(h+ t)t(n−3)/2

+ dt. (4.36)

Essentially, J is a convolution of three distributions. The fact that the integral with respect to
t is absolutely convergent follows from the assumption κ2 > 0 and lemma 4.3. Hence, (4.13)
and (4.15) yield

J =
Γ((n− 1)/2)

4π

∫
ϕ̃(λ)(c(1)+ λβ

+ + c(1)− λβ
−)e

−i n−1
2

π
2 (λ− i0)−

n−1
2 e−iλh dλ

=
1
2π

Γ((n− 1)/2)
2

∫
ϕ̃(λ)(c(2)+ λκ2−1

+ + c(2)− λκ2−1
− )e−iλh dλ, (4.37)

c(2)± := e∓i n−1
2

π
2 c(1)± .

By assumption, κ2 > 0, so the above multiplication of distributions is well-defined and leads
to a function c(2)+ λκ2−1

+ + c(2)− λκ2−1
− ∈ L1loc(R). Combining the prefactors in (4.35) and (4.37)

and applying the inverse Fourier transform (see also appendix G) gives the distribution μ such
that the right-hand side of (4.35) equals ϕ ∗ μ (cf (4.41) and (4.42) below).
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Let us simplify (4.37) in the case g0 = f̂ 0. From (4.16),

c(2)± = e∓i n−1
2

π
2 B̃0(±Θ0)ω(±Θ0)ṽ0(±Θ0). (4.38)

Consequently,

Γ((n− 1)/2)c(2)±
2

= B̃0(±Θ0)Γ((n− 1)/2)
| det Ȟ′′

(Θ0)|1/2
2(2π)(n−1)/2

ṽ0(±Θ0). (4.39)

Multiply (4.39) with the prefactor on the right in (4.35) to obtain

B̃0(±Θ0)2(n+1)/2|Sn−2|Γ((n− 1)/2)
ṽ0(±Θ0)

2(2π)(n−1)/2
= 2B̃0(±Θ0)ṽ0(±Θ0), (4.40)

which leads to the same distribution as in (3.23) and (3.24).
Thus, we have proven the following result.

Theorem 4.5. Suppose B is given by (3.8), where

(a) B̃(α,λ) ≡ λβ B̃0(α), λ > 0, α ∈ Sn−1,
(b) B̃(α,λ) is even, and
(c) B̃0(α) ∈ C∞(Sn−1).

Suppose also that g0(α,H(α)+ p) = a0(α)ps−1
+ + a0(−α)ps−1

− , where s � (n+ 1)/2, and

(a) a0 ∈ C∞
0 (Ω ∪ (−Ω)),

(b) H(ξ) ∈ C∞(Rn\{0}) is real-valued, homogeneous of degree 1, and
(c) Ȟ

′′
(α) is negative definite on Ω, Θ0 ∈ Ω.

If κ2 = β − s− n−3
2 > 0, and x0 is generic, then

lim
ε→0

εκ2 (Bεg0)(xε) = (ϕ∗μ)(h), (4.41)

where

μ(t) =
(2π)(n−1)/2∣∣∣det Ȟ′′

(Θ0)
∣∣∣1/2

Γ(κ2)
π

(
c(2)+ e−iκ2

π
2 (t − i0)−κ2 + c(2)− eiκ2

π
2 (t+ i0)−κ2

)
, (4.42)

and c(2)± are defined in (4.37). If g0(α, p) = f̂ 0(α, p), which is defined in (3.28), then μ is given
by (3.23) and (3.25).

Example. Return now to the 2D LT example at the end of section 3. Substituting μ(p) =
1/(πp) into (4.41), which was computed following (3.29), we recover the formula (2.28) with
f+ = 1:

lim
ε→0

ε(Bε f̂ )(xε) = lim
ε→0

ε fΛε(xε) =
∫
R

ϕ(h− r)
πr

dr. (4.43)

4.6. DTB in the case κ2 = 0

From (4.6), (4.15), and lemmas 4.3, 4.4 it follows that ψ(t, p) = O((t− p)s−1−b−c) as t − p→
+∞ for some c, 0 < c � 1. This is the correct limit to consider (i.e., not t − p→−∞), because
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Ȟ
′′
(Θ0) is negative definite. Computing similarly to (4.33) gives∣∣∣∣ψα

(
α · x̌ + α · x0

ε
,
H(α)
ε

)∣∣∣∣ � c

[
|α⊥|2
ε

]s−1−β−c

, α ∈ Ωb,

|g(1b)ε (x̌)| � O(ε
n−1
2 )

∑
O(A/ε1/2)�|�k|�O(1/ε)

[
(ε|�k|)2

ε

]s−1−β−c

= O
(
A−2c

)
.

(4.44)

Hence limA→∞ lim supε→0|g(1b)ε (x̌)| = 0, and we obtain the same integrals as in (4.35) and
(4.36).

Applying (4.6), (4.15), and lemma 4.3 one more time we conclude that Ψ(t) decays suffi-
ciently fast as t→+∞, and the integral in (4.36) is absolutely convergent. Hence the above
derivation holds in the case κ2 = 0 as well. The only modification is that now the analogue of
(4.37) becomes

J =
1
2π

Γ((n− 1)/2)
2

c(3)+ (−i)
∫

ϕ̃(λ)(λ− i0)−1 e−iλh dλ, c(3)± := e∓i n−3
2

π
2 c(1)± . (4.45)

When deriving (4.45), we used that c(3)+ = c(3)− , which follows from (4.6) and (4.15). Now, μ(p)
can be found by applying the inverse Fourier transform.

To prove the assertion in more detail, suppose first that β − s /∈ Z. By (4.6) and (4.15) (cf
(4.19)),

Ψ(h) =
c(1)+

2π

∫
ϕ̃(λ)(λ− i0)β−s e−iλh dλ =

ikc(1)+

2π

∫
[(−iλ)kϕ̃(λ)](λ− i0)ν−1 e−iλh dλ

=
ei(β−s)

π
2 c(1)+

Γ(1− ν)

∫
(h− p)−ν

− ϕ(k)(p)dp, (4.46)

where k = �β − s�, ν = {β − s}. Replacing h with h+ t, substituting (4.46) into (4.36),
changing the order of the p and t integrations (the double integral is absolutely convergent,
because the domain of integration is a bounded set), and integrating with respect to t, we get
(4.45) written as a convolution. This argument is similar to the one in (2.27).

If β − s ∈ 0 ∪N, then (4.6), (4.15), and (4.29), imply that Ψ = cϕ(β−s) for some c. Upon
integrating by parts, we again get (4.45) written as a convolution.

If g(α, p) = f̂ 0(α, t), we find

μ(p) = 2μ+F−1((λ− i0)−1) = 2B̃0(Θ0)ṽ0(Θ0)ip0−. (4.47)

This proves the following result.

Theorem 4.6. SupposeB and g0 are the same as in theorem 4.5, and x0 is generic. Suppose
κ2 = 0 and condition (4.6) is satisfied. One has

lim
ε→0

(Bεg0)(xε) = (ϕ∗μ)(h), (4.48)

where

μ(t) =
2(2π)(n−1)/2∣∣∣det Ȟ′′

(Θ0)
∣∣∣1/2 c(3)+ t0−, (4.49)
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and c(3)+ is given in (4.45). In particular, if g0(α, p) = f̂ 0(α, p), which is defined in (3.28), then
μ is given by (4.47).

The difference between (3.25) and (4.47) is that the result in (3.25) is non-unique (i.e.,
defined up to a constant if κ2 = 0), and the result in (4.47) is unique. There is no contradiction
between the two formulas, because they do match up to a constant.

Example. In the case of 3D exact reconstruction for a function with one-sided jump
discontinuity, we have

n = 3, β = 2, κ1 = 0, s = 2, κ2 = β − s− n− 3
2

= 0,

v+ = i(2π)2, B̃0(Θ0) = 1/(8π2).
(4.50)

Substituting (4.50) into (4.47), (4.48), we recover the formula (2.15) of [15]:

lim
ε→0

(Bε f̂ )(xε) = −
∫ ∞

h
ϕ(t)dt. (4.51)

5. Lower order terms

In the previous section we computed the DTB of Bεg by retaining the leading order terms
(corresponding to β0 in B, and to s0—in g, cf (3.9) and (4.3), respectively). The goal of this
section is to prove that lower order terms do not contribute to the DTB. Let B j denote the
operator, which is obtained by retaining only the jth term of the expansion in (3.9). Select
a smooth function χ that satisfies χ(p) ≡ 0, |p| � c, and χ(p) ≡ 1, |p| � 2c, for some c > 0
sufficiently large. Then

Bg =B0g0 +

⎡⎣ ∑
j�1,β j�0

B jg+ B0(g− (1− χ)g0)

⎤⎦− B0(χg0)+

⎛⎝B −
∑

j�1,β j�0

B j

⎞⎠ g. (5.1)

In the previous section we computed the DTB corresponding to the first term on the right in
(5.1). Here we prove that all the other terms do not contribute to the DTB. The first result of
this section is that the terms in brackets do not contribute to the DTB.

Lemma 5.1. Let x0 ∈ S be generic. Suppose B and g are the same as in (3.8)–(3.12) and
(4.1)–(4.4), respectively, κ1,κ2 � 0, and all the assumptions in section 4.1 hold. Suppose,
additionally, that

(a) Either B has a homogeneous symbol given by the jth term in the expansion (3.9), where
j � 1 and β j � 0,

(b) Or B = B0 (i.e. j = 0), and the leading term in (4.3) identically equals zero (i.e., a0(α)
≡ 0).

Then

lim
ε→0

εκ2 (Bεg)(xε) = 0, κ2 > 0,

lim
ε→0

[(Bεg)(xε)− (Bεg)(x0)] = 0, κ2 = 0.
(5.2)

Proof of lemma 5.1. Let β′ = β j denote the order of the term that makes up B, and s′
denote the order of the first term in (4.3) that is not identically zero (i.e., s′ = s0 or s1). By
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assumption β′ − s′ < β0 − s0. By (4.1)–(4.4),

|g(α,H(α)+ p)| � c0|p|s
′−1, (α, p) ∈ Ω× R;

g(α, p) ≡ 0, α /∈ Ω ∪ (−Ω) or |p| � c;

|∂ lpg(α,H(α)+ p)| � cl|p|s
′−1−l, 0 < l � Lβ + 1, p �= 0, α ∈ Ω,

(5.3)

for some cl > 0. The above inequalities hold even if s′ is an integer. By lemma 4.3, rescaling
the affine variable t→ t/ε gives

|B1dϕε(α, t)| � |B̃ j(α)|
O(ε−β′)

1+ |t/ε|β′+1
, α ∈ Ω, ϕε(t) :=ϕ(t/ε). (5.4)

Set

Gx̌(α) :=
∑
j

(B1dϕε)(α · xε − ε j)g(α, ε j), ϑ := s′ − 1− β′. (5.5)

In what follows, x̌ in the definition of xε is fixed and is omitted from notations. First we estimate
G(α), α ∈ Ωa. By (5.4) and (5.3) with l = 0,

G(α) = O(εϑ)
∑

| j|�O(1/ε)

| j− H(α)
ε |s′−1

1+ |α·xε
ε

− j|β′+1

= O(εϑ)
∑

| j|�O(1/ε)

| j+ (p/ε)|s′−1

1+ | j|β′+1
, p= p(α) :=α · xε − H(α). (5.6)

The condition α ∈ Ωa implies that |p(α)|/ε is bounded, so

G(α) = O(1)+ O(εϑ), α ∈ Ωa. (5.7)

To estimate the sum
∑

αk∈Ωa
G(αk)|Δα�k|, integrate over the (n− 1)-dimensional ball of radius

O(ε1/2) to obtain the factor O(ε(n−1)/2). Therefore∑
α�k∈Ωa

G(α�k)|Δα�k| = O(ε(n−1)/2)+ O(εs
′+(n−3)/2−β′). (5.8)

For convenience, define

Ψ(p) :=

⎧⎪⎪⎨⎪⎪⎩
pϑ, ϑ < 0,

ln(1/p), ϑ = 0,

1, ϑ > 0,

p> 0. (5.9)

An estimate of G(α), α ∈ Ωb, is contained in the following lemma, which is proven in
appendix E.

Lemma 5.2. Suppose all the assumptions of lemma 5.1 are satisfied. Let G be defined as in
(5.5). If B1d is local, then

G(α) = O(p(α)ϑ), α ∈ Ωb. (5.10)
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If B1d is non-local, then

G(α) = O(Ψ(p(α))), α ∈ Ωb. (5.11)

As p(α), α ∈ Ω, is bounded, the essence of estimates (5.10) and (5.11) is to control the
behavior of G(α) for α close to Θ0, i.e. when p(α) is small.

Since (1) Ȟ
′′
(Θ0) is negative definite, (2) Ωb can be as small as we like (but of finite size),

and (3) |xε − x0| = O(ε), there exists c > 0 such that p(α) � c|α⊥|2, α ∈ Ωb. Recall that α⊥ is
the orthogonal projection of α onto Θ⊥

0 . In particular, we can assume that p(α) > 0 in lemma
5.2, and not use absolute value bars inside the big-O terms in (5.10) and (5.11).

Suppose first that ϑ < 0. To estimate the contribution of directions αk ∈ Ωb to (Bεg)(xε),
replace the sum over αk ∈ Ωb by the integral overΩb, replace p(α) by cr2, where r is the radial
variable in the planeΘ⊥

0 , and use (5.10), (5.11) to get

∑
α�k∈Ωb

G(α�k)|Δα�k| =
∫ O(1)

O(ε1/2)
O(r2ϑ)rn−2 dr = O(1)+ O(εs

′+ n−3
2 −β′). (5.12)

Combining (5.8) and (5.12) gives

(Bεg)(xε) =
∑

α�k∈Ωa∪Ωb

G(α�k)|Δα�k| = O(1)+ O(εs
′+ n−3

2 −β′ ). (5.13)

Therefore,

εκ2 (Bεg)(xε) = O(εκ2)+ O(ε(β0−s0)−(β′−s′))→ 0, ε→ 0, (5.14)

if κ2 > 0. The other two cases, ϑ = 0 and ϑ > 0, can be considered similarly, and the result is
that εκ2 (Bεg)(xε)→ 0 if κ2 > 0 holds there as well.

The proof of lemma 5.1 in the case κ2 = 0 is more involved and is given in appendix F. �
The final result of this section is that the last two terms on the right in (5.1) do not contribute

to the DTB.

Lemma 5.3. Suppose all the assumptions of lemma 5.1 are satisfied, and g0 is as in (4.18).
The last two terms on the right in (5.1) do not contribute to the DTB, i.e. the result of computing
these terms from discrete data satisfies relations analogous to (5.2).

Proof. By the argument following (4.13), the series

Gx̌(α) =
∑
j

(B1dϕε)(α · xε − pj)χ(pj)g0(α, pj) (5.15)

converges absolutely and uniformly in α ∈ Ω. Moreover,

lim
ε→0

Gx̌(α) =
∫
B(α,α · x0 − p)χ(p)g0(α, p)dp, (5.16)

because B(α,α · xε − p)χ(p) is smooth, and ϕ is exact to the degree Lβ . This implies that
limε→0(Bε(χg0))(xε) exists, is independent of x̌, and bounded, i.e. χg0 does not contribute to
the DTB.

The final term to consider is Bεg, where g may have a non-zero leading term in (4.3), but
B is such that (1) all the terms in the expansion (3.9) with β j � 0 are identically zero, and (2)
we do not assume that B̃(α,λ) is a homogeneous function of λ. In this case, the operator B1d is
smoothing of finite degree. With g being continuous (recall that s0 > 1 in (4.3), cf (3.11)), the
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function B1dg is continuous. By an easy calculation we get that limε→0(Bεg)(xε) = (Bg)(x0),
so Bεg does not contribute to the DTB as well. �

Combining theorems 4.5, 4.6 and lemmas 5.1, 5.3 proves our main result.

Theorem 5.4. Let x0 ∈ S be generic. Suppose B and g are the same as in (3.8)–(3.12) and
(4.1)–(4.4), (4.6), respectively, κ1,κ2 � 0, and all the assumptions in section 4.1 hold. One
has

lim
ε→0

εκ2 (Bεg)(xε) = (ϕ ∗μ)(h) if κ2 > 0, (5.17)

where μ is given by (4.42). Also, for some cε,

lim
ε→0

[(Bεg)(xε)− cε] = (ϕ ∗μ)(h) if κ2 = 0, (5.18)

where μ is given by (4.49). The quantity cε depends on ε, but is independent of x̌.
If there exists a function f ∈ L1(Rn) such that its Radon transform f̂ (α, p) satisfies

(4.1)–(4.4), (4.6) and the leading terms of the expansions of f̂ and g coincide, then μ is given
by (3.23) and (3.25) if κ2 > 0, and by (4.47)—if κ2 = 0.

To put it simply, theorem 5.4 asserts that the DTB of a reconstruction equals to a suitably
rescaled convolution of the interpolation kernel ϕ and the corresponding CTB μ.

6. Accounting for finite detector pixel size

In the idealized model of a tomographic experiment the conventional assumption is that data
represents discrete values of the Radon transform f̂ (αk, pj), where pj is the center of the jth

detector pixel. A more accurate model is that the data are the values of f̂ (α, p) averaged over
the area of each pixel:

f̂ ν(α�k, pj) :=
∫

1
ε
ν

(
pj − p

ε

)
f̂ (α�k, p)dp. (6.1)

Here ν is a sufficiently smooth compactly supported function, which models the detector
response. This function is normalized, i.e.

∫
ν(p)dp = 1. Similarly, in a more general case we

can assume that the data are gν = ν ∗ g, where the convolution is in p. Fortunately, all the main
results and conclusions obtained in the previous sections still apply. More precisely, theorem
5.4 (and lemma 2.1 as a particular case of theorem 5.4) still holds after a simple modification.
The only difference is that ϕ is replaced by ϕ ∗ ν in (4.41) and (4.48).

Indeed, a simple calculation shows that the analogues of ψ and Ψ in (4.13) become

ψν(t, p) :=
∫

ψ(t, q)ν(q− p)dq, Ψν(t − p) :=
∫

Ψ(t − q)ν(q− p)dq. (6.2)

Lemmas 4.3 and 4.4 apply to Ψν and ψν without changes. Indeed, in the proof of lemma 4.3
the properties of ϕ that we used were that ϕ is sufficiently smooth, compactly supported, and
ϕ̃(0) = 1. Clearly, ϕ ∗ ν has all of these properties. To prove the statement aboutψν we follow
the proof of lemma 4.4, but replace A with A∗ ν. Hence the derivation (4.21)–(4.36) works
with ψ replaced by ψν . The analogue of (4.36) becomes

J =
1
2

∫
Ψν(h+ t)t(n−3)/2

+ dt. (6.3)

29



Inverse Problems 36 (2020) 124008 A Katsevich

Thus, the only modification to (4.37) is to insert the factor ν̃(λ) = Fν in the integrand, and the
desired assertion is obvious. Similar modifications are done in the case κ2 = 0.

Since smoothing the data increases smoothness of the reconstruction, it is clear that theorem
5.4 holds when f̂ is smoothed as well.

In a more specific case of 2D LT, the conclusions in sections 2.3 and 2.4 hold also. In (2.34)
and (2.35), we replace

φ(t, ·, ·)→ φν(t, ·, ·) :=
∫

ν(t − p)φ(p, ·, ·)dp. (6.4)

In (2.43), we replace ψ with ψν (cf (6.2)). Qualitatively, everything remains the same. The line
artifact from a straight edge in singsupp( f ) is of strength O(1/ε), and the oscillations in fΛε

away from singsupp( f ) are of magnitude O(ε−1/2) even with data smoothing. To change the
conclusions qualitatively, the smoothing should be on a scale δ such that δ/ε→∞, ε→ 0.

7. Numerical experiments

In all the experiments below that use a 2D reconstruction grid, the latter is of size 1001× 1001
and covers the square [−L, L]× [−L, L] with L = 5. The Radon data are given at the points

αk = Δα(k +
√
2), Δα = 2π/n0;

pj = −pmax + jΔp, Δp= ε = 2pmax/n0, pmax = 1.1L
√
2.

(7.1)

The shift
√
2 in the formula for αk is introduced to avoid any special angles. The coefficient

1.1 when computing pmax is introduced to ensure that the data cover a region slightly larger
than the selected reconstruction area.

As the kernel ϕ that satisfies conditions (IK1)–(IK4) in section 2 we used the function (cf
[15]):

ϕ(t) = 0.5(B3(t)+ B3(t − 2))+ 4B3(t − 1)− 2(B4(t)+ B4(t − 1)). (7.2)

Here Bn denotes the cardinal B-spline of degree n supported on [0, n+ 1].
The first group of experiments uses a disk phantom with center xc = (2, 1.5), radius R = 1,

and uniform density 1. The reconstructed fΛε are shown in figures 2–4. They correspond to
n0 = 1000, 2500, and 5000, respectively. Left panels show reconstructions from the discrete
values of the Radon transform (as described in section 2), while right panels show reconstruc-
tions from the Radon transform averaged over detector pixels, cf (6.1). For each pixel the
window function ν is constant inside the interval of length Δp, its support is centered at pj,
and it is normalized so that

∫
ν(p)dp = 1. As expected, no qualitative difference is visible

between the left and right panels corresponding to the same value of n0.
To verify that the predicted edge response (cf lemma 2.1) is accurate, we compute εfΛε(xε)

(i.e., with a factor of ε) on a fine grid along two radial lines through the boundary of the disk.
The intersection points with the boundary are x0 = xc + RΘ0, Θ0 = (cosα0, sinα0), where
α0 = 0.73π for the first line, and α0 =

√
2π for the second line. The reconstruction grid cov-

ers the region xε = x0 + hεΘ0, |h| � 4. The predicted and actual edge responses are shown in
figures 5 and 6. The value of h is shown on the x-axis of each of the plots. We also compute
the value of the parameter a := (Θ⊥

0 · x0)κ for each α0 (cf (2.17)). In (2.17) we assume thatΘ0

is an interior normal, while in this sectionΘ0 is an exterior normal, so the values of a here and
in (2.17) have opposite signs. Note that according to (7.1), κ = Δα/Δp is independent of n0.

In figure 5 the match between the predicted and actual edge responses is bad, while in
figure 6 it is quite accurate. Recall that the edge response is derived under the assumption that
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Figure 2. Reconstructed fΛε, n0 = 1000. Left panel: without data smoothing, right
panel: with data smoothing.

Figure 3. Reconstructed fΛε, n0 = 2500. Left panel: without data smoothing, right
panel: with data smoothing.

Figure 4. Reconstructed fΛε, n0 = 5000. Left panel: without data smoothing, right
panel: with data smoothing. The rectangle on the left panel is used for computing the
standard deviation in a region of the image.

x0 is generic, i.e. a is irrational. We have a = −1.006592 in figure 5, and a = 0.617 327 in
figure 6. In the first case, a can be accurately approximated by a rational number of the form
j/m, where j ∈ Z, m ∈ N, and m is small. In the second case, to accurately approximate a by
a rational number requires a larger denominator m. Consequently, x0 is almost non-generic
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Figure 5. Reconstructed and predicted edge response, α0 = 0.73π. a = −1.006 592.
Top to bottom: n0 = 1000, 2500, 5000. Left panels: without smoothing, right panels:
with smoothing.

in the first case, and generic—in the second case. This experiment demonstrates that local
tomography is sensitive to whether a is close to a rational number with a small denominator.
This is in contrast with exact reconstruction (see [15]), which is much less sensitive to how
non-generic a point x0 ∈ singsupp( f ) is.

To demonstrate non-local artifacts (cf (2.35)), we simulate a squarewith center xc = (2, 1.5),
side length 1, and uniform density 1. To avoid irrelevant complications related to f̂ (α, p) being
discontinuous, we only show the results with f̂ averaged over detector pixels, see figure 7.
The nonlocal artifacts are clearly visible. They extend far from the square itself, and exhibit a
complicated pattern.

Finally, we verify that away from singsupp( f ), the reconstructed fΛε does not converge
pointwise as ε→ 0, n0 →∞ (cf (2.43)). We select an identical rectangle (a total of 84 036
pixels) in all six images and compute the standard deviation of fΛε within each rectangle.
The obtained values are as follows: without smoothing—1.2751, 2.0912, 3.0335, and with
smoothing—0.8639, 1.4079, 2.0881. The values are given in the order n0 = 1000, 2500,
and 5000. The rectangle is shown in figure 4, left panel. The observed values of standard
deviation are in qualitative agreement with the ∼ε−1/2 (or, ∼n1/20 ) dependence in (2.43).
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Figure 6. Reconstructed and predicted edge response, α0 =
√
2π. a = 0.617 327. Top

to bottom: n0 = 1000, 2500, 5000. Left panels: without smoothing, right panels: with
smoothing.

Figure 7. Reconstructed fΛε. Left to right: n0 = 1000, 2500, 5000. The phantom is a
square, all reconstructions are with smoothing.

The ratios 2.0912/1.2751= 1.6400, 3.0335/1.2751= 2.3790 in the no smoothing case, and
1.4079/0.8639= 1.6297, 2.0881/0.8639= 2.4171 in the data smoothing case are fairly close
to the expected values 2.51/2 ≈ 1.5811, 51/2 ≈ 2.2361.
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Appendix A

Proof of lemma 3.2. By (3.13) and (3.1), we compute the asymptotics of the integral

εm−κ1 ( f ,Pm(∂x)wε) =
εm−κ1

(2π)n

∫ ∞

0
Jε(ελ)λm+(n−1)dλ

=
1

(2π)n

∫ ∞

0
ε−(s0+

n−1
2 )Jε(η)η

m+(n−1)dη, ε→ 0,

Jε(η) :=
∫
Sn−1

Pm(−iα)w̃(−ηα)υ̃((η/ε)α)ei(η/ε)(H(α)−α·x0)dα,

(A.1)

where w̃ = Fw.
Due to ṽ j ∈ C∞

0 (Ω ∪ (−Ω)), j � 0 (cf (3.2)), integration on the last line in (A.1) can
be restricted to Ω ∪ (−Ω). By construction, on this set the exponent in (A.1) has two sta-
tionary points: α = ±Θ0. At these points H′(±Θ0) = x0, and the Hessians Ȟ

′′
(±Θ0) are

nondegenerate. Clearly, Ȟ
′′
(−Θ0) = −Ȟ′′

(Θ0).
When working with the integral that defines Jε(η) it is convenient to parametrize α ∈ ±Ω

in terms of α⊥. The expansion in (3.2) is uniform and can be differentiated with respect to α
(cf (3.3)), therefore the stationary phase method (see equation (7.7.13) in [9]) and (4.24) imply
for each η > 0:

Jε(η) = (ε/η)
n−1
2

∑
α∈{±Θ0}

Pm(−iα)w̃(−ηα)υ̃((η/ε)α)/ω(α)+ O(ε
n+1
2 ), ε→ 0, (A.2)

where ω(α) is defined in (3.2), and

|Jε(η)| � W(η)(ε/η)s0+
n−1
2 , W(η) := c

K∑
k=0

(1+ η)k
∑
|ν|=k

max
α∈Sn−1

|∂ν
αw̃(−ηα)|, (A.3)

for some K ∈ N and c > 0 independent of η. Consequently,∣∣∣ε−(s0+
n−1
2 )Jε(η)η

m+(n−1)
∣∣∣ � ηm−κ1−1W(η), η > 0. (A.4)

Recall that w̃(ηα) and, therefore,W(η), are rapidly decreasing functions. Thus, the integrand
on the second line in (A.1) admits a uniform as ε→ 0 bound in L1(R+) if m � �κ1�. In this
case we can envoke the dominated convergence theorem and take the limit as ε→ 0 inside the
integral in (A.1). Clearly, limε→0 υ̃((η/ε)α)ε−s0 = ω(α)υ̃0(α)/ηs0 for any η > 0. Combining
(A.1) and (A.2) now gives

lim
ε→0

εm−κ1 ( f ,Pm(∂x)wε) =
1

(2π)n
∑

α∈{±Θ0}
υ̃0(α)

∫ ∞

0
Pm(−iλα)w̃(−λα)λ−(κ1+1)dλ

=
1
2π

∫
Pm(−iλΘ0)w̃(−λΘ0)μ̃(λ)dλ, (A.5)

where the distribution μ̃ ∈ S′(R) is the same as in (3.15), and the lemma is proven.A somewhat
related argument is in the proof of proposition 18.2.2 in [10].
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Appendix B

Proof of lemma 4.2. Due to (4.14), we may assume that both t and p are bounded, e.g.
|t|, |p| � a < ∞ for some a. This is assumed in all of the proof. We begin by considering the
first equation in (4.23).
Case I. B1d is local. In this case, B1dϕ = cB̃0(α)ϕ(β). By (IK2′), the sum in (4.13) contains
finitely many terms, and the desired assertion follows from the assumption ϕ(β+1) ∈ L∞(R)
(cf (IK3′))
Case II. B1d is not local, β /∈ N. Set k := �β�, ν := {β}, 0 < ν < 1. Then (B1dϕ)(r) is a linear
combination of the following terms:∫

ϕ(k)(q)(q− r)−ν
± dq, (B.1)

and the coefficients are C∞(Ω) functions of α. Since |t| � a, we can find N so that | j| � N
implies r = t − j /∈ supp(ϕ). Integrating by parts k times and differentiating with respect to r
in (B.1) gives (B1dϕ)′(r) = O(|r|−(β+2)), r→∞. Together with s− 1− β < 0 this yields∑

| j|�N

[(B1dϕ)(t + ε− j)− (B1dϕ)(t− j)]A( j− p) = O(ε). (B.2)

In the remaining terms, j is bounded (together with t and p). To estimate the remainder, we
look at the integrals

J±(t) :=
∫

ϕ(k)(q)
[
(q− (t + ε))−ν

± − (q− t)−ν
±

]
dq, (B.3)

By (IK3′),ϕ(k)(q) ∈ L∞(R). Each version of the expression in brackets (with ‘+’ and with ‘−’)
changes sign only once: when q = t + ε or q = t. Therefore, by (IK2′),

|J±(t)| � O(1)sup
q

[
(q+ ε)1−ν

± − q1−ν
±

]
= O(ε1−ν), (B.4)

and the assertion is proven.
Case III. B is not local, β ∈ N. In this case, B1dϕ = cB̃0(α)Hϕ(β), where H is the Hilbert
transform and B̃0(α) ∈ C∞(Ω). Choose N as in case II. Clearly, (B.2) still holds. Similarly to
(B.3), to estimate the remainder, we look at the integral

J(t) :=
∫

g(q)
q− t

dq, g(q) :=ϕ(β)(q+ ε)− ϕ(β)(q). (B.5)

By (IK3′), g(q) = O(ε) and g′(q) = O(1). Writing

J(t) =

(∫ t−ε

−a
+

∫ a

t+ε

)
g(q)
q− t

dq+
∫ t+ε

t−ε

g(q)− g(t)
q− t

dq, (B.6)

where a, 0 < a < ∞ is sufficiently large, and applying elementary estimates we obtain the
desired result.

The proof of the second estimate in (4.23) is fairly similar. In case I, the result immediately
follows by noticing that

sup
|p|�a

|A(p+ ε)−A(p)| = O(εmin(s−1,1)). (B.7)
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In cases II and III, we find N so that | j| � N implies j− p is bounded away from zero. Then,
similarly to (B.2),∑

| j|�N

(B1dϕ)(t− j)[A( j− (p+ ε))−A( j− p)] = O(ε). (B.8)

The required estimate of the remainder then follows from (B.7).
The fact that all the estimates are uniformwith respect to t and p is obvious. The uniformity

with respect to α ∈ Ω follows from the assumption a±(α) ∈ C∞
0 (Ω) (cf (4.18)).

The proofs of cases I and III go through ifϕ(β+1) ∈ L∞(R). The proof of case II goes through
if ϕ(�β�) ∈ L∞(R). In the remaining proofs, we will be keeping track of the degree of exactness
of ϕ (denoted by Eϕ) and the highest order derivative of ϕ (denoted by Dϕ) that is required at
each step. The maximumvalues of Eϕ andDϕ are then stated in (IK1′) and (IK3′), respectively.

Appendix C

Proof of lemma 4.3. In what follows we assume t→+∞. The proof when t→−∞ is
completely analogous. We begin by computing FA using (4.13) and (G.1):

ã(λ) := (FA)(λ) = Γ(s)

{
a+q(λ+ i0)−s + (a−/q)(λ− i0)−s, s /∈ Z,[
a+q+ (a−/q)

]
λ−s + π

[
a+(i/q)− a−iq

]
δ(s−1), s ∈ N,

q := ei(π/2)s.

(C.1)

Therefore (cf (4.15)):

Ψ(t) =
1
2π

∫
b̃(λ)ϕ̃(λ)ã(λ)e−iλt dλ =

1
2π

∫
ϕ̃(λ)

(
c(1)+ λβ−s

+ + c(1)− λβ−s
−

)
e−iλt dλ. (C.2)

To prove the lemma consider two cases.
Case I. β − s /∈ Z. Set k := �β − s+ 1�. Since ϕ̃(0) = 1, theorem 1 in section IV.2 of [30]
gives

Ψ(t) = F−1
(
c(1)+ λβ−s

+ + c(1)− λβ−s
−

)
+ O(t−k)

∫ ∣∣∣(|λ|β−s(ϕ̃(λ)− 1)
)(k)∣∣∣ dλ. (C.3)

The following condition ensures that the last integral in (C.3) is finite:

ϕ̃( j)(λ) = O(|λ|s−1−β−c), λ→∞, 0 � j � �β − s+ 1�, (C.4)

for some c > 0.
Case II. β − s ∈ 0 ∪N. The assumption β � s+ (n− 3)/2 implies that if β − s ∈ Z, then
β − s � 0. The asymptotics of Ψ is obtained integrating by parts in (C.2):

Ψ(t) =F−1
(
c(1)+ λβ−s

+ + c(1)− λβ−s
−

)
+ O(ts−2−β)

[∫ ∞

0

∣∣∣(λβ−sϕ̃(λ)
)(β−s+2)

∣∣∣ dλ
+

∫ ∞

0

∣∣∣(λβ−sϕ̃(−λ)
)(β−s+2)

∣∣∣ dλ+ |ϕ̃′(0)|
]
. (C.5)

The following condition ensures that (C.5) holds (including that all the boundary terms of order
less than O(ts−1−β) vanish):

ϕ̃( j)(λ) = O(|λ|s−1−β−c)), λ→∞, 0 � j � β − s+ 2, (C.6)
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for some c > 0.
To complete the proof, it remains to show that if c(1)− = c(1)+ e−i(β−s)π , then the leading term

of the asymptotics disappears. From (G.1),

F−1
(
c(1)+ λβ−s

+ + c(1)− λβ−s
−

)
=

{
c1t

s−1−β
− , β − s /∈ Z,

c2δ
(β−s)(t), β − s ∈ 0 ∪N,

(C.7)

for some c1,2, and the assertion follows.
Condition (IK3′) guarantees that (C.4) and (C.6) hold. Since ϕ is compactly supported,

ϕ(l) ∈ L1(R) implies that ϕ̃( j)(λ) = O(|λ|−l), λ→∞, for any j � 0. Therefore, we have to
make sure that the following inequality is satisfied{

β + 1, β ∈ N

�β�, β /∈ N

� β + 1+ c− s (C.8)

for some c > 0. The above inequality holds if s � 1+ c for some c > 0. This is clearly true,
since we assume that s � (n+ 1)/2 � 3/2.

Appendix D

Proof of lemma 4.4. In view ofψ(t, p) = ψ(t − m, p− m),m ∈ Z, wemay assumewithout
loss of generality that p ∈ [0, 1]. Define

Fs(t) :=
∑
j

ϕ(t − j)A( j− p), Fi(t) :=
∫

ϕ(t − r)A(r − p)dr. (D.1)

The subscripts ‘s’ and ‘i’ stand for the ‘sum’ and ‘integral’, respectively. To simplify notations,
the dependence of Fs and Fi on p is ignored. First, we have

F(l)
∗ (t) = A(l)(t)+ O(|t|s−2−l), t→∞, 0 � l � Lβ ,

F(l)
∗ (t) = O(|t|s−1−l), t→∞, l = Lβ + 1, β ∈ N,

(D.2)

where ∗ = s, i, and the big-O terms are uniformwith respect to p ∈ [0, 1]. The statement for Fi

is trivial in view of (IK4′). The statement for Fs follows easily too by using that ϕ is exact for
polynomials of degree up to Lβ , representingA( j− p) as the sum of the Taylor polynomial of
degree Lβ centered at t and the remainder, and differentiating Fs the required number of times.

Denote

ΔF(t) :=Fs(t)− Fi(t), Δψ(t) :=ψ(t, p)−Ψ(t − p). (D.3)

The p-dependence of ΔF, Δψ, and various other quantities below is omitted for simplicity.
Clearly,Δψ(t) = B1dΔF. From (D.2),

ΔF(l)(t) =

{
O(|t|s−2−l), 0 � l � Lβ ,

O(|t|s−1−l), l = Lβ + 1, β ∈ N,
t→∞. (D.4)

For (D.4) to hold when l � Lβ , ϕ should be exact to the degree l so that the leading terms
in the asymptotics of F(l)

s (t) and F(l)
i (t) cancel each other. Thus, (D.4) for any 0 � l � Lβ

37



Inverse Problems 36 (2020) 124008 A Katsevich

requires Eϕ = l, Dϕ = l. When l = Lβ + 1 in (D.4), no cancellation is needed, and in this case
Eϕ = l− 1, Dϕ = l.

In what followswe assume t→+∞. The proof when t→−∞ is completely analogous. To
prove the lemma we consider three cases, which correspond to the three lines in (4.32). Denote
ϑ := s− 2− β. The condition κ2 � 0 implies ϑ � −3/2.
Case I. B1d is local, β ∈ N. By (D.4) with l = β (Eϕ = β, Dϕ = β),

Δψ(t) = b+(i∂p)βΔF(t) = O(tϑ). (D.5)

Case II. B1d is not local, β /∈ N. Set k := �β�, ν := {β}, 0 < ν < 1. Then Δψ(t) is a linear
combination of the following terms:

J±(t) :=
∫

ΔF(k)(q)(q− t)−ν
± dq. (D.6)

By (D.4) with l = k = �β� (Eϕ = �β�, Dϕ = �β�):

J+(t) =
∫ ∞

t
ΔF(k)(q)(q− t)−ν dq =

∫ ∞

t
O(qs−2−k)(q− t)−ν dq = O(tϑ), (D.7)

where we have used that s− 1− k − ν = ϑ < 0. The term J−(t) is estimated by splitting it
into two integrals:

J(1)− (t) :=
∫ t/2

−∞
ΔF(k)(q)(t− q)−ν dq, J(2)− (t) :=

∫ t

t/2
ΔF(k)(q)(t− q)−ν dq.

(D.8)

Integrating by parts and using (D.4) with all l, 0 � l � k − 1 (Eϕ = �β� − 1, Dϕ = �β� − 1),
gives

|J(1)− (t)| = O(1)
∫ t/2

−∞
|ΔF(q)|(t− q)−(β+1)dq+ O(tϑ)

= O(1)
∫ t/2

−∞

|q|s−2

(t − q)β+1
dq+ O(1)

∫ 1

−1

1
(t− q)β+1

dq+ O(tϑ) = O(tϑ), (D.9)

where we have used that κ1 � 0, i.e. s− 1 � 1/2. The term J(2)− (t) is estimated analogously to
(D.7), and we get the same estimate as in (D.7). Therefore,Δψ(t) = O(tϑ).
Case III. B1d is not local, β ∈ N. Now we have to look at only one expression

J(t) :=
∫

ΔF(k)(q)
1

q− t
dq, β = k, (D.10)

which is split into five integrals:

J1(t)+ . . .+ J5(t) :=

(∫ −t

−∞
+

∫ t/2

−t
+

∫ t−1

t/2
+

∫ t+1

t−1
+

∫ ∞

t+1

)
ΔF(k)(q)

1
q− t

dq. (D.11)

By (D.4) with l = k (Eϕ = β, Dϕ = β), we immediately get J1(t) = O(tϑ).
Integrating by parts in the definition of J2 and using that all the boundary terms are of order

O(tϑ) (Eϕ = β − 1, Dϕ = β − 1), we get similarly to (D.9) that J2(t) = O(tϑ). Using (D.4)
with l = k (Eϕ = β, Dϕ = β) in J3 and J5 gives J3,5(t) = O(tϑlogt).

38



Inverse Problems 36 (2020) 124008 A Katsevich

Consider now J4. By (D.4) with l = Lβ + 1 (Eϕ = β, Dϕ = β + 1):

J4(t) =
∫ t+1

t−1

ΔF(k)(q)−ΔF(k)(t)
q− t

dq

=

∫ t+1

t−1

[F(k)
s (q)− F(k)

s (t)]− [F(k)
i (q)− F(k)

i (t)]
q− t

dq = O(tϑ). (D.12)

Combining all the results we finish the proof.

Appendix E

Proof of lemma 5.2. Define

Fα(t) :=
∑
j

ϕε((H(α)+ t)− ε j)g(α, ε j). (E.1)

We begin by showing that there exists c > 0 so that:

F(l)
α (t) =

⎧⎪⎪⎨⎪⎪⎩
0, |t| > c,

O(εs
′−1−l), |t| � cε,

O(|t|s′−1−l), cε � |t| � c,

0 � l �
{
β0 + 1, if β0 ∈ N,

�β0�, if β0 /∈ N.
. (E.2)

In (E.2),O(εs′−1−l) is uniformwith respect to t provided that |t| � cε, andO(ts′−1−l) is uniform
with respect to ε provided that cε � |t| � c. Additionally, each of these big-O terms is uniform
with respect to α ∈ Ω. For this property to hold the requirement (4.4) is essential. The essence
of the estimate (E.2) is to control the behavior of F(l)

α (t) for small t.
Let us prove (E.2) for a given l. The top case in (E.2) follows because ϕ and g are compactly

supported. The middle case follows from the top line in (5.3) and the fact that the number of
terms in the sum in (E.1) is uniformly bounded for all α ∈ Ω and all ε > 0 sufficiently small.
We also use that ϕ(l) ∈ L∞. To prove the bottom case, assume that c > 0 is sufficiently large
and ϕε(t) ≡ 0 when |t| � cε. The rest of the argument follows by representing g(α, ε j) as the
Taylor polynomial of degree l− 1 centered at t plus the remainder, differentiating l times, and
then using (5.3). The degree of the Taylor polynomial is l− 1 instead of l as in appendix D,
because no cancellation is needed now. In other words, in (E.2) the precise knowledge of the
leading order term of the asymptotics of F(l)

α (t), t→ 0, is not required, we only need its order
of magnitude. Therefore, using (E.2) for some l requires Eϕ = l− 1 and Dϕ = l.

The rest of the proof of the lemma is largely very similar to (D.5)–(D.12). The difference
between the proofs is due to the fact that s′ can be large, and s′ − 1− β ′ is no longer necessarily
negative. In particular, the integrals over infinite intervals may diverge, and we need to use that
Fα is compactly supported. Also, we need to use that all our estimates are uniformwith respect
to α ∈ Ω.

In what follows the standing assumption is α ∈ Ωb, and we introduce the notation p=
p(α) = α · xε − H(α). Since Ȟ

′′
(Θ0) is negative definite, and x̌ is confined to a bounded set,

we have p(α) � c(A)ε, α ∈ Ωb, and c(A)→∞ as A→∞. Denote ϑ := s′ − 1− β′.
Case I. B is local. Here β′ ∈ 0 ∪ N. By the bottom case in (E.2) with l = β ′ (Eϕ = β′ − 1,
Dϕ = β′),

G(α) =
∑
j

(B1dϕε)(α · xε − ε j)g(α, ε j) = O(1)F(β′)
α (p(α)) = O(p(α)ϑ), (E.3)
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where O(1) is a C∞
0 (Ω) function of α. Here we assume that A > 0 in the definitions of Ωa, Ωb

(cf (4.22)) is sufficiently large, so that p(α) � cε for any α ∈ Ωb and x̌, and the bottom case in
(E.2) indeed applies. Similar assumptions are made in cases II and III below.
Case II. B is not local, β′ /∈ Z. Set k := �β′�, ν := {β′}, 0 < ν < 1. Then G(α) is a linear
combination of the following terms:

J±(p) :=
∫
F(k)
α (t)(t − p)−ν

± dt, p= p(α). (E.4)

The coefficients of the linear combination are C∞
0 (Ω) functions of α. The dependence of J±

on α is omitted for simplicity. We begin by estimating J+(p) (with c the same as in (E.2)):

J+(p) =
∫ c

p
F(k)
α (t)(t− p)−ν dt =

∫ c

p
O(ts

′−1−k)(t− p)−ν dt = O(Ψ(p)), (E.5)

where Ψ is defined in (5.9). Similarly to (E.3), in (E.5) we assumed that A > 0 is sufficiently
large, so p= p(α) > cε, and the bottom case in (E.2) with l = k = �β′� applies (Eϕ = �β′� −
1, Dϕ = �β′�).

The term J−(p) is estimated by splitting it into two expressions:

J(1)− (p) :=
∫ p/2

−c
F(k)
α (t)(p− t)−ν dt, J(2)− (p) :=

∫ p

p/2
F(k)
α (t)(p− t)−ν dt. (E.6)

Integrating by parts, using that Fα(t) ≡ 0, t � −c, and appealing to the bottom case in (E.2)
with 0 � l � k − 1 (Eϕ = �β′� − 2, Dϕ = �β′� − 1) gives

|J(1)− (p)| � O(1)
∫ p/2

−c
|Fα(t)|(p− t)−(β′+1) dt + O(pϑ)

� O(1)

(∫ −cε

−c
+

∫ cε

−cε
+

∫ p/2

cε

)
|Fα(t)|

(p− t)β′+1
dt + O(pϑ)

= O(1)

[∫ p/2

−c

|t|s′−1

(p− t)β′+1
dt +

εs
′

pβ′+1

]
+ O(pϑ). (E.7)

Considering the same three cases as in (5.9) and using that ε = O(p(α)), it is easy to see that
J(1)− (p) = O(Ψ(p)).

To estimate J(2)− (p), assume as before that A > 0 is sufficiently large, 0.5p(α) > cε, and the
bottom case in (E.2) with l = k applies (Eϕ = �β′� − 1,Dϕ = �β′�). Then (E.6) gives J(2)− (p) =
O(pϑ). Combining with the estimate for J(1)− (p) this yields J−(p) = O(Ψ(p)). Therefore,

G(α) = O(Ψ(p(α))). (E.8)

Case III. B is not local, β′ ∈ 0 ∪N. In this case we look at only one expression

J(p) :=
∫

F(k)
α (t)
t − p

dt, β′ = k. (E.9)

Then

J1(p) :=
∫ 1.5p

0.5p

F(k)
α (t)− F(k)

α (p)
t − p

dt. (E.10)
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By the bottom line in (E.2) with l = k + 1 (Eϕ = β′, Dϕ = β′ + 1), upon assuming 0.5p(α) �
cε,

J1(p) = O(ps
′−1−(k+1))O(p) = O(pϑ). (E.11)

The other two terms:

J2(p) =
∫ c

1.5p
F(k)
α (t)

1
t − p

dt, J3(p) =
∫ 0.5p

−c
F(k)
α (t)

1
t − p

dt, (E.12)

are estimated similarly to (E.5) and (E.7), respectively (Eϕ = β′ − 1, Dϕ = β′):

J2(p) =
∫ c

1.5p
O
(
ts
′−1−k

) 1
t − p

dt = O(Ψ(p)),

|J3(p)| � O(1)
∫ 0.5p

−c
|Fα(t)|

1
(p− t)k+1

dt + O(pϑ) = O(Ψ(p)).

(E.13)

Combining (E.11) and (E.13) yields

G(α) = O(1)J(p(α)) = O(Ψ(p(α))). (E.14)

Appendix F

Proof of lemma 5.1 in the case κ2 = 0. The goal is to show that lower order terms
contribute a constant to the DTB at x0, i.e.

lim
ε→0

[(Bεg)(xε)− (Bεg)(x0)] = 0, (F.1)

so the DTB is independent of x̌ confined to bounded sets. From (5.8),

lim
ε→0

∑
α�k∈Ωa

Gx̌(α�k)|Δα�k| = 0. (F.2)

In what follows we introduce notations like these

ΔFα(p) :=Fα(p+ hε)− Fα(p), ΔJ+(p) := J+(p+ hε)− J+(p), . . . , (F.3)

where h = α · x̌. From (E.2),

ΔF(l)
α (t) =

⎧⎪⎪⎨⎪⎪⎩
0, |t| > c,

O(εs
′−1−l), |t| � cε,

O(ε|t|s′−2−l), cε � |t| � c,

0 � l �
{
β0, ifβ0 ∈ N,

�β0� − 1, ifβ0 /∈ N.
(F.4)

The estimate of ΔF(l)
α (t) in (F.4) is based on the estimate of F(l+1)

α (t) in (E.2), and the latter
requires Eϕ = l and Dϕ = l+ 1.

Analogously to (5.9), define

Ψ2(p) :=

⎧⎪⎪⎨⎪⎪⎩
pϑ, ϑ < 0,

ln(1/p), ϑ = 0,

1, ϑ > 0,

p> 0, ϑ := s′ − 2− β′. (F.5)
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To estimate the contribution of α�k ∈ Ωb, we replace Fα(t) with ΔFα(t) in cases I–III in
appendix E. Case I is the easiest. By the bottom line in (F.4) with l = β ′ (Eϕ = β′, Dϕ =
β′ + 1), the analogue of (E.3) becomes

Gx̌(α)− G0(α) = O(1)ΔF(β′)
α (p) = O(εpϑ), p = p(α). (F.6)

In case II, we need to estimateΔJ±(p) (cf (E.4)). As usual, set k := �β′�, ν := {β′}, 0 < ν < 1.
Then

ΔJ±(p) =
∫ c

−c
F(k)
α (t)(t − (p+ hε))−ν

± dt −
∫ c

−c
F(k)
α (t)(t − p)−ν

± dt

=

∫ c

−c
ΔF(k)

α (t)(t− p)−ν
± dt, (F.7)

where we assumed that c > 0 is sufficiently large. First, considerΔJ+(p):

ΔJ+(p) =

(∫ 2p

p
+

∫ c

2p

)
F(k)
α (t)

[
(t − (p+ ε))−ν

+ − (t − p)−ν
]
dt

=:ΔJ(1)+ (p)+ΔJ(2)+ (p). (F.8)

After simple transformations,

ΔJ(1)+ (p) =
∫ 2p

p+ε

F(k)
α (t)

[
(t− (p+ ε))−ν − (t − p)−ν

]
dt −

∫ p+ε

p

F(k)
α (t)

(t − p)ν
dt

=:ΔJ(11)+ (p)−ΔJ(12)+ (p). (F.9)

Using (E.2) with l = k (Eϕ = �β′� − 1, Dϕ = �β′�) gives

|ΔJ(11)+ (p)| = O(1)
∫ 2p

p+ε

ts
′−1−k [(t− (p+ ε))−ν − (t− p)−ν

]
dt

= O(ps
′−1−k)

∫ 2p

p+ε

[
(t− (p+ ε))−ν − (t− p)−ν

]
dt = O(ε1−ν ps

′−1−k), (F.10)

and

ΔJ(12)+ (p) = O(ε1−νps
′−1−k). (F.11)

Combining (F.9)–(F.11) gives

ΔJ(1)+ (p) = O(ε1−ν ps
′−1−k). (F.12)

Estimation ofΔJ(2)+ (p) also is based on (E.2) with l = k (Eϕ = �β′� − 1, Dϕ = �β′�):

|ΔJ(2)+ (p)| =O(1)
∫ c

2p
ts
′−1−k [(t − (p+ ε))−ν − (t − p)−ν

]
dt

=O(ε)
∫ c

2p
ts
′−1−kt−(1+ν)dt = O(εΨ2(p)). (F.13)

Therefore, from (F.12) and (F.13)

ΔJ+(p) = O(ε1−ν ps
′−1−k)+ O(εΨ2(p)). (F.14)
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Next, we investigateΔJ−(p):

ΔJ−(p) =

(∫ p/2

−c
+

∫ p

p/2

)
ΔF(k)

α (t)(p− t)−νdt=:ΔJ(1)− (p)+ΔJ(2)− (p). (F.15)

Estimation ofΔJ(1)− (p) is analogous to (E.7):

|ΔJ(1)− (p)| � O(1)
∫ p/2

−c
|ΔFα(t)|(p− t)−(β′+1) dt + O(εpϑ)

� O(1)

(∫ −cε

−c
+

∫ cε

−cε
+

∫ p/2

cε

)
|ΔFα(t)|
(p− t)β′+1

dt + O(εpϑ)

= O(1)

[
ε

∫ p/2

−c

|t|s′−2

(p− t)β′+1
dt + ε

εs
′−1

pβ′+1

]
+ O(εpϑ) = O(εΨ2(p)). (F.16)

By assumption, s′ � s � (n+ 1)/2. Therefore, s′ − 2 � −1/2, and the first integral on the
last line is absolutely convergent at t = 0. When integrating by parts, (F.4) is used for l =
k − 1, k− 2, . . . , 0. Hence Eϕ = �β′� − 1, Dϕ = �β′�.

Estimation ofΔJ(2)− (p) is analogous to that ofΔJ(1)+ (p). HenceΔJ−(p) also satisfies (F.12),
and combining with (F.16) and (F.14) gives

Gx̌(α)− G0(α) = O(ε1−ν ps
′−1−k)+ O(εΨ2(p)), p= p(α). (F.17)

In case III, k = β′, we have

ΔJ(p) =
∫

ΔF(k)
α (t)

1
t − p

dt, (F.18)

which is analogous to (E.9). Similarly to (E.10),

ΔJ1(p) =
∫ p+ε

p−ε

[
F(k)
α (t + hε)− F(k)

α (p+ hε)
]
−

[
F(k)
α (t)− F(k)

α (p)
]

t − p
dt. (F.19)

Estimating each of the two terms in (F.19) separately using the bottom case in (F.4) with l = k
(Eϕ = β′, Dϕ = β′ + 1) and adding the two estimates yields

ΔJ1(p) = O(εpϑ). (F.20)

The two remaining terms,ΔJ2(p) andΔJ3(p), are as follows

ΔJ2(p) =
∫ p−ε

−c
ΔF(k)

α (t)
1

t − p
dt, ΔJ3(p) =

∫ c

p+ε

ΔF(k)
α (t)

1
t − p

dt. (F.21)

To estimate ΔJ2, we write

ΔJ21(p) =
∫ p/2

−c
ΔF(k)

α (t)
1

t − p
dt, ΔJ22(p) =

∫ p−ε

p/2
ΔF(k)

α (t)
1

t− p
dt. (F.22)

Integrating by parts in ΔJ21 and using (F.4) with l = k − 1, k− 2, . . . , 0 (Eϕ = β′ − 1,
Dϕ = β′) gives similarly to (F.16)

43



Inverse Problems 36 (2020) 124008 A Katsevich

ΔJ21(p) = O(1)
∫ p/2

−c
|ΔFα(t)|

1
(p− t)k+1

dt + O(εpϑ)

= O(1)

(
ε

∫ p/2

−c

|t|s′−2

(p− t)k+1
dt +

∫ cε

−cε

εs
′−1

(p− t)k+1
dt

)
+ O(εpϑ)

= O(ε)
(
Ψ2(p)+ εs

′−1p−(k+1)
)
+ O(εpϑ) = O(εΨ2(p)). (F.23)

By (F.4) with l = k (Eϕ = β′, Dϕ = β′ + 1)

ΔJ22(p) = O(ε)
∫ p−ε

p/2

ts
′−2−k

p− t
dt = ε ln(p/ε)O(pϑ),

ΔJ3(p) = O(ε)
∫ c

p+ε

ts
′−2−k

t − p
dt = O(ε)(ln(p/ε)pϑ +Ψ2(p)).

(F.24)

Combining (F.20) and (F.23), (F.24) gives

Gx̌(α)− G0(α) = ε
[
ln(p/ε)O(pϑ)+ O(Ψ2(p))

]
, p = p(α). (F.25)

Now we prove (F.1). Suppose ϑ < 0. Comparing (F.6), (F.17), and (F.25), it is clear that we
have to consider only the last two cases. In case II, the analogue of (5.12) becomes:

∑
α�k∈Ωb

(Gx̌(α�k)− G0(α�k))|Δα�k| = O(ε1−ν)
∫ 1

ε1/2
r2(s

′−1−k)+(n−2)dr + O(ε)
∫ 1

ε1/2
r2ϑ+(n−2)dr

= O
(
ε(s

′−β′)−(s0−β0)
)
→ 0, ε→ 0. (F.26)

In case III, the computation is

∑
α�k∈Ωb

(Gx̌(α�k)− G0(α�k))|Δα�k|

= O(ε)
∫ 1

ε1/2
ln(r2/ε)r2ϑ+(n−2)dr = O(ε)

∫ 1

ε

ln(r/ε)rϑ+(n−3)/2dr

= O(ε)+ O
(
ln(1/ε)ε(s

′−β′)−(s0−β0)
)
→ 0, ε→ 0. (F.27)

Combining with (F.2) finishes the proof. The other two cases ϑ = 0 and ϑ > 0 can be
considered analogously.

Appendix G

Useful formulas. For convenience, we state here the key formulas used in the paper
extensively (see [5]):
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F (xa±) = e±i(a+1)π/2Γ(a+ 1)(λ± i0)−(a+1), a �= −1,−2, . . . ,

F ((x ± i0)a) =
2πe±iaπ/2

Γ(−a) λ−(a+1)
∓ , a �= 0, 1, 2, . . . ,

(x ± i0)a = xa+ + e±iaπxa−, a �= −1,−2, . . . ,

(x ± i0)−n = x−n ∓ iπ(−1)n−1

(n− 1)!
δ(n−1)(x), n = 1, 2, . . . .

(G.1)

Also, the n− 1 dimensional area of the sphere Sn−1 in R
n is |Sn−1| = 2πn/2/Γ(n/2). Another

useful identity is Γ(s)Γ(1− s) = π/sin(πs).
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