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Abstract

This study proposes a novel flexible bus dispatching system in which a fleet of fully automated modular bus
units, together with conventional buses, serves the passenger demand. These modular bus units can either operate
individually or combined (forming larger modular buses with a higher passenger capacity). This provides enormous
flexibility to manage the service frequencies and vehicle allocation, reducing thereby the operating cost and improving
passenger mobility.

We develop an optimization model used to determine the optimal composition of modular bus units and the optimal
service frequency at which the buses (both conventional and modular) should be dispatched across each bus line. We
explicitly account for the dynamics of traffic congestion and complex interactions between the modes at the network
level based on the recently proposed three-dimensional macroscopic fundamental diagram (3D-MFD). To the best of
our knowledge, this is the first application of the 3D-MFD and modular bus units for the frequency setting problem in
the domain of bus operations.

Numerical results show the improvements in the total system cost made by adjusting the number of combined
modular bus units and their dispatching frequencies to the evolution of both, the car and the bus passenger demand. A
comparison with the commonly used approach that considers only the bus system (neglecting the complex multimodal
interactions and congestion propagation) reveals the value of the proposed modeling framework. Finally, a sensitivity
analysis of the effect of the operating unit cost of modular bus units, the size of the bus network, and the size of the
bus fleet sheds light on the robustness of the proposed optimization framework.

Keywords: Optimal bus dispatching system; Modular bus units; Frequency setting problem; 3D-MFD

1. Introduction

In the past few decades, urbanization has become a prevalent trend for many places around the globe. As cities
continue to grow, they require substantial infrastructure resources, placing various burdens to society and economic
development. To address the social, economic, and environmental challenges associated with rapid urbanization, it is
crucial to provide a sustainable transportation system. This is because transportation connects people and goods for
social and economic interactions (Krugman, 1991).

Public transport is considered to be a crucial aspect of a sustainable urban development, as it allows more pas-
sengers to efficiently travel across an urban area (Roca-Riu et al., 2020). Nevertheless, to be attractive and a suitable
alternative for the car owners, public modes of transport need to provide a good level of service. This can be achieved
in many different ways, e.g. through a proper network design, frequency setting, timetable design, fleet assignment,
and crew assignment. Due to their high complexity, the optimization of each of these stages is usually performed
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sequentially and is considered as a separate problem, influencing the decisions taken at the subsequent stage (Ceder,
2007; Desaulniers and Hickman, 2007). The decisions can be made for different planning horizons, depending on
whether they are strategical, tactical, or operational (Martinez et al., 2014).

One of the prominent research topics in the public transport community, more specifically in the domain of bus
operations, is the frequency setting problem. In this problem, the time intervals between consecutive buses need
to be determined in a way that they can satisfy the total passenger demand generated during the planning horizon
without a disproportionate increase in operator costs. As such, the problem belongs to the group of tactical problems,
related to improving the level of service and reducing the operating cost of buses. Methods used to find the optimal
bus frequency are usually based on minimizing the passenger waiting time, transfer time, total passenger cost, total
operator cost, or a combination of them. Existing studies on this topic, up to now, rarely consider the impact of traffic
conditions on the optimal bus frequency or the effects that the optimal bus frequency might have on traffic (Dakic
et al., 2020).

To ensure that the determined bus frequency actually leads to an efficient bus service, it is crucial to account for the
impact of traffic conditions, especially in case of mixed traffic (Loder et al., 2019a). With the emerging concepts re-
lated to the macroscopic modeling of large-scale networks, we can now study urban traffic dynamics in a parsimonious
way. These concepts are mostly based on the Macroscopic Fundamental Diagram (MFD) (Daganzo, 2007; Gerolimi-
nis and Daganzo, 2008), also known as the Network Fundamental Diagram (Mahmassani et al., 2013). The MFD has
been shown to be a useful and elegant tool to determine the current state of traffic in an urban transportation network.
It links the vehicle accumulation and the travel production with a well-defined and reproducible curve. Although
initially the MFDs were studied within the context of uni-modal (i.e. car) traffic, recent research efforts have resulted
in the development of a three-dimensional MFD (3D-MFD), applicable for bi-modal traffic (Geroliminis et al., 2014;
Loder et al., 2017, 2019b; Dakic et al., 2020). The 3D-MFD offers new ways to analyze complex interactions between
different transportation modes, i.e. cars and buses (Dakic and Menendez, 2018), and has been mainly used to develop
efficient perimeter control schemes for bi-modal urban networks (Ampountolas et al., 2017; Chiabaut et al., 2018; He
et al., 2019; Dakic et al., 2019; Yang et al., 2019). The potential to apply the 3D-MFD for the purpose of capturing
traffic conditions for the frequency setting problem has not been explored whatsoever.

When determining the optimal bus frequency, one of the most constraining parameters is the available vehicle
fleet. The vehicle fleet can consist not only of conventional buses, but also of modular bus units that can either operate
individually or combined together (forming thereby a single modular bus of a higher passenger capacity). In railway
systems, for example, the vehicle fleet corresponds to a stock of cars and locomotives (commonly referred to as train
units) that, when combined, form a single train. The number of train units assigned to a train is, in most cases,
determined according to the predefined dispatched frequency of trains and the level of passenger demand (Cordeau
et al., 2001; Lingaya et al., 2002; Fioole et al., 2006; Cacchiani et al., 2010). Only recently did researchers investigate
the potential for combining the allocation of train units and the optimization of the dispatched frequency (Cadarso
et al., 2013; Yue et al., 2017; Wang et al., 2018; Chen et al., 2019).

Recent advances in vehicle technology have opened new opportunities to apply similar concepts (i.e. combining
and splitting of vehicle units) also for the bus systems (Guo et al., 2018; Chen et al., 2019, 2020). Such concept,
herein called flexible bus dispatching system, can be especially useful for public transport operators, as it offers new
perspectives and enormous flexibility to better manage the allocation of the vehicle resources and reduce the operating
cost. For example, rather than dispatching a bus with a high passenger capacity in case of low passenger demand, an
operator can send a group of few combined modular and fully automated bus units that, overall, has lower passenger
capacity (increasing thereby the passenger occupancy) and lower operating cost. Furthermore, as the bus units are
fully automated, there is no cost for assigning bus drivers to them.

Building on the knowledge of the 3D-MFD and the advanced automated vehicle technology, in this study we
propose such a flexible bus dispatching system and provide a framework on how to model it. In particular, we develop
an optimization model to determine the optimal number of combined automated bus units and the optimal frequency
at which the units should be dispatched across different bus lines, while accounting for the traffic dynamics at the
network level. Our goal is to investigate whether such an optimization model can maintain (or even reduce) the
operating cost, while increasing the level of service, and vice-versa. To the best of our knowledge, this is the first
application of the 3D-MFD and modular bus units for the frequency setting problem in the domain of bus operations.

Overall, the contributions of this research are fourfold. First, we propose a flexible bus dispatching system that
allows to dynamically combine and split modular and fully automated bus units for the purpose of improving the
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operation of the bus system. Second, we apply the 3D-MFD concept for the frequency setting problem to capture the
complex multimodal interactions and congestion propagation, accounting for both vehicle and passenger dynamics.
As such, the proposed modeling framework can also be applied to the existing bus dispatching system consisting
only of conventional buses, addressing the limitations of the current state of the art regarding the modeling of traffic
dynamics. Third, we develop an optimization framework that jointly determines the optimal number of combined
modular bus units and the optimal frequency at which the units, both conventional and modular, should be dispatched
across different bus lines. The proposed optimization model accounts for the effects of the dispatching policy on the
operation and travel cost of both modes. Fourth, we study the effect of the operating unit cost of modular bus units, the
size of the bus network, and the size of the bus fleet, testing the robustness of the proposed optimization framework.

The remainder of this paper is organized as follows. Section 2 provides an overview of the current state of the
art. Section 3 describes in detail the proposed methodological framework used to determine the optimal number
of combined automated bus units and the optimal frequency at which the units should be dispatched. In Section 4,
we quantify the improvements acquired by the proposed system in comparison to that with only conventional buses,
and show the value of the proposed modeling approach based on the 3D-MFD. In addition, we conduct a sensitivity
analysis testing the robustness of the proposed optimization framework. Concluding remarks and future research
directions are given in Section 5.

2. Literature review

While a comprehensive literature review on the frequency setting problem can be found in Ibarra-Rojas et al.
(2015), for the reader’s convenience, here we review some of the most relevant studies, along with the recent works
that have been published since then.

Early studies on the optimal bus frequency were based on analytical models (Newell, 1971; Salzborn, 1972;
Schéele, 1980; Han and Wilson, 1982) or heuristic methods (Furth and Wilson, 1981), and were usually formulated
with the aid of graph theory, with nodes and arcs representing bus stops and street segments, respectively.

Vuchic et al. (1978) introduced the maximum load section-based method to determine the service frequency that
can meet the passenger demand. Following a similar approach, Ceder and Wilson (1986) established four alternative
methods based on the passenger count data. The objectives were twofold: to minimize the fleet size and to meet the
passenger demand. The minimum fleet size was also used as the objective function by Salzborn (1972), who derived
a continuous model for the optimal bus frequency in case of both, single-bus routes (Salzborn, 1972) and multiple-bus
routes (Salzborn, 1980). Hadas and Shnaiderman (2012) and Li et al. (2013) studied the frequency setting problem
with stochasticity in the demand, arrival times, boarding/alighting times, and travel times. Using a non-linear program
to formulate the problem, Verbas and Mahmassani (2013) and Verbas et al. (2015) provided an optimal allocation of
resources over space and time, while minimizing the weighted sum of ridership and wait time savings. Recent work
by Gkiotsalitis and Cats (2018) determined the optimal bus frequency based on a travel time variability parameter.

Overall, the previous studies have rarely addressed the frequency setting problem under varying traffic conditions,
especially in case of mixed traffic. To the best of our knowledge, the only attempt made in this direction can be found
in Zhang and Liu (2019), who proposed a responsive bus dispatching strategy based on a doubly dynamical approach
(as in Liu and Geroliminis, 2017). Although that study investigated a time-dependent bus dispatching problem in a
bi-modal network, it only considered a simple network with two main directions, without analyzing possible effects
of the dispatched frequency on the passenger dynamics across different bus stops, and how the available vehicle fleet
should be optimally distributed across different bus lines during the planning horizon. Moreover, no research has been
conducted regarding the concept of combining and splitting modular vehicle units along fixed bus lines. While some
studies can be found in the scientific literature for railway systems (Cordeau et al., 2001; Lingaya et al., 2002; Fioole
et al., 2006; Cacchiani et al., 2010; Cadarso et al., 2013; Yue et al., 2017; Cats and Haverkamp, 2018; Wang et al.,
2018) and more recently for the metro system (Chen et al., 2019, 2020), strategies developed for railway systems are
not readily applicable to bus systems. This is because the railway system represents a closed environment, where
trains do not interact with other modes. For the bus system, however, we need to consider the complex interactions
between buses and cars.

This study aims to fill these research gaps by: (i) proposing a novel, flexible bus dispatching system, in which
the bus fleet consists of modular and fully automated bus units that can either be combined together or operate indi-
vidually; and (ii) jointly optimizing the allocation of the modular bus units and their dispatching frequencies across
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different bus lines. To this end, we develop a macroscopic modeling framework to account for the traffic dynamics
and interactions between buses and cars, based on the 3D-MFD.

3. Methodological framework

In this section, we present all the elements of the methodological framework, including the network representation
based on the 3D-MFD (Section 3.1), the proposed optimization model (Section 3.2), and the macroscopic modeling
approach from both vehicular (Sections 3.3) and passenger (Section 3.4) perspective. For readers’ convenience, Table
1 provides the list of the most important notation used in this paper.

3.1. System description and network representation

We consider here a bi-modal urban network consisting of buses and cars denoted as b and c, respectively. A bus
operator manages a set of bus lines £, indexed by /, with two types of buses: (i) conventional buses denoted as r;
and (ii) modular buses denoted as m. The bus type is indexed by i € 7 = {r,m}. Each modular bus can include
ue U, =11,..,|U,,} modular bus units as shown in Fig. 1, where |U,,| is the maximum number of modular bus
units that can be combined as a single modular bus on line /. Note that the modular bus units are fully automated,
thus there is no cost for assigning bus drivers to them (similarly to the Next Future Mobility system'). To simplify the
notation, each conventional bus is considered as an individual conventional bus unit, i.e. |U,;| = 1, VI € L (see Fig.
1). In addition, all units of the same type i are considered to be equivalent in terms of operational characteristics (e.g.
energy consumption, vehicle dynamics, etc.) and passenger capacity C;, such that the capacity of the conventional
bus unit is C, and the capacity of the modular bus unit is C,, < C,. This, in turn, implies that the capacity of
the conventional bus is also C,, whereas the capacity of a modular bus consisting of # modular bus units is u - Cy,.
Finally, we assume that each conventional bus is equivalent to { > 1 modular bus units (in terms of capacity), i.e.
C, = (- C,. The size of the bus fleet F' can therefore be expressed either in terms of the equivalent number of
conventional (F, + F,,/{) or modular (F, - { + F,,) bus units. This gives the following formulation for the penetration
rate of each type of bus units, p;, defined as the share of the number of bus units of a given type i within the total
number of equivalent bus units, i.e.:

Il
>

Y\ Ful(F L+ Fy), if i

I
S

conventional bus unit along line /

u=|Uyl =1

group of u combined modular bus units along line /

u= |(um4,1|

Figure 1: Schematic representation of the types of bus units that form the bus fleet in the proposed flexible bus dispatching system.

! www.next-future-mobility.com



Table 1: Nomenclature.
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ve(t)
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Ne
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Np,dea(t)
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i s (1)
Dy j1,5(1)
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Nc,l,_y(l)
Np,i1,s(2)
1pi 1,5 (1)
ui,l.:(t)
By (1)
Al,s(t)
Pl,s,s’(’)
Rlﬂs,s’ (t)
Dl,x,s’ (t)
Ol,s,x’ (Z)
Wi,s,s" (I)
/ll,s,s’ (t)
6l,x,s’ (t)
Pb,ils,s' (t)
Pb.Ls,s' (t)

set of bus lines indexed by /

set of segments along line / indexed by s

set of types of bus units indexed by i: conventional unit (i = r); modular unit (i = m)

set of time intervals indexed by ¢

length of time interval

minimum dispatching flow of buses of each type

maximum dispatching flow of buses of each type

total number of available bus units of type i

passenger capacity of a bus unit of type i

operating cost of a bus unit of type i

bus unit-car equivalent for a bus unit of type i

maximum number of bus units of type i that can be combined along line /

average value of time

length of the bus network

length of the car network

average vehicular trip length for the bus mode

average vehicular trip length for the car mode

average passenger trip length for the bus mode

free-flow speed of buses and cars

average bus speed in the network during interval ¢

average car speed in the network during interval ¢

circulating flow for the bus mode given by the 3D-MFD during interval ¢

circulating flow for the car mode given by the 3D-MFD during interval ¢

trip completion flow for the bus mode given by the 3D-MFD during interval ¢

trip completion flow for the car mode given by the 3D-MFD during interval ¢

internal (originating from within the network) car demand during interval ¢

external (going into the network) car demand during interval ¢

maximum car accumulation in the subnetwork with car only and mixed segments

bus accumulation in the entire network at the beginning of interval ¢

car accumulation in the entire network at the beginning of interval ¢

bus accumulation in the subnetwork with mixed segments at the beginning of interval ¢

bus accumulation in the subnetwork with dedicated segments at the beginning of interval ¢

length of bus segment s of line /

average distance between the bus stops on s of line /

dwell time of buses of type i on segment s of line / during interval ¢

average dwell time on segment s of line / during interval ¢

bus speed on segment s of line / during interval ¢

receiving flow of cars to segment s of line / during interval ¢

dispatched flow of bus units of type i along line / during interval ¢

dispatched flow of buses of type i along line / during interval ¢

transferring flow of bus units of type i between segments s and s + 1 of line / during interval ¢

transferring flow of buses of type i between segments s and s + 1 of line / during interval ¢

maximum car accumulation that can be accommodated on segment s of line / at the beginning of interval ¢
accumulation of cars on segment s of line / at the beginning of interval ¢

accumulation of buses of type i on segment s of line / at the beginning of interval ¢

accumulation of bus units of type i on segment s of line / at the beginning of interval ¢

average number of combined units of type i on segment s of line / at the beginning of interval ¢

total number of boarding passengers on segment s of line / during interval ¢

total number of alighting passengers on segment s of line / during interval ¢

number of on-board passengers on segment s with destination on segment s’ of line / at the beginning of interval 7
trip completion flow of bus passengers on segment s with destination on segment s’ of line / during interval ¢
number of boarding passengers on segment s with destination on segment s” of line / during interval ¢
outflow of passengers between segments s and s + 1 with destination on segment s of line / during interval ¢
number of unserved passengers on segment s with destination on segment s’ of line / at the beginning of interval ¢
average arrival rate of bus passengers on segment s with destination on segment s’ of line / during interval ¢
share of passengers on segment s with destination on segment s” of line / during interval ¢

occupancy of a bus unit of type i of passengers on segment s with destination is on segment s’ of line /
average bus occupancy of passengers on segment s with destination is on segment s” of line /
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The bus operator is interested in dynamically determining the bus type and the dispatching frequency for each
bus line to optimize its utility (defined in the Section 3.2) based on real-time or historical demand information. The
decision should be made for each time interval ¢ € 7 of length 7. We make the following assumption on the demand
information to which the operator has access.

Assumption 1 (Data provision). We assume that the bus operator has access to demand and routing information of
bus passengers at the bus stop level and car demand at the network level.

Remark. We make the following remarks regarding Assumption 1. First, the bus operator can predict detailed
information (demand and routing) on bus passengers through historical data (e.g. from smart card data, surveillance
cameras inside buses, or passenger surveys) or real-time data (e.g. from smart phones). Second, detailed information
on car traffic (such as OD pairs and route choices of car users) is typically not available to the bus operator due to
privacy concerns (De Montjoye et al., 2013) and the lack of comprehensive monitoring devices. Thus, only aggregated
traffic volumes at the network level are available for the car mode.
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b 0 600 1200 1800 2400
car accumulation [veh]
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Figure 2: Schematic representation of the bi-modal reservoir model (a) used to model traffic dynamics based on the 3D-MFD (b).

Given limited data provision for the car mode (as per Assumption 1), we abstract the given bi-modal urban network
into a macroscopic bi-modal reservoir system (Fig. 2a). This level of abstraction allows us to model the traffic
dynamics at the network level using the 3D-MFD (Fig. 2b). The 3D-MFD can capture the complex multimodal
interactions, which include the impact of bus operations (e.g. accumulation, dispatching frequency, dwell times at
bus stops along mixed lanes, transit signal priority along dedicated bus lanes, etc.) on the speed of cars, as well as
the impact of car accumulation on the operation of buses (e.g. reduced speed along mixed lanes in congested traffic
conditions). Moreover, the 3D-MFD implicitly accounts for the OD pairs and route choices of car users. Recently,
researchers have demonstrated using both simulation (Paipuri and Leclercq, 2020a) and empirical data (Paipuri and
Leclercq, 2020b) that the 3D-MFD model can be successfully applied as a valid and accurate modeling tool to asses
various traffic management strategies, such as the frequency setting problem. In this paper, we apply the 3D-MFD
concept to model the vehicular dynamics for the car mode at the network level. Without loss of generality, we
assume that the congestion in the network is homogeneous, i.e. it exhibits a well-defined 3D-MFD, as otherwise the
network can be partitioned into several homogeneous regions using well-established partitioning algorithms (see e.g.
Saeedmanesh and Geroliminis, 2017; Ambiihl et al., 2019). Note, however, that such network-level modeling cannot
be directly applied to the bus mode, as the lane allocation might not remain constant along the whole bus line. This,
in turn, may affect the operating regime, i.e. the speed of the bus system along a given line. To account for such
effects, we model the vehicular dynamics for the bus mode at the segment level. We do this by splitting each bus
line / into multiple segments, indexed by s € §; = {1, ...,|S|} (Fig. 2a), with similar length ¢, where |S,| is the
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total number of segments along line /. These segments are grouped into two categories, i.e. per lane allocation type
(mixed or dedicated): S; = S;mix U Si4eq- Note that, for any given segment, we assign the lane allocation that is more
prevalent along its length. Following the rationale of the cell transmission model (CTM) (Daganzo, 1994), we set the
length of the smallest segment across all bus lines, mine 1 ses, €15, to be such that it satisfies the following condition:
T Vmax < Milyer ses,{€b.1.5}, Where vina, denotes the free-flow speed of both modes?. It is also important to note that the
proposed approach for modeling traffic dynamics for the bus mode is CTM-inspired, i.e. it is not the CTM, and is only
used to account for varying lane allocation along a bus line. That being said, the modal interactions could potentially
be captured better if a detailed CTM is used for both modes. However, this would require a detailed information on
OD pairs and route choices of car users, which is not available for the considered problem, as stated in Assumption 1.

In the following, we formulate the optimization framework used to determine the optimal number of combined
modular bus units and the optimal frequency at which the units should be dispatched.

3.2. Mathematical formulation of the optimization framework

In this subsection, we present the optimization framework for maximizing the efficiency of the proposed bus
dispatching system. The decision variables for the considered optimization problem include: (i) the dispatching flow
of buses W = [Wp;y(r) : [ € L,i € I,t € 7], defined as the number of dispatching buses (both conventional and
modular) per unit time; and (ii) the dispatching flow of bus units ¥ = [,;,(t) : [ € L,i € 1,t € 7], defined as the
number of dispatching bus units (both conventional and modular) per unit time, across all bus lines and for each time
interval. Recall that, for conventional buses, ¥, /() = W, /(?), as each conventional bus is considered as an individual
conventional bus unit. This, however, may not be the case for modular buses, given that each modular bus may include
multiple modular bus units, i.e. Y, ;/(t) = W (t). This way, we can obtain the average number of modular bus units
contained in a dispatching modular bus on any given line / during time interval ¢ as u,, ;(t) = ¥p m1(t)/Ypmi(t). The
objective function is to minimize the total system cost Z('¥, ¥), which includes both the operator, Zo (¥, ¥), and the
user cost, Zy(W,¥) (the specific forms of Zo(W,¢¥) and Zy (W, ¢¥) will be given in Eq. 8 and Eq. 9, respectively).
Mathematically, the optimization problem can be formulated as:

rgi.;l Z(Y.Y) = Zo(Y,¥) + Zy (Y, ), 2
Styp()=0, Vel teT,icl, 3)
lIIb,min < lIIh,i,l(t) < \Ph,max, Vi e L, te T’ i € I, (4)
Wit —¥pii) <0, VieL teT,iel, 5)
U | - Ppis(®) —ppi() =0, Vie L, teT,icl, (6)
1,1,/ (F) .
Upig(®) - T+ Mpit,s (1) — “Gp(Np(®),Nc(t))-T<F;, VteT,iel, @)
20T 2 07 2, Ty
term 1 term 2 term 3

where N, (t) and N(t) stand for the total bus and car accumulation, respectively, at the beginning of time interval ¢;
np,;i1.5(t) is the accumulation of bus units of type i on segment s of line / at the beginning of time interval #; G(-) is the
trip completion flow for the bus mode given by the 3D-MFD during time interval ¢.

In terms of the constraints, Eq. 3 ensures that the dispatching flows of bus units  need to be non-negative. Eq. 4
sets bounds for the dispatching flows of buses, where thresholds ¥ min and ¥ max are determined by the bus operator
as the minimum and maximum bus frequencies, respectively, based on the operator budget, restrictions imposed by
traffic authorities, demand patterns, etc. These thresholds could further ensure that the resulting frequencies fall within
the range of frequencies observed in the given 3D-MFD, such that the 3D-MFD would be invariant with respect to
the dispatching frequencies. Eq. 5 represents that the number of dispatching buses along any bus line cannot exceed
the number of dispatching bus units. Eq. 6 ensures that the number of combined modular units does not exceed the
maximum value for a given line. Eq. 7 represents that the total number of bus units required for the operation during

2We assume that buses and cars have the same free-flow speed, as described later in Assumption 4.
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the planning horizon cannot exceed the vehicle fleet in case of both conventional and modular bus units, where term
1 calculates the total number of dispatching bus units of type i across all bus lines during time interval z, ferm 2
denotes the total accumulation of bus units of type i across all bus lines at the beginning of time interval ¢, and term 3
computes the total number of bus units of type i reaching their destination/terminal station across all bus lines during
time interval 7.

The operator cost Zyp('W, ¥) is calculated in Eq. 8 based on the number of bus units of each type operating during
the planning horizon and the corresponding unit cost &;. Here, &; includes the unit cost of assigning bus drivers
to conventional bus units, as well as the unit cost incurred by the energy consumption and maintenance of both

conventional and modular bus units.
Zo(W) =D DN > min@) i @®)

teT i€l leL se€8;

On the other hand, the user cost Zy (W, ¥) is related to the total time traveled in the system (including the waiting
time), computed across both modes and converted into an equivalent monetary cost with a parameter Q denoting the
average value of time (Eq. 9).

Zy(p) = Q-3 3 S N (Pl + we@) 740 DTN N % : % +Q- ) per Ne(®) - 7,

teT leL s€8; s'€S); teT leL se8; s'€S; €T

term 1 term 2 term 3

©))
where P;(f) and w(f) stand for the total number of on-board passengers and the total number of passengers who
cannot board the bus, respectively, on line / at the beginning of time interval #; A;(¢) is the average arrival rate of bus
passengers on line / during time interval #; p. denotes the average car occupancy (o, = 1). In Eq. 9, term I calculates
the time traveled by bus users and the waiting time of passengers who cannot board the bus; term 2 represents a proxy
for the passenger waiting time due to the bus headway defined as half of the average bus headway across all types
of bus units, (3;c7 ©pi1(2)/| 1] D' and term 3 denotes the time traveled by car users. This way, the user cost function
captures the influence of bus operations on the travel cost of both modes.

Notice that the formulated optimization problem requires input variables from both vehicular and passenger per-
spective. These variables are estimated based on the 3D-MFD. The input parameters to the 3D-MFD model are the
topological layout of bus lines (including the lane allocation, the number of bus stops, as well as the distance between
the stops) and both, the car and the bus passenger demand level. In the following, we describe the proposed modeling
framework based on the 3D-MFD.

We make the following assumptions for the methodological framework, in terms of passenger preferences, the
automated modular vehicle technology, and the effects of bus operations on car traffic.

Assumption 2 (Passenger preferences). We make the following assumptions regarding the passenger preferences: (i)
the demand information of each mode, as well as the routing information of bus passengers, is exogenously given, i.e.
we do not consider a dynamic change in mode choice, route choice, or departure time as a function of the dispatching
policy; and (ii) bus passengers do not have a preference on which type of units they choose to board.

Remark. We make the following remarks regarding Assumption 2. First, we aim to develop short-term dispatching
strategies to improve the overall operator and passenger performance, rather than making long-term planning decisions
(e.g. adding bus lines, changing the spatial distribution of bus lanes, changing the bus network structure, etc.) that
might affect the demand. This is similar to other concepts related to improving bus operations such as (bi-modal)
perimeter control (Ampountolas et al., 2017; Chiabaut et al., 2018; He et al., 2019; Dakic et al., 2019; Yang et al.,
2019), anti-bus bunching methods (Eberlein et al., 2001; Hickman, 2001; Daganzo, 2009; Xuan et al., 2011; Mufoz
et al., 2013; Sirmatel and Geroliminis, 2018), or other bus dispatching-related studies (Szeto and Wu, 2011; Hadas
and Shnaiderman, 2012; Gkiotsalitis and Cats, 2018), which assume that there is no instantaneous mode, route, or
departure time shift due to the implemented control strategy. Second, we assume that bus passengers do not have a
preference on which type of units they choose to board, which applies to a common scenario where passengers board
whichever bus is first available to them. Nevertheless, the proposed methodological framework can be extended to
account for passenger preference over types of units, which, however, is out of the scope for this paper.
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Assumption 3 (Automated modular vehicle technology). We make the following assumptions regarding the consid-
ered modular vehicle technology: (i) the composition of modular bus units is determined only at the terminal station,
and that no combining/splitting of modular units occurs along a bus line once a modular bus is dispatched; (ii) the
size of a modular bus never exceeds the size of the conventional bus, i.e. the value of |U,,,| is chosen such that the
length of a modular bus containing the maximum number of combined modular units corresponds to the length of the
conventional bus; and (iii) automated modular bus units have similar vehicle dynamics as conventional buses.

Remark. We make the following remarks regarding Assumption 3. First, although the en-route combining and split-
ting of modular bus units is technologically feasible, this requires accurate prediction of bus travel times. However,
the bus travel times can be highly stochastic on mixed lanes, and thus we assume that the composition of modular
bus units is determined only at the terminal station. Moreover, such en-route combining and splitting of units is only
helpful if the units were to take different routes or skip stops; and both of these strategies are out of the scope for this
paper. Second, the main benefit of modular bus units is that we can dispatch buses with lower capacity in scenarios
where demand is lower to reduce operational costs, and thus it is not beneficial to consider the operational regime
where the size of modular buses is larger than that of conventional buses. Additionally, this constraint ensures that the
combined modular bus units never exceed the physical length of the current bus stops. Third, given the assumption
of similar vehicle dynamics of modular bus units and conventional buses, we do not consider the impact of reduced
reaction times (enabled by the automated vehicle technology) on the shape of the 3D-MFD.

Assumption 4 (Effects of bus operations on car traffic). We assume that, along mixed lanes, buses drive at the speed
of cars while cruising, i.e. both modes have the same speed either in the free-flow or congested traffic conditions (as
in e.g. Daganzo, 2010; Estrada et al., 2011; Zheng and Geroliminis, 2013; Badia et al., 2016; Dakic and Menendez,
2018; Zhang and Liu, 2019). Consequently, buses do not act as moving bottleneck along mixed lanes, i.e. they affect
car traffic only due to their stops (i.e. dwell time). Other effects of bus operations on car traffic, such as the effects
of the vehicle size along mixed lanes and transit signal priority along dedicated bus lanes, are incorporated into the
parameters of the 3D-MFD model.

Remark. We make the following remarks regarding Assumption 4. First, the 3D-MFD implicitly assumes that the
vehicle size of buses is comparable to that of conventional buses. Note, however, that the size of a modular bus never
exceeds the size of the conventional bus (as per Assumption 4). Hence, employing the 3D-MFD could over-estimate
the negative impact of modular buses on car traffic. That being said, in this paper, we are taking a conservative
approach that might under-estimate the benefits of the modular vehicle technology. Second, although buses and cars
do not directly interact on dedicated bus lanes, bus operations can still affect car traffic through transit signal priority.
These effects are, nevertheless, captured in the 3D-MFD.

3.3. Modeling vehicular dynamics

To model car traffic at the network level while capturing the interactions between the modes based on the 3D-
MED, we follow the approach by Loder et al. (2017) and Paipuri and Leclercq (2020a), and assume a linear model
between the car speed and the accumulation of both modes:

Ve(t) = @y mix * Npmix(t) + @pded * Npged(t) + @ - Nc(2) + B, (10)

where a@pmix, @pded, and @, are parameters that capture the marginal effect of each mode on the average car speed;
B characterizes the effects of the bus network topology; Nj, mix(f) and Nj, geq(f) stand for the bus accumulation in the
subnetwork with mixed and dedicated bus lanes, respectively, at the beginning of time interval ¢, such that Nj, nmix(¢) +
Npaed(?) = Np(t). Note that @, mix accounts for the effects of the vehicle size of conventional buses on car speed along
mixed lanes, whereas @ geq captures the effects of transit signal priority along dedicated segments. These parameters
can be estimated with real data (see Loder et al. (2017) for more details). In this paper, we assume that the parameters
of the 3D-MFD model are exogenously given.
Due to varying lane allocation along a bus line, we model the bus speed at the segment level as a function of the
average (across both types of units) dwell time on a given segment, ©, (), i.e.:
pys(t) = {(1 P+ 016, + ®1,s(l)):ll, if s € St an
(1/Vmax + 6 /fb,l,s +0,,1))7,  if s € Sigeas
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where ¢ denotes the time lost per stop due to required door operations and deceleration/acceleration maneuvers; £,
is the average distance between the bus stops on segment s of line /. Notice from Eq. 11 that, for dedicated bus
segments, the bus speed is modeled independently of other vehicles, i.e. based on the free-flow speed of buses. On
the other hand, given Assumption 4 that buses drive at the speed of cars while cruising, we model the bus speed along
mixed segments based on the average car speed given by the 3D-MFD. Before we formulate the average dwell time
®,5(?) used in Eq. 11, let us first introduce some notation.

Let B;(?) be the total number of boarding passengers and A;(f) the total number of alighting passengers on
segment s of line / during time interval ¢. These variables are estimated using the passenger dynamics model, as
described in the following subsection. Denote by N, ;; () and n;, ;1 ((¢) the accumulation of buses and the accumulation
of bus units, respectively, of type i on segment s of line / at the beginning of time interval . The dwell time of buses
of type i on segment s can be computed as the ratio of the total number of boarding/alighting passengers across all
buses of type i on a given segment s (the term inside parenthesis in Eq. 12) and the corresponding bus accumulation:

Mp,is (@) - Ci )
Np,igs(®) Yier Moins(@) - Ci )’

where 6 denotes the time added per boarding/alighting passenger. Note that Eq. 12 assumes a simultaneous boarding
and alighting process. Alternatively, one can use a dwell time model based on a sequential boarding and alighting
process. Also note that, due to Assumption 2, the bus occupancy can be uniformly distributed across both types of
units. Therefore, the total number of passengers boarding/alighting buses of type i is computed to be proportional to
the total capacity of buses of a given type (the fraction inside parenthesis in Eq. 12).

The average dwell time on a given segment s can then be computed as an average of the dwell times of both types
of buses, weighted by their respective bus accumulations (Eq. 13).

Dier Npins(t) - ©pp5(1) _ 0 - max{B (1), A; (1)}
Dier Nbigs(t) Dier Niig,s()

We can also relate the total bus accumulation in each subnetwork (with mixed and dedicated bus segments) to the
bus accumulation across all segments of the same type and across both types of buses (Eq. 14).

Nomis® = D30 > Nyja(0), (14a)

i€l leL seSimix

Nogea® = Y " > Nyjss(@). (14b)

i€l leL s€Sided

©;,5(1) = -0 - max{By (1), Ay()} - 12)

040 = 13)

Now that we have introduced all the notation and defined all modeling variables, we can formulate the mass conser-
vation equations used to model the evolution of the vehicle accumulation for each mode. Given the assumption of the
homogeneous traffic conditions across the network, which assumes that the average car speed in mixed lanes is similar
to the average car speed in car only lanes (as in e.g. Zheng and Geroliminis, 2013; Dakic and Menendez, 2018; Zhang
and Liu, 2019), the system dynamics for the car mode at the network level can be modeled as:

Ne(t+1) = Ne(1) + Acint(1) - T+ Aeexi(t) - T = Ge(Np(1), Ne(1)) - 7, s)

where Agin(?) and A, x(?) stand for the internal (originating from within the network) and external (incoming to the
network) car demand, respectively, during time interval ¢; and G.(-) is the trip completion flow for the car mode given
by the 3D-MFD during time interval z. The trip completion flow for the bus and the car mode includes both the internal
outflow (reaching destination inside the network) and the external outflow (exiting the network). Geroliminis and
Daganzo (2008) showed that G,(-) and G.(-) are proportional to the total circulating flows, i.e. Qp(:) = v(7) - Np(£)/ Ly
and Q.(-) = v.(?) - N.(t)/ L., respectively, with a factor that represents the ratio of the network length for a given mode
(L for cars; L, for buses) and the average vehicular trip length (€. for cars; £;, for buses):

Gp(Np(), Ne(1)) = Qp(Np(), Ne(D)) - Ly /Cy = vi(2) - No(0)/ (16a)
10
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Ge(Np(1), Ne(1)) = Qc(Np(1), Ne(0)) - Le/Le = ve(1) - N(D/ .. (16b)

where v;,(?) is the average bus speed in the network (Eq. 17). It is worth mentioning that the average vehicular trip
length for the bus mode is defined as the average length of a bus line in one direction of travel.

Diier 2ier 2useS; Noits(®) - v 1(8)
Zie] ZIEL ZseSI Nb,i,l,s(t)

On the other hand, due to different operational regimes of buses across different lane allocations along a bus line,
as stated before, the system dynamics for the bus mode is modeled at the segment level:

(1) = a7

Np,igs(@) +Wpi0() 7= Ppi15(0) - 7, ifs=1,

Npigs@+ 1) = {Npig (@) + Dpips1(8) - 7= Dp i1 5(1) - T, ifl <s<|S, (18a)
Npigs(@) + Dpjps-1() - T = (Npigs(@)/Np(t)) - Gp(Np(t), Ne(@)) - 7, if s =[S,
i g, s(0) + Ypi(8) - T = Ppigs() - T, ifs=1,

Npifs(E+ 1) = qhp (6 + G igs—1(8) T — Ppigs(D) - T, if1 <s<1S), (18b)

Npifs(®) + G ifs—1(8) - T = (Mp i1 (O /Np()) - Gp(Np(1), Ne(1)) - 7, if s =[S,

where @, () and ¢, ((f) denote the transferring flow of buses and the transferring flow of bus units, respectively,

of type i between segments s and s + 1 of line / during time interval 7. These transferring flows are computed using a
CTM-inspired approach, as the minimum of the sending flow from segment s of line / (the first term in Eq. 19) and
the receiving flow to segment s + 1 of the same line during a given interval ¢ (the second term in Eq. 19). Note that,
for simplicity of presentation, Eq. 19 assumes that the bus lines do not overlap as otherwise the sending and receiving
flows of buses/bus units should be proportionally distributed on a given overlapping segment based on the number of
buses/bus units along the corresponding bus line.

N 1. sl c,l,s 1
Dy10,00 = min [y - D Lokt @) (19a)
Cprs M uig (D)
i xt cl,s t
$pi1,(f) = min {vh,l,sa) e O el )}, (19b)
b.ls ni

where ¢ (¢) denotes the receiving flow of cars to segment s of line / during time interval #; 7; represents a parameter
that quantifies by how much one bus unit of type i reduces the car flow (i.e. a bus unit-car equivalent); u,,;(f) =
1 mi,s(8)/Npmys(t) is the average number of modular bus units contained in a modular bus on segment s of line / at
the beginning of time interval 7. Recall that for conventional bus units u,;(t) = 1, i.e. np 1 5(t) = Np15(t). Before we
formulate ¢, ;(), let us first introduce some notation.

Let N, be the maximum car accumulation in the subnetwork where cars are allowed to drive (including car only
and mixed segments, i.e. L.). Recall that in this study we assume homogeneous traffic conditions, i.e. the average
car speed in mixed segments is similar to the average car speed in car only segments. This, in turn, implies that we
can determine the total car accumulation in the subnetwork with mixed segments at the beginning of time interval
t, N.mix(t), by multiplying the total car accumulation in the network at the beginning of time interval ¢, N.(¢), by a
fraction that represents the ratio of the maximum car accumulation that can be accommodated in the subnetwork with
mixed segments at the beginning of time interval ¢, Nc,mix (1), and the maximum car accumulation in the network, NC:

Nc ix( s . NE, ,.Y(t)
Nemix () = N(2) - %() =N.(t) - Lier 2 Eimlx l ’

c c

(20)

where Nc,l,s(t) stands for the maximum car accumulation that can be accommodated on a given segment s of line [ at
the beginning of time interval ¢, defined as a function of the bus accumulation on that same segment (Eq. 21).

_ — Oy
Ners®) = New =22 = 3 myias(0) 1 @1
¢ iel
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Using N,,,(t), we can further distribute N.nix(f) across the mixed segments according to the proportion of the re-
maining capacity, i.e:
N s(t N (2

c,l,s()_ =Nc(l)' Lis()
ZIGL ZseS,_mix Nc,l,s(t) Nc
Similarly to the CTM, we can now compute the receiving flow of cars based on the maximum available car accumu-
lation, N, +(f), and (only in case of a mixed segment) the number of cars present on a given segment at the beginning
of time interval #, as given by Eq. 23, where w is the backward wave speed.

Nc,l,s(t) = Nc,mix(’) :

(22)

W+ (Negs() = NegsO)/ prss  if 5 € Spmixs
Pers =4 _ . (23)
W Neis(0)/€p s if 5 € S ged-

3.4. Modeling passenger dynamics

In this section, we extend the modeling formulations to account for passenger occupancy dynamics. Taking into
account that for the car mode, the number of passengers served can essentially be approximated with the number of
served vehicles, i.e. the average car occupancy is p. = 1, in the following we only describe the evolution of the total
bus passengers over time:

Pl,s,s’(t) + Dt’,s,s’(t) - OK,S,S'(t)’ ifs=1,

. (24)
Pl,x,.v’(t) + D(,S,s’(t) + Of,sfl,s’ (t) - Of,s,s’([)’ if s > 1,

Pl,s,s’(t+ l) = {

where P; ;¢ () is the total number of on-board passengers on segment s with destination on segment s’ of line / at the
beginning of time interval #; D ; ¢ (f) represents the total number of boarding passengers on segment s with destination
on segment s” of line / during time interval #; and O, ;¢ (¢) denotes the outflow (including the transferring and the trip
completion flow, as elaborated further below) of bus passengers between segments s and s + 1 of line / during time
interval #, whose destination is on segment s’ of the same line (Eq. 25).

min{Py ¢ (1), Yier Poids,sy @) - Gpins(@) -7}, ifs# 5 As<|S
OZ,S,S’(I) = (25)
min{P; ¢ (1), Ry 5o (Np(t), N:(1)) - T}, ifs=sVvs=|Sl

where pyp,; ;5. (f) and R; 5 ¢ (-) stand for the occupancy of a bus unit of type i and the trip completion flow, respectively,
of bus passengers on segment s of line /, whose destination is on segment s’ of the same line. Given Assumption 2 and
the implied uniformly distributed bus occupancy across both types of units, we can obtain py,;; ¢ (f) by multiplying
the number of on-board passengers per unit capacity (the term inside parenthesis in Eq. 26) by the corresponding
capacity of a given type of unit.

(26)

Py (2
Pbitsy () = C; ( b () )

ier Mils(1) - Ci

On the other hand, the trip completion flow R;; «(-) is computed by incorporating the average (across both types
of units) bus occupancy of passengers on segment s with destination is on segment s’ of line /, pp,; 5+ (¢), into Eq. 16b,
and substituting the average vehicular distance for the bus mode with the average trip length of bus passengers, Z’b,pax,
ie.:

Ry, (Np(1), Ne(1)) = pp 15,5 (1) - Qp(Np(8), Ne(1)) - Lip/ Cp pax
= pb,l,s,s’(t) “vp(2) - Nb(l)/gb,pam (27)
where p;, 1 5.+ (¢) is given as an average of the occupancies of both types of buses (obtained by multiplying the average

number of units contained in a bus of each type by the corresponding occupancy of a bus unit), weighted by their
respective bus accumulations (Eq. 28).

Diier Npits(®) - Ui s(t) - ppifs,s(t)
Yier Npits(t) )
12

pb,l,x,x’(t) = (28)
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Note that in case where passengers do not arrive at their destination (i.e. s # s’ and s < |S)|), the outflow Oy ¢ (¢)
represents the transferring flow from segment s to segment s + 1 of a given line / during time interval 7. Otherwise
(i.e. s = ' or s = |S)|), the outflow represents the trip completion flow of bus passengers given by the 3D-MFD.

The total number of boarding and alighting passengers on segment s of line / during time interval ¢ can now be
determined as:

Bi()= ). Dyyo(t), (29)
S'ES;

Al,s(t) = Z 1{s=s’ vV os=IS|} Of,s,s’(t)s (30)
s'eS;

where 1(condition) 15 an indicator function that return the value of 1 if condition is satisfied. The total number of boarding
passengers Dy ¢ () is bounded by the two parameters in Eq. 31: the total number of (accumulated) passengers that
want to enter the bus, D; 5 ¢ acc, and the total number of passengers that can enter the bus, Dj s ¢ max:

Dl,s,s’(t) = min{Dl,s,s’,acc(t), Dl,s,s’,max(t)}- (31)

Before we derive these two parameters, let us first introduce the evolution of the total number of passengers with
destination on segment s” of line / who cannot board the bus on segment s of the same line by the beginning of time
interval #:

wl,s,s’(t + 1) = Wys,s (t) + /ll,s,s’(t) T = Dl,S,S’ (t)9 (32)

where A;; ¢(¢) denotes the average arrival rate of bus passengers on segment s with destination on segment s’ of line /
during time interval .

Then, the total number of passengers that want to enter the bus unit on segment s with destination on segment s’
of line / during time interval ¢ can be obtained as follows:

Dl,s,s’,acc(t) = wl,x,x'(t) + Ay @®- (33)

On the other hand, the total number of passengers with destination on segment s of line / that can enter the bus on
segment s of the same line is determined by the total available capacity across both types of bus units operating along
line / during a given time interval:

8150 (1) (Sier moias(t + 1) - Cr = L, (Prsy(t) = Oy (1)), if s =1,
Dl,s,s’,max(t) = . (34)
51,3,5”(0 : (21’6] nb,i,l,s(t + 1) : Ci - Zs’eS,(Pl,s,s’ (t) + Ol,s—l,s’(t) - 01,5,5’0))) P if s > 1,

where ny,;;,(t + 1) is calculated using Eq. 18, and ;¢ (¢) represents the share of passengers on segment s of line /
during time interval # whose destination is on segment s” of the same line (Eq. 35).

/ll,s,s’(t) T+ Wy g5 (t)

6l,s,s’(t) = .
Zs’esl(/ll,s,s’(t) T+ wl,s,.s"(t))

(35)

4. Numerical experiments and results

4.1. Case study and simulation scenarios

Here we describe the simulation environment for testing the performance of the proposed flexible bus dispatching
system. The considered traffic network is inspired by the City of Zurich, Switzerland, and is comprised of five bus
lines with varying lane allocation. Dedicated bus segments are placed closer to the center of the network, whereas the
mixed lane segments are installed closer to the periphery (Fig. 3). The simulated traffic conditions reflect a typical
morning-peak period. The 3D-MFD and the demand profiles (both in terms of cars and passengers) during the 3 hour
period (Fig. 4) are designed to mimic the aggregated traffic features of the city center of Zurich (Ambiihl et al., 2017),

13



1+ as this one exhibits a well-defined empirical 3D-MFD, as shown in Fig. 2b (see Loder et al., 2017, for more details).
2 To obtain realistic traffic conditions, we impose lower and upper bounds to the conservation equations (both in terms

s of vehicles and passengers).

4

Line 2

Line 3

Line 4 ”
|ne,,
R4

Line 5

Figure 3: Schematic illustration of the studied network, where solid lines represent dedicated bus segments, whereas dashed lines represent mixed
bus segments.
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Figure 4: Simulation settings: (a) car demand profile; and (b) public transport passenger demand profile.

Tested traffic scenarios include three types of car demand (low, medium, and high) and three types of public
transport passenger demand (low, medium, and high) (see Fig. 4). For each scenario, we vary the penetration rate
of modular bus units: p,, € {0,0.1,0.2,0.3,0.4,0.5, 1}. The penetration rate of p,, = 0 corresponds to the base case
(i.e. the case corresponding to existing bus systems with only conventional buses), in which no modular units are
incorporated into the bus fleet. In such a base case, the considered bus fleet includes F, = 50 conventional bus units.
In other cases with p,, > 0, the number of conventional buses depends on the penetration rate of modular bus units,
ie. Fr, =50 (1 — p,). We assume that the bus capacity is C, = 120 pax/veh for conventional buses and C,, = 20
pax/veh for modular bus units, which gives { = 6. We also use the value of { as the maximum number of modular bus
units that can be combined across all bus lines, i.e. |U,, | = ¢, VI € L. The values of C,, and ¢ are determined based
on the length of a modular bus unit (as in e.g. the Next Future Mobility system), such that the length of a modular
bus containing the maximum number of combined modular units corresponds to the length of an articulated bus.
The passenger cost per unit time is assumed to be 20 CHF/hr, comparable to the value of time in the city of Zurich
(Axhausen et al., 2006). Finally, following recommendations by Sinner (2019), we approximate the unit cost x; for
the bus operator by accounting for the driver cost (only in case of conventional buses), vehicle cost, operational cost
(including the energy consumption and maintenance), overhead (e.g. administration and planning cost), and ticketing
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cost. Using the values of the aforementioned elements of the operating unit cost for Switzerland, we obtain x, = 260
CHF/hr and r,,, ~ 30 CHF/hr.

The proposed optimization problem is solved using a conventional sequential quadratic programming algorithm
(Boggs and Tolle, 1995), which allows to formulate the constraints explicitly, without using the penalty terms in
the objective function. To find the optimal solution, we set the number of initial points to 50. Sensitivity analyses
show that increasing the number of initial points beyond 50 leads to marginal improvements in the objective function
(we omit the results here for brevity) for all scenarios with different demand levels and penetration rates of modular
units. In the future, it might be possible to use more in depth sensitivity analysis methods (Ge et al., 2015; Ge and
Menendez, 2017) to further improve the efficiency of the solution algorithm. Experiments are run on a 16-core Intel
Xeon processor (3.19 GHz) with 256 GB RAM. The computation time for a given scenario and penetration rate of
modular units is around 8.5 min for a 3-hour simulation.

4.2. Value of considering modular vehicle technology

In this subsection, we demonstrate the value of considering the modular vehicle technology by comparing the
total system cost (including the operator cost and the system delay) of the proposed flexible bus dispatching system
with different penetration rates of modular units to that of the base case. The absolute (in CHF/hr) and relative (in
%) improvements are shown in the form of bar plots (Fig. 5). Recall that the base case refers to the existing bus
dispatching system consisting only of conventional buses, i.e. with p,, = 0. Note that even if the performance is the
same, the cost for the base case described here is still not equivalent to the conventional bus cost. This is because we
are only dealing with the frequency setting and not vehicle scheduling. The underlying vehicle scheduling problem
(deadheading/assigning vehicles to trips or to reposition to merge with other vehicles) for modular bus units has a
substantially different cost structure than that for conventional bus (likely much lower cost). Therefore, there are
additional cost savings that are not covered here from that perspective. In Fig. 5, traffic scenarios are represented as
XY, where X indicates the level of car demand and Y indicates the level of passenger demand for public transport:
low (L), medium (M), or high (H). For example, LM stands for the scenario with low car and medium public transport
passenger demand.

| 01 02 EEEN)3 EEEN(4 EEENO5 EEEE10 —e—improvement]

14000

10500

7000

3500

relative improvement in the system cost (%)

LL LM LH ML MM MH HL HM HH
scenario

absolute improvement in the system cost (CHF)

Figure 5: Comparison of the improvement in the total system cost for different penetration rates of modular units.

As demonstrated by Fig. 5, the proposed system substantially outperforms the base case with only conventional
buses, especially for scenarios with lower car and public transport demand. Potential improvements can be up to 19%,
depending on the level of car and passenger demand, as well as the penetration rate of modular bus units. As the level
of demand (in particular for the car mode) increases, the improvement is smaller, but still significant. The reason for
this is twofold. First, in case of low demand, the system sends a group of few combined (if not individual) modular
units, optimizing thereby the utilization of the vehicle’s capacity and reducing the operating cost. Second, due to a
lower number of units being contained in a modular bus, the system has more units available in stock, allowing to
dispatch more modular buses and reduce the passenger waiting time. This, on the other hand, has minimum impact
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Figure 6: Evolution of the average number of units contained in a modular bus for different penetration rates of modular units: (a) before the peak;
(b) during the peak; and (c) after the peak.

on car traffic in case of low car demand, due to lower interactions between the modes. That being said, dispatching
more modular buses for higher car demand levels does not necessarily have to improve the system, as the impact
on car traffic may be significant, resulting in lower overall system performance. This is illustrated in Fig. 6, where
we observe that the average (across all bus lines) number of combined modular units increases as the car demand
increases, especially during the peak period (Fig. 6b) and for higher penetration rates of modular units. Consequently,
the improvements in the total system delay do not seem to be significant for congested traffic scenarios (Fig. 7), as the
system has less flexibility in managing the allocation of the vehicle resources compared to other scenarios. In other
words, in such congested cases, the proposed system tends to behave similarly to the conventional bus dispatching
system, especially since we define that the capacity of the modular bus containing the maximum number of modular
units is the same as that of the conventional bus. Nevertheless, the operator cost function still gets significantly
improved (Fig. 8). Potential improvements in the operator cost function can be up to 58% for simulated scenarios.
This shows that the proposed system provides more flexibility for dispatching buses to serve the passenger demand
while reducing the operator cost compared to the conventional bus dispatching system, even for congested traffic
conditions.

It is also worth mentioning that the minimum tested penetration rate of modular units (10%) exhibits a substantial
reduction in the total cost. This suggests that the total system cost can be significantly reduced even when only a
small fraction of vehicles within the bus fleet are modular, indicating the value of the modular vehicle technology
in the early deployment stages. As the penetration rate of modular bus units increases, the marginal benefits of the
modular vehicle technology decreases. Interestingly, there are only negligible improvements when the penetration
rate is increased from 50% to 100%. This holds true for all tested scenarios (see Fig. 5).
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Figure 7: Comparison of the improvement in system delay for different penetration rates of modular units.
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Figure 8: Comparison of the improvement in the operator cost for different penetration rates of modular units.

4.3. Value of considering multimodal interactions and congestion propagation using the 3D-MFD

In this subsection, we quantify the value of integrating the 3D-MFD into the modeling framework. Recall that, to
realistically model the proposed system, we employed the 3D-MFD to take into account factors such as the complex
multimodal interactions and congestion propagation. These factors, however, are ignored in most scientific literature
on the frequency setting problem, which typically assumes that the travel times (or equivalently, the bus speeds) are
independent of the bus dispatching policy.

The value of employing the 3D-MFD is quantified by comparing the results of the proposed approach to those
obtained when the optimal solution for the simplified problem (i.e. considering the bus system only) is incorporated
into the proposed modeling framework. In other words, in such a simplified problem, we find the optimal bus dis-
patching policy (¥* and ¥*) by considering neither the interactions with car traffic nor congestion propagation based
on the 3D-MFD. This optimal bus dispatching policy is then used as an input into the proposed modeling framework
to compute the total cost Z*. The value of considering multimodal interactions and congestion propagation using the
3D-MFD, AZ, is computed as the relative difference between the optimal total cost determined using the proposed
optimization framework (i.e. from Section 4.2), Z, and the value of Z*, i.e. AZ = [Z — Z*]/Z*. The results of this
comparison are shown in Fig. 9.

17



01 WENNOo2 EEENO03 WEENO4 NEENOs NN 10|
100 -
75
50

0 ||||| ||||| ||||| ||||| ||||| ||||| ||||| ||||| |||||

25

relative improvement in the system cost (%)

scenario
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Figure 10: Evolution of the vehicle accumulation of both modes in the 3D-MFD plane for the tested traffic scenarios and two penetration rates of
modular bus units (p,, = 0 and p,, = 0.1).

We observe that substantial improvements (up to 99%) in the total system cost can be achieved with a proper
modeling of the complex multimodal interactions and congestion propagation. As expected, the lowest improvements
are obtained for the scenarios with uncongested traffic conditions (i.e. low level of car demand) and zero penetration
rate of modular units. The reason for this is twofold. First, in low car demand scenarios, the interactions between the
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modes are minimized. As the level of interactions increases, the improvements increase. Second, for zero penetra-
tion rate of modular units, the system has fewer number of vehicles available to dispatch, reducing thereby the bus
accumulation in the network and the associated negative effects on car traffic compared to the scenarios with non-zero
penetration rates. This is illustrated in Fig. 10, which shows the evolution of both the bus and the car accumulation
for the tested traffic scenarios when the optimal bus dispatching policy from the simplified problem (¥* and ¢*) is
incorporated into the proposed modeling framework. Note that, for brevity, we only show the results for the scenarios
with the penetration rates of p,, = 0 and p,, = 0.1, as they exhibit the lowest improvements in Fig. 9. Notice from Fig.
10 that, without a proper modeling of multimodal interactions and congestion propagation based on the 3D-MFD, the
vehicular accumulation of both modes significantly increases once the modular units are introduced to the system,
especially for the congested traffic scenarios. This is because the system has more flexibility in adjusting the number
of combined modular bus units to the passenger demand, resulting in higher dispatching flow of buses compared to
the scenarios with zero penetration rate. Consequently, the total circulating flow in the network is substantially re-
duced or, in some cases, even equivalent to zero (see e.g. very congested traffic scenarios HM and HH in Fig. 10). In
fact, the scenarios in which the total circulating flow reaches zero value are the cases when the improvements tend to
99%. This happens not only for HM and HL scenarios with the penetration rate of p, = 0.1 in Fig.10, but also for
all tested scenarios with the penetration rate of modular units that is p,, > 0.1, as shown in Fig. 9. These problems,
however, do not appear in the proposed optimization framework, indicating its value in capturing the necessary factors
for optimizing the performance of the whole network, while taking into account all transport modes.

4.4. Effects of the operating unit cost of modular bus units

In the previous subsections, we used the value of m,, * 30 CHF/hr as the operating unit cost of modular bus units
to quantify the performance of the proposed flexible bus dispatching system. This value was determined following the
recommendations by Sinner (2019). Given such value of 7, the operating cost of the modular bus consisting of the
maximum number of modular units that can be combined along a bus line (in this paper set to U, | = =6, Vi€ L)
is lower than that of the conventional (articulated) bus. This is realistic, considering that the modular bus units are
fully automated, i.e. there is no cost for assigning bus drivers to them, which in some cities represents the dominant
element in the total operating unit cost of conventional buses (Sinner, 2019).

Nevertheless, one can pose the following question: What happens to the performance of the proposed dispatching
system if we increase the operating unit cost of modular bus units? This question can be meaningful for two reasons:
(1) it is possible that the cost of modular units is high before the technology gets fully mature; and (ii) the analysis of
this question can shed light on addressing the scenarios where safety drivers are required for these units in the early
stage of deployment. To address this question, in this subsection we conduct additional experiments for the following
two cases: (i) m,, = 60 CHF/hr; and (ii) m,, = 120 CHF/hr. Note that in the first/second case, four/two combined
modular bus units yields the same operating cost as that of the conventional bus. Consequently, the operating cost of
the modular bus consisting of the maximum number of modular units is, in both cases, significantly higher than that
of the conventional bus. Although these two cases are rather unrealistic, they help to shed light on the robustness of
the proposed optimization framework.

Table 2: Effects of the operating unit cost of modular bus units on the cost functions (p,, = 0.1).

total cost operator cost system delay

T 30 60 120 30 60 120 30 60 120

LL -16.0%  -123% -18% -445% -341% -188% -50% -50% -42%
LM  -133% -109% -69% -41.0% -309% -168% -42% -43% -3.6%
LH -117%  -9.5% -59% -369% -271.6% -147% -3.6% -37% -3.1%
ML  -132% -107% -69% -429% -32.5% -181% -4.0% -4.0% -3.4%
MM  -11.6% -9.3% -59%  -39.0% -292% -16.1% -33% -33% -2.8%
MH -99% -8.0% -5.0% -342% -258% -139% -27% -2.8% -2.3%
HL -11.0%  -9.0% -58% -40.0% -30.4% -173% -29% -3.0% -2.5%
HM  -9.5% -7.7% -4.8%  -356% -267% -148% -23% -24% -2.1%
HH  -7.9% -6.4% -39% -313% -232% -125% -1.6% -1.8% -1.6%

The results are shown in Table 2, comparing the performance of the proposed bus dispatching system with the
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penetration rate of p, = 0.1 and the operating unit costs of m,, = 30 CHF/hr, 60 CHF/hr, and 120 CHF/hr. Note
that for the last two cases the system provides a very similar bus dispatching policy for all penetration rates under
a given operating unit cost of modular bus units (either 60 CHF/hr or 120 CHF/hr). In other words, the results for
the two tested cases with higher r,, are almost insensitive to the penetration rate of modular bus units. This, in turn,
implies that the marginal benefits of additional modular units are negligible. Nonetheless, notice that, even when the
operating unit cost of modular bus units is significantly increased, the proposed system still substantially outperforms
the existing bus dispatching system with only conventional buses. As expected, with an increase in the operating unit
cost of modular bus units, the improvements (in particular those from the operator perspective) reduce. Finally, in
terms of the average number of combined modular bus units, the analysis reveals that the system recognizes higher
costs for combining more modular units, especially in case of m,, = 120 CHF/hr. Consequently, the capacity of
modular buses is reduced compared to the case of x,, = 30 CHF/hr with p,, = 0.1. That being said, in case of x,, = 60
CHF/hr, the system dispatches up to two combined modular bus units, whereas in case of x,, = 120 CHF/hr the system
operates mostly with individual modular units. We omit those results here for brevity.

4.5. Effects of the size of the bus network and the bus fleet

Note that, in the previous analyses, we used a rather larger bus network (in terms of the number of bus lines)
inspired by that of the City of Zurich, Switzerland, as it exhibits a well-defined empirical 3D-MFD. Although a higher
number of bus lines provides more flexibility in adjusting the number of combined modular units and their dispatching
frequencies to the passenger demand, it also adds more constraints to the formulated optimization problem. Therefore,
another interesting question that can be posed is: How well does the proposed system perform when implemented on
a smaller bus network?

To address this question, in this subsection we apply the proposed optimization framework on the bus network
operating with two bus lines. For the purpose of computing the operator cost, we use the initial operating unit cost of
modular bus units of &,, = 30 CHF/hr. To analyze how sensitive the results are to the size of the bus fleet, we analyze
the following two cases indicating the number of conventional buses within the bus fleet for zero penetration rate of
modular units: (i) F = 8; and (ii) F = 16. For brevity, in both cases, we only investigate the penetration rates of
modular unit of p,, € {0.1,0.2,0.3,0.4}. Recall that for the scenarios with p,, > 0, the number of conventional buses
isgivenas F, = F - (1 — py).

Table 3: Effects of the size of the bus network and the bus fleet on the cost functions.

total cost operator cost system delay

F Pm 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
LL -149%  -272% -311% -321% -358% -69.0% -70.7% -72.7% -62% -9.9% -147%  -15.3%
LM -145%  -26.6% -30.0% -31.0% -36.7% -61.5% -66.7% -69.1% -58% -128% -155% -159%
LH -14.6%  -252% -29.0% -30.0% -37.7% -56.6% -62.7% -650% -6.1% -13.6% -16.6% -17.0%
ML  -145% -26.1% -29.7% -30.6% -358% -64.1% -703% -72.8% -57% -105% -13.1% -13.3%

8 MM  -139% -249% -284% -294% -36.0% -588% -65.7% -68.8% -55% -120% -142% -14.4%
MH -148% -244% -27.6% -285% -36.4% -57.6% -60.8% -633% -13% -129% -16.1% -16.4%
HL -143%  -253%  -282%  -291%  -3871%  -65.6% -69.9% -712.5% -47% -9.4% -11.8%  -12.0%
HM  -13.6% -24.0% -27.0% -280% -348% -59.0% -65.0% -679% -6.0% -11.5% -13.4% -13.7%
HH -14.4%  -23.5%  -261% -271%  -37.0% -59.4% -633% -652% -63% -10.7% -128% -13.4%
LL -27.6%  -319%  -32.0% -32.0% -67.9% -74.4% -7147% -747% -9.1% -123% -123% -12.3%
LM -26.8% -304% -309% -309% -67.5% -711.6% -7129% -729% -8.6% -12.0% -12.1% -12.1%
LH -247%  -29.0% -29.7% -298% -628% -68.6% -71.0% -71.0% -79% -11.6% -11.6% -11.7%
ML  -268% -30.5% -30.6% -30.6% -68.4% -74.0% -74.4% -744% -85% -114% -114% -11.4%

16 MM -254% -29.0% -295% -295% -66.1% -7112% -712.6% -72.6% -18% -109% -11.0% -11.0%
MH  -241% -27.6% -283% -284% -62.5% -68.0% -70.6% -70.6% -80% -10.6% -10.6% -10.7%
HL 257%  -29.0%  -292%  -292%  -692%  -73.6%  -714.0% -740% -15% -103% -104% -10.4%
HM  -246% -27.6% -281% -281% -66.7% -70.7% -7123% -723% -13% -9.8% -9.8% -9.8%
HH -22.8%  -261% -269% -27.0% -62.6% -67.4% -700% -702% -6.7% -9.5% -9.5% -9.6%

The results are shown in Table 3, comparing the performance of the proposed flexible bus dispatching system
with different penetration rates of modular units to that of the existing dispatching system (i.e. consisting only of
conventional buses). Notice that, even in case of smaller bus fleet, the proposed system significantly outperforms
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the existing one, especially from the operator perspective. As the size of the bus fleet increases, the improvements
increase. Potential reduction in the total and the operator cost function can be up to 32% and 75%, respectively,
depending on the level of car and passenger demand, penetration rate of modular bus units, and the size of the bus
fleet. Interestingly, there seems to be a critical number of modular bus units, after which the marginal benefits of
additional modular units are negligible (observe similar improvements in the total system cost for p,, > 0.4 and
pm = 0.2 1in case of F = 8 and F = 16, respectively). This indicates the robustness of the proposed optimization
framework.

5. Conclusion

In this study, we propose a novel concept, called flexible bus dispatching system, which offers new perspectives and
enormous flexibility to better manage the dispatching frequencies and the allocation of the vehicle resources, reducing
thereby the operating cost. In such a flexible bus dispatching system, the bus fleet consists not only of conventional
buses, but also of modular and fully automated bus units that can either operate individually or combined together
(forming thereby a single modular unit of a higher passenger capacity). To determine the optimal number of combined
modular bus units and the optimal frequency at which the units (both conventional and modular) should be dispatched
across different bus lines, while accounting for the traffic dynamics at the network level, we propose an optimization
framework based on the recently proposed three-dimensional macroscopic fundamental diagram (3D-MFD). To the
best of our knowledge, this is the first application of the 3D-MFD and modular bus units for the frequency setting
problem in the domain of bus operations.

To test the performance of the proposed system, we analyze various scenarios, characterizing different levels of car
and passenger demand, and penetration rates of modular bus units. Numerical results show that the proposed concept
can significantly outperform the existing bus dispatching system with only conventional buses. The improvements
in the total system cost are achieved by adapting the number of combined modular bus units and their dispatching
frequencies to the evolution of both, the car and the passenger demand. For example, in case of low passenger
demand (typically during the off-peak period), the proposed system dispatches compositions of modular bus units that
contain only few combined (if not individual) modular units. However, in case of high passenger demand (typically
during the peak hour), the dispatching compositions include higher number of combined modular bus units. This way,
the proposed system makes a trade-off between the service frequency and the allocation of bus units on the one hand,
and the level of service provided to users on the other hand. Moreover, a comparison with the approach that considers
only the bus system (neglecting the complex multimodal interactions and congestion propagation dynamics) reveals
the value of the proposed modeling framework. Finally, by studying the effect of the operating unit cost of modular
bus units, the size of the bus network, and the size of the bus fleet, we shed light on the robustness of the proposed
optimization framework.

This work opens several research directions. First, we are interested in integrating the proposed bus dispatching
system with other traffic management strategies, e.g. a bi-modal perimeter control (Dakic et al., 2019; He et al.,
2019), to further improve the operations of bi-modal traffic systems. Second, we would like to extend the proposed
methodological framework to more complex scenarios (e.g. multiple-region networks) and develop a hierarchical
control framework (Yang et al., 2017) that converts the macroscopic level bus dispatching decision to account for more
detailed operational features (e.g. timetables, en-route combining/splitting of modular units along a bus line). Third,
the en-route combining/splitting features can be used to further develop other bus-related strategies (e.g. stop skipping
and dynamic routing). Fourth, it would be interesting to incorporate the automated modular bus units into other
promising paradigms (e.g. shared mobility). For example, we can design real-time demand responsive bus services
with these units to further improve passenger mobility. We may also integrate the proposed system with mobility-on-
demand systems, where the public transport operator maintains a larger fleet of automated modular units and some
units provide last-mile on-demand services. Fifth, it would be meaningful to evaluate the long-term benefits of the
proposed strategy from a planning perspective by accounting for shift in mode choice, route choice, and departure
time.
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