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Abstract

We prove an asymptotic stability result for a linear coupled hyperbolic—elliptic
system on a large class of singular background spacetimes in CMC gauge on the
n-torus. At each spatial point these background spacetimes are perturbations of
Kasner-like solutions of the Einstein-scalar field equations which are not required
to be close to the homogeneous and isotropic case. We establish the existence
of a homeomorphism between Cauchy data for this system and a set of functions
naturally associated with the asymptotics in the contracting direction, which we
refer to as asymptotic data. This yields a complete characterization of the degrees
of freedom of all solutions of this system in terms of their asymptotics. Spatial
derivative terms can in general not be fully neglected which yields a clarification of
the notion of asymptotic velocity term dominance (AVTD).

1 Introduction

Do cosmological solutions of Einstein’s equations exhibit any generic coherent behavior in
the neighborhood of the Big Bang singularity? Mathematically, a cosmological solution
is a globally hyperbolic Lorentzian manifold with closed Cauchy hypersurfaces. Certain
symmetry-defined classes of vacuum cosmological spacetimes have infinite dimensional
families of solutions which exhibit asymptotically velocity term dominated (AVTD) type
behavior near the singularity [21,23]. Such solutions are modeled in the limit towards the
Big Bang singularity (i.e., in the contracting time direction) by solutions to an asymptotic
model system — the so-called VTD system — in which spatial derivative terms are dropped
from the equations. The Gowdy vacuum solutions in areal gauge [15,26,29] and wave
gauge [4], the polarized and half polarized T?-symmetric vacuum solutions in areal gauge
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[2,22], and the polarized and half polarized U(1)-symmetric vacuum solutions in wave-
type gauges [18,19,24] all have infinite dimensional families of solutions which exhibit
AVTD type behavior near the singularity.

Heuristic and numerical studies suggest that the general set of cosmological solutions
do not exhibit AVTD behavior in any gauge near the singularity [10-14,34]. Rather, it
is conjectured that general solutions have oscillatory behavior, with an infinite sequence
of AVTD-like epochs. While this so-called “BKL conjecture” (named after the authors
of [8,9]) is believed to be very difficult to check rigorously, it is also known to fail in cases
where weak null singularities form [27].

In contrast to the general cosmological setting, there are reasons to suspect that
generic solutions of the Einstein system coupled to the scalar field equations may exhibit
AVTD behavior near the singularity. Several authors [6,7,21] have noted that if the
matter is modeled by a scalar field (or a fluid with a stiff equation of state) the singular
dynamics is monotonic rather than oscillatory in some cases, greatly simplifying the
mathematical analysis. This simplification has since been exploited, first, in work by
Andersson and Rendall [5], who prove, using Fuchsian methods (see below), the existence
of an infinite dimensional family of solutions to the Einstein—scalar field system with
VTD asymptotics. These solutions are not limited to being close to the homogeneous
and isotropic (FLRW) solution. While the family of solutions obtained is general in
the sense of function counting, the question of whether the VTD asymptotic data yield
solutions corresponding to an open set of Cauchy data is not addressed by the Fuchsian
methods (particularly, but not exclusively, if restricted to the analytic category). The
question of openness and stability is addressed in remarkable recent work by Rodnianski
and Speck [31,32|. The authors show that AVTD behavior is nonlinearly stable in the
sense that there is an open set around FLRW in which AVTD behavior holds.

In their work, Rodnianski and Speck use the degrees of freedom of the regular Cauchy
problem of the Einstein-scalar field equations to establish a notion of stability. We refer
to these as Cauchy data or Cauchy degrees of freedom. They show that certain quantities,
which characterize some of the asymptotics of the solutions at the singularity, depend
continuously (in a sense which the authors make precise) on these Cauchy degrees of
freedom — at least if the Cauchy data are close to FLRW data; some more details are
given below. This result is a major breakthrough and it is the first time that singular
solutions of Einstein’s equations without symmetry could be controlled in this detail. It
turns out however that their result does not provide sufficient control of the asymptotics
to address the reverse problem: Do the Cauchy degrees of freedom of the solutions also
depend continuously (in some sense) on the asymptotics? Is there is a description of
the asymptotics of general solutions in terms of asymptotic data which are in one-to-one
correspondence with the Cauchy data? If yes, do the VI'D equations, that is, the asymp-
totic model equations where spatial derivatives are dropped, imply the same asymptotic
degrees of freedom? Notice that spatial derivatives turn out to be negligible for the result
by Rodnianski and Speck, but may very well be significant to address this problem here
because it requires a much tighter control of the asymptotics.

Investigating these questions for the full Einstein—scalar field system with its large



number of degrees of freedom appears out of reach in light of the technical arguments
required for the results of [31,32|. The main simplification which we introduce in this
paper is therefore to freeze some of the degrees of freedom. By this we mean that some of
the equations are not imposed and the corresponding unknowns are treated as fixed (but
arbitrary) background fields. As we explain in detail in Section 2.1, we have decided
to freeze the degrees of freedom associated with the spatial metric v and the trace-
free part of the second fundamental form x,’ in the Einstein-scalar system in CMC
gauge with zero shift. These quantities are consequently treated as arbitrary, but fixed,
fields which we write as 4% and x,’. The remaining degrees of freedom, which our
paper consequently focusses on, are those associated with the scalar field ¢, its conjugate
momentum 7 = tdy¢/«, and the lapse «, which are governed by the coupled hyperbolic-
elliptic system

—tdym 4+ (1 — a)w + at?’4° D, Dy + t23° Dya Dy = 0, (1.1)
1

t25% D, Dyor — <t2>2ab>2b“ + =+ 712> a+1=0, (1.2)
n

—t0rp + am =0, (1.3)

for t > 0. Notice that D, is the covariant derivative associated with §. We refer to
Egs. (1.1) — (1.3) as the lapse-scalar field system. We expect this system to have two
Cauchy degrees of freedom, one associated with each of ¢ and m. As « is a solution of
the elliptic equation (1.2) there should not be any freedom associated with it. It turns
out that one can identify two asymptotic degrees of freedom — referred to as asymptotic
data — which fully characterize the asymptotics at ¢ = 0. Moreover, by suitably taking
spatial derivatives into account we establish the existence of a homeomorphism between
this asymptotic data and Cauchy data in a natural topology. Crucially, the asymptotics
of the fields ¢ and 7 rely on taking into account the coupling between the hyperbolic
part Egs. (1.1), (1.3) and the elliptic part Eq. (1.2) of the lapse-scalar field equations.
This feature is not seen, for example in the study of wave equations on cosmological
background spacetimes in [1], due to the lack of a coupled elliptic equation in that
setting.

We expect that subsystem Eqs. (1.1) — (1.3) captures the asymptotics of the scalar
field and the lapse in the full system if v* and x, ® have asymptotics that are consistent
with the given background fields 4% and y,°. If the background fields 4% and x,’ are
chosen to be close to the FRLW solution, then these asymptotics should be consistent
with those established by Rodnianski and Speck. For example in [31] it is proved that
for each solution of the linearized Einstein-scalar field system which is sufficiently close
to the FLRW solution, there is a function Wpgpg(2) such that!-!

[tDep(t,-) — Wpangll < C37N || Bip(t, ) — log tAW pangl| < O,

1-1Gee [31] for more information regarding the norms and the constants C,c > 0. Similar statements
hold for the nonlinear problem [32].



in terms of some smallness parameter n > 0 where ¢ is the linearized scalar field. The
asymptotic quantity V¥ pg,, depends continuously on the Cauchy data. The reverse prob-
lem which largely motivates our work here is: Given an arbitrary smooth function ¥ gy,
is there always a uniquely determined solution ¢ which approaches ¥ g4 in the sense of
these estimates? It is clear that this cannot be the case. As mentioned above, the scalar
field ¢ comes with two degrees of freedom, and one must therefore go beyond that single
asymptotic datum Vpg,e. In fact, it turns out that Vpg,, is completely determined by
the asymptotics of 4% and y,’ and not by the scalar field equation at all. The quantity
V Bang is therefore considered as a frozen field here. This implies that the actual degrees
of freedom associated with the scalar field are not covered by the above estimates at all.
In our analysis below, which allows us to identify the actual degrees of freedom, it turns
out to be useful to subtract this “frozen asymptotic datum” ¥pg,, (which we label as A
below) off from the scalar field quantity.

The particular goal for our work is to find and characterize a homeomorphism ¥
between Cauchy data and asymptotic data for the lapse-scalar field system under condi-
tions as general as possible, in particular not restricting to near-FLRW backgrounds. In
doing this we wish to derive as much detail regarding the asymptotics as possible. Since
detail is therefore the paramount concern here, we restrict to the linearization of the
lapse-scalar field system; see Section 2.1. We conjecture that the estimates we establish
here for the linearized system will suffice to derive essentially the same statements for
the nonlinear system (in some small data setting). We will obtain the corresponding
estimates for the nonlinear system in future work exploiting recent results regarding a
large class of Fuchsian-type equations in [16, 28].

Our main result, which is given in rigorous form in Theorem 3.2, can be stated in
rough terms as follows. For given 5% and )"(ab, which at each spatial point decay to the
time-dependent gravitational data for a Kasner-scalar space-time (see Section 2.2), we
consider the linearization of the system Egs. (1.1) — (1.3) on the n-torus as discussed
in Section 2.1. We prove that there is a homeomorphism with respect to a natural
topology between Cauchy data (prescribed at a regular time 7' > 0) and asymptotic
data (associated with the limit at the singular time ¢t = 0). The existence of such a
homeomorphism does not only yield that the full degrees of freedom of the solution set
are equivalently characterized by the Cauchy data or asymptotic data. It also follows
that Cauchy data depend continuously on the asymptotic data and vice versa which
precludes chaotic behavior. Most importantly, however, both this map and its inverse
are open maps which implies that any perturbation of Cauchy data (or asymptotic data),
i.e., any change within an open set, guarantees that the corresponding asymptotic data
(or Cauchy data) also change within some open set. We interpret this as a form of
stability related to (but not the same as) asymptotic stability. We remark that the
framework of asymptotic matching problems, which we develop in this paper and which
we use for the proof, is not only useful to establish the ezistence of the homeomorphism.
It also yields a practical way to calculate it numerically by approximating the asymptotic
matching problem by finite ones with (in principle) arbitrary accuracy.

The Fuchsian method has been used in a number of cases [2,3,15,20,25,26,29] to iden-



tify asymptotic degrees of freedom — asymptotic data — (often determined heuristically
by formal expansions at the singularity) and then for rigorously validating this identifi-
cation (by proving the existence of a solution of the equation which realizes each choice
of asymptotic data in some well-defined sense). It typically yields continuous maps from
asymptotic data to Cauchy data. The main drawback is that the results based on the
Fuchsian method make no statements about potential openness of the maps. This issue
has been addressed for the first time in comprehensive work on linear wave equations
by Ringstrom [30]. Among other things, Ringstrom proves the existence (and also the
non-existence) of homeomorphisms between Cauchy data and asymptotic data for a large
class (defined by several technical conditions which we do not describe here) of linear
wave equations with spatially homogeneous coefficients. Before proceeding, we make a
couple of further remarks relating our main theorem to the results described above.

Remark 1.1. The method we use in this paper extends some of the general theory of
[30] in important ways. First, the system of equations we consider here has spatially
non-homogeneous coefficients; indeed, the background metric is allowed to approach
(with suitable decay estimates) a different solution of the Kasner—scalar field system at
each spatial point. Second, Ringstrom studies the case in which the asymptotics are
determined by solutions of model asymptotic equations in which the spatial derivative
terms are negligible. However, to fully characterize solutions of the linearized lapse-scalar
field system by their asymptotics and obtain a homeomorphism between Cauchy data
and asymptotic data, certain spatial derivative terms must however be accounted for and
included in the asymptotic model equation. Finally our results are not restricted to wave
equations (as opposed to [30]) as we take the elliptic lapse equation into account as well.

Remark 1.2. Theorem 3.2 provides a characterization of the asymptotics of solutions to
the linearized lapse-scalar field system that contains the full set of degrees of freedom
for solutions of these equations. A surprising result is that while spatial derivative terms
do not contribute to the very leading-order terms (consistent with AVTD behavior),
the full set of degrees of freedom can only be described in terms of the asymptotics by
incorporating spatial derivative terms of sufficiently significant order. This shows that, at
least for the linearized lapse-scalar field system, the VT D-equations (where these spatial
derivative terms are dropped) do not suffice to describe the full asymptotic behavior of
generic solutions.

Remark 1.3. Our results are not limited to backgrounds which are FLRW or near FLRW,
but may include highly inhomogeneous anisotropic backgrounds. As a consequence we
must deal with additional terms which are not present in the corresponding estimates
in [31] where the exact FLRW background is assumed. In order to deal with these
additional terms we find it useful to (I) carefully organize the estimates as discussed
in Section 5, and, (II) work consistently with the conjugate momentum = = t9;¢/«
(defined by Eq. (1.3)) as opposed to t0;¢. As a result, we are, in particular, able to
remove all time derivatives of v from the estimates, which would otherwise spoil some of
the arguments. The removal of these terms is key to the derivation of useful estimates
for both evolutions towards the singular time t = 0 (the decreasing time direction) as
well as away from the singular time (the increasing time direction). As opposed to the



works [31,32], where only estimates in the decreasing time direction required, both time
directions are necessary for constructing the homeomorphism determined above.

The outline of the paper is as follows. In Section 2 we provide some necessary prelim-
inaries. In particular we derive the lapse-scalar field sub-system from the ADM formu-
lation of the Einstein-scalar field equations in CMC gauge with zero shift in Section 2.1.
Section 2.2 is devoted to Kasner-scalar field spacetimes which play an essential role for
our analysis. In Section 3 we present and discuss our main result. Before we discuss the
proof in several sub-steps in Section 5, we introduce a new methodology in Section 4,
i.e., a systematic way to asymptotically match solutions of (in principle) any system of
equations of interest with certain asymptotic model equations, essentially following the
paradigm used to define the AVTD property in [23|. This approach is the key to our
proof of our main result in Section 5. We believe that it is a robust approach which has
the potential to apply to more general classes of problems. In particular it allows us to
reach a satisfactory level of detail in describing the asymptotics of the solutions of our
system of equations.

2 Preliminaries

2.1 The lapse-scalar field system

In this section we briefly discuss the origin of the lapse-scalar field system Eqs. (1.1) —
(1.3). The starting point is the standard ADM formulation of the Einstein-(minimally
coupled) scalar field system (with zero potential) under the CMC-zero shift gauge con-
dition

K=-1/t, p*=0. (2.1)
Here, and throughout the paper Latin indices a, b, . .. take values 1,2, ..., n (and therefore
represent purely spatial tensors), while Greek indices p, v, ... take values 0,1,...,n (and

therefore represent spacetime tensors). With the above gauge choice, the Einstein-scalar
field system can be written as in [31]:

1. Constraint equations:

n—1 1.
Seallr] = xa"%" + —7m = =59” + 7" Dad Dyg, (22)
1.
Dyxa” = ==¢Dad,  Xa" =0. (2.3)
2. Evolution equations for v and x,°:
- ab a.ch 20 ab
¥ = 20" = (2.4)
b be a o a—1loy . b be
Xa = 7 DaDcOZ_;Xa + 2 da’ + aRiclyls” — ay*DapD.g. (2.5)



3. Scalar field equation:

1d /1, 1. 1
- — (-(75) — —¢+ 7Dy Dy + —y** Daax Dy = 0. (2.6)
adt \ a at «
4. Lapse equation:
% Dy Dyor = S aScal[y] — ey D, ¢ Dy (2.7)

t2

Here, 7% is the 3-metric, Y.’ the tracefree part of the second fundamental form, « is
the lapse and ¢ is the scalar field. A dot refers to the time derivative 0y, and D, is
the Levi-Civita connection compatible with . In order to extract the lapse-scalar field
system Egs. (1.1) — (1.3) now we first eliminate Scal[y] from Eq. (2.7) using Eq. (2.2).
This equation together with Eq. (2.6) then takes the form

tat()é t(?tgb +
(67

—t0(t0rp) + (1 — a)torp + 21?4 DDy + at?>y®DyaDyp =0,  (2.8)

a—n

Py Du Do — otxa — S~ (19,6 = 0, (2.9)
Egs. (1.1) — (1.3) are obtained from (2.8) — (2.9) by defining 7 = t0;¢/«, replacing t0.¢
by wa and by considering the metric and the trace-free part of the second fundamental
form as arbitrary, but fixed, fields 4% and x,’. Below we shall demand that these fields
have certain asymptotics related to the form introduced in Section 2.2 in the limit ¢ N\ 0.
If we had written the equations in terms of t9;¢ instead of 7, then the time-derivative of
« would need to be handled, which becomes an issue if the background space-time is not
presumed to be spatially homogeneous. Recall that in working with Egs. (1.1) — (1.3),
we do not impose any of the remaining equations above in all of what follows.

In addition to 5% and ., fix now arbitrary smooth fields ¢(¢, ), &(t, ), #(t,z)
such that

—toi + (1 — &)F + &t>3° Dy Dy + 124 Dy Dy = — f O, (2.10)
1249 D, Dy — 125,05, %6 — % EEF I — (2.11)
—t0yp + it = — 1) (2.12)

for some smooth functions fO(t,z), fA(t,x) and fO)(t,z). If these latter functions are
zero than we interpret (¢, &, 7) as a background solution of the lapse-scalar field system.

In general we shall impose specific conditions on the ¢ \, 0 asymptotics of these residuals
fO, @ £6) in Theorem 3.2 below. Given this, the fields

uU=mT—7m, V=a-—a, gozqﬁ—qaﬁ, (2.13)



satisfy the system
—tdu — 7v + (1 — &)u + >3 Dy Dy
+ ut35% Dy Dy + 125 D& Dy + 1239 Dy Diyp (2.14)
+uv + vt*5° Dy Dyp + 125 DavDyp = f,

1

t23%° D, Dyv — <t25€ab5&b“ + =+ 7%2> v — 2 — vu® — 2rvu — éu® = f@), (2.15)
n

—t0yp + b+ Fv +vu = fO), (2.16)

The linearized lapse-scalar field equations are then obtained by deleting all nonlinear
terms from Eq. (2.14) — (2.16). The given background ((;5, &, ), which is an approximate
solution of the the lapse-scalar field equations Egs. (2.10)-(2.12), motivates two problems
of interest: The dynamics of its linear and its non-linear perturbations (u, v, ¢). As men-
tioned above, this paper focuses exclusively on the dynamics of its linear perturbations,
and not on its nonlinear perturbations.

2.2 Kasner-scalar field spacetimes

The background solutions of interest to this paper are related to a simple family of solu-
tions: the Kasner-scalar field spacetimes (referred to as (generalized) Kasner spacetimes
in [31]). In this section we briefly summarize their most important properties.

The Kasner-scalar field spacetimes are spatially homogeneous (but in general very
anisotropic) solutions (7%,%,°, @, ¢) of the Einstein-scalar field system with spatial man-
ifold M = T"™. In zero shift CMC gauge (cf. Eq. (2.1)) we consider here the spatial metric
takes the form

7% = diag (t720, ... ¢~ (2.17)

written in terms of standard Cartesian coordinates on M where the Kasner exponents
qi, - - -, qn are real numbers subject to

n n
dai=1 > ¢g=1-4, (2.18)
=1 i=1

for any?!
1
Aef0,Ay], Ap:=4/1- o (2.19)

The scalar field is given by B
é=Alogt+ B (2.20)

for any real constant B. Furthermore we have

a=1, (2.21)

21Without loss of generality we assume that A is non-negative throughout this whole paper. If A is
negative we can replace ¢ by —¢ since the Einstein-scalar field system with zero potential is invariant
under the transformation ¢ — —¢.



and

1 1 1
— b .
Xa — Zdlag (E —dq1,. .., E - Qn> . (222)

Notice that this implies the useful formula

1
%, =1 - ~ - A2 (2.23)

Two well-known special cases are (1) the isotropic FLRW-case given by A = A, and
q1=...=q,=1/n, and (2) the vacuum Kasner solutions characterized by A = 0%2.

For the discussion below, it is useful to establish certain bounds on the set of ad-
missible Kasner exponents for any given A € [0, A;]. Setting p; = ¢; — 1/n, Eq. (2.18)
transforms into

n n
> pi=0, > pi=1-A"—1/n=A} - A% (2.24)
i=1 i=1

All vectors (p1,...,pn) € R™ consistent with this are on the intersection of the plane

through the origin perpendicular to the vector ny = (1,...,1)/y/n and the (n—1)-sphere

around the origin with radius 4/ Ai — A2, Combining the square of the first identity in
Eq. (2.24)

n

n n
1
pi=> pivj =3 > (i—p)*+ (-1 p}
=2

1,j=2 1,j=2

with the second identity eventually yields

n
9 n—1 9 2 1 2
1= (A+—A)—%AZQ(M—PJ)-
Z7j:

The largest possible value

n—1
Ip1] =1/ - w/Ai—AQZAH/A%r—A?

is therefore obtained when

pi=—p1/(n—1)

for all @ = 2,...,n. We conclude that for any given A € [0, A;] the largest and the
smallest possible Kasner exponents are

Gupper = 1 — A2 + AL\ /A2 — A2 quower = 1 — A% — A4 /A2 — A2, (2.25)

Given any collection (g1, ...,q,) of Kasner exponents, we write

dmax = maX{QI, cee ,Qn}a dmin = min{fh, cee ,QH}- (226)

22Note that in the vacuum case ¢ = B = const has no dynamics and no gravitational interaction.



Given n and A satisfying Eq. (2.19), which Kasner-scalar field solution, cf. Eq. (2.18), has
the smallest value of ¢nq:7 The above considerations imply that this is achieved when
one of the Kasner exponents takes the value of gyer and all other Kasner exponents
take the value

1 A
Gmaz0 = — + — _+1\/A1 —A2=(1-43) <1 +4/1 - A2/A1> : (2.27)

3 Main result

Before stating our main theorem, Theorem 3.2 below, we introduce further notation and
conventions. As explained above we focus on the linearization of the lapse-scalar field
system Eq. (2.14) — (2.16). In the analysis of this system, it is convenient to introduce
a switching parameter o, which multiplies certain terms. In a first study of this section
and Theorem 3.2, it is sufficient to think of the case ¢ = 1. The parameter o is used
to “switch” between the full linearized lapse-scalar field system (corresponding to o = 1)
and an asymptotic model system (corresponding to o = 0) which is used in the proof
of Theorem 3.2 to derive the asymptotic formula of the solutions given below. As we
argue below, allowing any value for the switching parameter may be of interest beyond
the proof (see our discussion of asymptotic matching problems in Section 4) which is why
we include ¢ in all of what follows. With this, the system of interest for the variables
u, v and @ takes the form

—tdu — Av — o(7 — A)v 4+ o(1 — &)u + 06t*5%° D, Dy

o . 3.1
+ ovt?§" Dy Dy¢ + 0> Do Dyp + 0t*4° Dav Dy = fU, 31
1
ot?5° Dy Dy — v — 2Au — o <<t2)2ab)°<b“ + =+ A% - 1> + (72 — A2)> v
n (3.2)
— 20 (7 — A)u = f@,
—tp +u+ Av+o(d — Du+o(i — Ay = fO. (3.3)

Note that o multiplies the spatial derivative terms as well as other terms that turn out
to be of “higher order” in an appropriate sense, which we make precise below.

Before we state our main result, we need a few definitions. First we equip M = T"
with the time-independent flat reference metric d,,. In terms of Cartesian coordinates
on M we assume that d,; takes the form

Sap = diag (1,...,1). (3.4)

In all of what follows, all spatial index operations are performed with the metric d,;. Let
0, be the (time-independent) covariant derivative associated with dap- For any smooth
time-dependent tensor fields>! S, S and S on M of the same arbitrary rank (0,r) we

31 Arbitrary smooth (time-dependent or time-independent) tensor fields S of rank (0,7) on M are
written in either the index-free form as, S, or, if we want to emphasize the rank as, S, or, using
abstract indices as, Sa,...a..-
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write

(5.8)s5 = SasS™0, |SI2 = (S.9);. (3.5)

and

S=58+0(f)

for some smooth function f(t,z) provided that for each non-negative integers k and ¢
there is a constant C' > 0 such that?2

(t0;) 0k (S(t, ) — S(t,x)) (< Cf(tw),

for all z € M and all ¢t € (0,T] where T > 0 is some final time. Here, 9¥(S — §) is the
short hand notation for the tensor field 9,, - - - 94, (Sp, .6, —Sb,...»,) of rank (0, k+7). This
notion allows us now to introduce the class of background fields relevant for Theorem 3.2.

Definition 3.1 (Asymptotically point-wise Kasner-scalar field background). Let 4% be
a smooth time-dependent Riemannian metric, )zab a smooth time-dependent symmetric
(1,1)-tensor field, and &, 7?,(5 be smooth time-dependent scalar fields on M. We say that
the collection of fields (Y%, x,°, &, 7, gb) on M = T" is an asymptotically point-wise
Kasner—scalar field background with decay 5 for some smooth time-independent
positive function 8 on M provided:

1. There are smooth functions q1(x), ..., qn(x) and A(z) on M, such that Egs. (2.18)
and (2.19) hold at each x € M, and smooth time-dependent fields h®, hq, on M
33 such that

FO(t ) =7t @) + h Ay (6,7) =T (6,7) + hap. (3.6)

where

W3t = 0(F),  ha7" = O(t7), (3.7)
and where 5% (t, ) is defined by Eq. (2.17) at each x € M.

2. We have
X, = X"+ O(t7),

where X,° is defined by Eq. (2.22) at each x € M.
3. The functions &, T and& on M satisfy
&=140{%), #=A+0"%), é=(A+0(t")logt, (3.8)

where the function A is determined by Eq. (2.18) at each x € M.

32This notion of the O-symbol can be relaxed. In fact, some of the quantities below do not require
control over any time-derivatives and/or only over a finite number of spatial derivatives. Nevertheless,
we use this strict version of the O-symbol in order to simplify the statement of the main theorem.

33 Recall that spatial index manipulations are performed with the flat reference metric d45. In our
notation, 7,,' (the inverse of 7°°) does therefore in general differ from 7,,,.
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Given an asymptotically point-wise Kasner—scalar field background we refer to the
functions q1, ..., g, as the Kasner exponents and A as the scalar field strength. We refer
t0 @maz, Gmins Qupper a0d Qower by the formulas Eq. (2.26) and (2.25) at each z € M.
Notice that the exact Kasner-scalar field solutions in Section 2.2 are special examples
of asymptotically point-wise Kasner—scalar field backgrounds. It is important to point
out however that although the asymptotically point-wise Kasner—scalar field background
fields asymptote at each spatial point to a solution of the Einstein—scalar field equations,
the fields themselves are not required to be solutions to these equations. In addition,
we note that this class captures the essential features of the Kasner footprint maps
introduced in [31,32], and, as such, the generalization of our results to backgrounds of
this type is straightforward.

The last steps before we can state the main theorem are now to introduce a smooth
function £{(x) on M with range in [0, 1] by (recall Eq. (2.19))

A=AV/1-¢, (3.9)

and then define at each x € M,

242%(z) = 2(1 - €(2)) A2 if (x) € [0,1/3],
dg(x) T el T
In order to simplify some of the following formulas, we also define
T t 242(x)
SW(t, x) :/ (f(l)(s,x) — A(m)f@)(s,x)) <—> s lds (3.11)
¢ s
t
SO, 2) = — (24%(x) — 1)/ SW(s,2)s ds (3.12)
0
t
- [ (190 + 4@ .2) 57 ds,
0
and
Llg) =0 <&t2f°y“bDang + tQ%“bDb&Dag) , (3.13)

for any smooth functions ), @ 6 and g(t,x) for which these integrals are finite.

Theorem 3.2. Pick a sufficiently small constant T in (0,1], an integer n > 3 and an
arbitrary asymptotically point-wise Kasner—scalar field background

T = (3% X0, &, 7, )

with decay B, where B is an arbitrary smooth positive time-independent function on M =
T™ with
B> A — min{242,2(1 — gpaz)} (3.14)

where X\ is defined in Eq. (3.10). Suppose that

Ae < min{4(1 — gmaz), 242 + 2(1 — gmaz)} (3.15)
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at each point in M. Suppose the source terms fO(t,z), f@(t,x) and fO(t,x) in
Eqgs. (3.1) — (3.3) are smooth functions on (0,T] x M such that

/OT<”S)\SJC(1)H67H’“+4(M) + 157 F Pl prracary + HSiASf(g)H67H’“+5(M)>371d3 < 00,
for all integers k > 0 and for some smooth function As(x) on M with
Ao > max{Ac = 2(1 = guar)s A — 5,0}, (3.16)
Then, for each constant o € [0, 1], there is a homeomorphism in the C*-topology
U2 (CF(M))? = (C®(M))?, (p), ) = (us, 04)
with the following property. For each integer k > 0 and smooth function A(x) with
A < min{ s +2(1 = gmaz ) 41— Gmaz ) 242 +2(1 = Gmaz ), B+2(1 = Gmaz ), 242+ 8}, (3.17)

there is a constant C > 0, such that for any (@), ea)) € (C°°(M))?, the solution
(u,v, ) of Egs. (3.1) — (3.3) determined by Cauchy data o(T,-) = s and u(T,-) = u,
with (us, o+) = Y(p(0), p(1)) satisfies

= (s + 245 )~ [ gl (ﬁ)w sl =0 |

| (ot ) = o) — (247 = D2 g (3.18)

a1 [ [ el (t)A s - 59, )

for allt € (0,T] and all integers k > 0. The constant C > 0 may depend on k, X\, T,
f(l); f(2); f(B); ©(0); P(1) and I'.

The proof of Theorem 3.2 is discussed in detail in Section 5. In the remainder of
this section we make a few remarks and discuss consequences of Theorem 3.2. First let
us note that the estimate (3.18) for u and ¢ can be complemented by an estimate for v
which can be obtained by means of Eq. (5.15) for F® = f(2) (see Egs. (5.6) — (5.9)).

On the one hand, this theorem states that any solution of Egs. (3.1) — (3.3) launched
by Cauchy data (uy, ps) is described asymptotically by Egs. (3.17) and (3.18) for asymp-
totic data (p(0),¢(1)) = ¥ (ux, «). On the other hand, it states that for any choice of
asymptotic data (o), ¢(1)) there exists a solution of the Cauchy problem for Egs. (3.1)
~ (3.3) with Cauchy data (us, @) = ¥(p(),¢(1)) which realizes these asymptotic data
via Egs. (3.18). The full degrees of freedom of the entire solution set are therefore
parametrized by either Cauchy data (“the state of the system at a finite positive time”
t =T > 0), or equivalently, by asymptotic data (the “state of the system at the singular
time” ¢ = 0). This map between asymptotic data and Cauchy data ¥ is invertible, and,
both directions are open maps with respect to the C*°-topology. As discussed above,

<C

[
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this implies that the solutions are asymptotically stable under perturbations of either the
asymptotic data or the Cauchy data.

Eq. (3.18) yields the asymptotic behavior of arbitrary solutions up to O(t") (in the
limit ¢ \, 0). We verify that Eq. (3.17) allows us to choose A a little larger than 242 by
checking that each element in the list of upper bounds in Eq. (3.17) is larger than 2A2:

o A\ +2(1 — Gaz) > 242 because of Egs. (3.16) and (3.10).
o 4(1 — qaz) > 2A2 because

A(1 = Gmaz) — 247 > 4(1 — Qupper) — 247 = 4A% (1 — &) — 243 (1 - €2)
=243 (1-&)(2— (1+¢)) =243 (1 - ¢)* >0,

for all £ € [0,1) using Egs. (3.9) and (2.25).
o 242 +2(1 — gaz) > 2A? because gqr < 1 for all € < 1.

o B+2(1 — gmaz) > 2A? because

5 + 2(1 - Qmam) - 2A2

Ae — 242 +2(1 — gae) — 242 if 2(1 — Gae) > 242,
———— ~ .
> >0 >0

Ae = 2(1 = @maz) + 2(1 = Gaz) — 242 if 2(1 — gnaz) < 242
>0,

as a consequence of Eq. (3.14).

o 2A% 4+ B > 2A? because 3 > 0.

Because of this, Eq. (3.18) is “correct up to O(t2A2+€)” for any sufficiently small € > 0.
It can therefore be interpreted as the asymptotic representation of the full degrees of
freedom of the solution set as it contains both the first asymptotic datum, ¢(q), associated
with the ¢-power 0, and the second asymptotic datum, ¢y, associated with the t-power
2A2. Hence it does make sense to call (¢(0), P(1)) asymptotic data. Observe that these
two quantities are associated with the following limits of an arbitrary solution:

Py (z) = }1\1% o(t, x), (3.19)

. T P24 o
“2A @ (@) = fuy <u<t’x)_/t Llp)(s:2) <§> s7lds — SW(t,x) | 1724,

Let us stress that the limit of the first integral on the right-hand side multiplied with
t—24%(@) by itself would in general not be finite (see below).

At a first glance it may be surprising that the limit of ¢ should always be finite
as implied by Eq. (3.19). If we interpret Eq. (3.1) heuristically as an equation of the
form toyu = O(t), general solutions should be u = O(1) if ¢ > 0. Eq. (3.3) then
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implies that ¢ = O(logt). It therefore is conceivable that general linearized scalar field
solutions contribute to the leading asymptotics in the same way as the background field
QOS = Alog(t) + .... However, this is not the case and the reason is that the coupling
of Eq. (3.1) to Eq. (3.2) cannot be neglected. In fact, using the same heuristic notion
as before, it turns out that the equation which describes the asymptotics of u correctly
is “(3.1) —Ax (3.2)”, chosen to cancel the v-term. This is an equation of the form
tOyu — 2A%u = O(t°) which has only strictly decaying solutions if A and e are positive.
Our proof gives a rigorous justification of these claims. It is interesting that in a first
step of our rigorous analysis we are indeed not able to establish any decay for u; see the
“rough estimate” (5.13). We find that only once this “rough estimate” is “improved” (at
the cost of some differentiability) the optimal decay rate for u appears; see Eq. (5.16).

One of the most interesting conclusions which we can draw from Eq. (3.18) is that
all terms whose t-powers are smaller than 242 are significant for the asymptotic char-
acterization of the full degrees of freedom. Obviously it does not only contain the “pure
asymptotic data terms”, i.e., the term associated with the t-powers 0 and 2A42%. Of par-
ticular interest are the terms involving L[y )] which originate in spatial derivative terms
in the equations. The other terms S(!) and S are generated by the source terms f(1),
f@ £6) of the equations. In principle, there might be additional terms generated by
fields in I The assumption (3.14) on the decay rate § however makes sure that no
contributions from fields in I' show show up in Eq. (3.18) at orders compatible with
Eq. (3.17). We justify now that the above terms generated by spatial derivatives are
significant for the asymptotic characterization of the full degrees of freedom in general
— a statement which demonstrates that the notion of AVTD cannot be applied naively.
We see this as follows. The t-powers associated with those spatial derivative terms in
Eq. (3.18) are all of the form 2(1 — ¢) where ¢ is one of the Kasner exponents. The most
dominant term among these is therefore the one associated with the t-power 2(1 — graz)-
If 2(1 — Gmaz) > 2A% at all points © € M, then all spatial derivative terms would be
negligible. If 242 > 2(1 — gqz) at some point 2 € M, however, then some terms gener-
ated by spatial derivatives are significant for the asymptotic characterization of the full
degrees of freedom. We can shed light on this by considering the following sharp bounds
(recall definition of gupper, Gmaz in Eqgs. (2.25)-(2.26) and gm0 in Eq. (2.27))

2(1 = Gmaz) > 2(1 = qupper) = 247 (1 =€),

and
2(1 - Qma:v) S 2(1 - Qmax,O) = Q(A?i- - (1 - Aa—)g)

The possible range for 2(1 — gynqz ) therefore depends on &, but so does 242 = ZA%r(l —
€2). Whether spatial derivatives are hence significant in the sense above or not depends
on the following bounds

2(1 — Gmax) > 2A3L(1 —£) _ 1
242 T 2A%(1-¢€2) 14¢

1
5 3.20
> 5 (3.20)
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if £ € [0,1), and

2(1_Qmax)<Ai_(1_Ai)£:1_ 1—(n—1)§ 5
242 7 AL(1-¢Y (n—1)1-¢)~

The first bound tells us that, given any n > 3 (and hence A1 by Eq. (2.19)) and £ € [0, 1)
(and hence A by Eq. (3.9)), we can always choose the Kasner exponents such that
some of the terms generated by spatial derivatives are significant for the asymptotic
characterization of the full degrees of freedom in the sense above. This is the case in
particular if g¢pq, is sufficiently close to gypper- This bound also implies that all positive
integer multiples of 2(1 — @¢naz) (except possibly for 2(1 — gnae) itself) are larger than
2A%. We thus conclude that only the most leading spatial derivative terms can ever
be significant in this sense. We therefore do not need to consider any further spatial
derivative terms of potentially higher order. The other bound tells us that, given any
n > 3 (and hence A, by Eq. (2.19)) and £ € [0,1) (and hence A by Eq. (3.9)), spatial
derivative terms are significant in this sense for all possible choices of Kasner exponents
if £ €1]0,1/(n—1)]. Only if € > 1/(n—1), there exist certain choices of Kasner exponents
for which spatial derivative terms are completely insignificant; this occurs if the Kasner
exponents are such that ¢,q. is sufficiently close to the smallest possible value given by
Eq. (2.27).

This discussion suggests that Eq. (3.18) is the correct asymptotic formula for all
solutions of our equations and represents the full degrees of freedom for £ € [0,1) even if
we violate Eq. (3.15). What is this restriction Eq. (3.15) and where does it come from?

e Given arbitrary n > 3 (and hence A} by Eq. (2.19)), then Eq. (3.15) holds for all
¢ € [0,Z) and all admissible choices of Kasner exponents provided = = 0.58 (the
smallest real root of €3 + 1962 — 13¢ + 1 in the interval (1/3,1)).

e Given arbitrary n > 3, then Eq. (3.15) holds for all £ € [0,Z) and all admissible
choices of Kasner exponents provided ¢nq. is sufficiently close to Eq. (2.27) and
=~ 0.82 (the smallest real root of &3 + 19¢2 — 13¢ + 1 in the interval (1/3,1)).

e Eq. (3.15) holds for all £ € [0,1), all sufficiently large n > 3 and all admissible
choices of Kasner exponents provided ¢q, is sufficiently close to Eq. (2.27).

We claim that Eq. (3.15) is of technical origin. Recall that the main idea in the above
discussion is that all significant terms are of O(t}) with A smaller or equal than 242. As
we discuss in detail in Section 5, our estimates however demand the asymptotic formula
Eq. (3.18) to be correct up to order O(t*) with X a little larger than ). (which can be
significantly larger than 242; see Eq. (3.10)). Replacing 242 by A. in Eq. (3.20) and
considering ¢ > 1/3 (which implies that A, > 2A?), we get the much less favorable

estimate
2(1 - Qmaar) 85(1 - 5)
Ao T (14

This is the origin for Eq. (3.15). We believe that the technical problem leading to this
can be overcome as follows (even though we have not looked at the details yet). As we
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see below, the quantity A. shows up for the first time in one of the “rough estimates”
in Proposition 5.1 below. The same arguments which we then employ to “improve” a
different one of these rough estimates in Proposition 5.2 should lead to a corresponding
“improvement” of the particular estimates which give rise to A, as well. In this way it
should be possible to “push \. arbitrarily close to 242" iteratively on any fixed sub-
interval for ¢ in (0,1]. The larger this sub-interval is (i.e., the closer we wish £ to be to
the vacuum value 1), the more differentiability we expect to lose in this process.

We close this section with remarks anticipating some of the discussion given in Sec-
tion 4. Recall that we have introduced the switching parameter ¢ in Egs. (3.1) — (3.3)
and we have argued that one can think of the case ¢ = 1 at first reading. It turns
out that this parameter plays an important role for our proof. In fact, the asymptotic
formula provided by Eq. (3.18) turns out to be essentially the general solution of the
equations obtained by setting ¢ = 0 in Egs. (3.1) — (3.3). In a sense which we make
precise in the following, the homeomorphism constructed in Theorem 3.2 can be inter-
preted as a (invertible) map between solutions of the equations with o = 0 and solutions
of the equations with an arbitrary value of o € [0, 1] which “match” as in Eq. (3.18) (or
vice versa). Given this homeomorphism for two different values o1 and o9 in [0, 1] (but
everything else is the same) and composing the inverse of the latter homeomorphism
with the first one clearly yields another homeomorphism. This “matches” the solutions
of the oq-version of the equation with solutions of the oo-version. The idea of asymptotic
matching problems is discussed in the next section. We note that this formalism does
not only allow us to prove existence of the homeomorphism, but also provides a useful
approximation scheme to calculate it. This is achieved by approximating solutions of
asymptotic matching problems by solutions of finite matching problems, as explained in
Section 4.

4 Matching problems

4.1 Asymptotic and finite matching problems

In this section we present a framework for characterizing the asymptotics of solutions
of, in principle, any given (system of) evolution PDE. This framework assumes that the
sought asymptotics are themselves solutions of a, in general, simpler “effective” version
of the original equation — a (asymptotic) model equation. In general relativity, the clas-
sical problem prototype of this perspective is that of finding AVTD solutions as defined
rigorously in [23]. In order to introduce our framework consider a PDE of the schematic
form

A|(t,z) + oL[v](t,z) = 0, (4.1)

where v(t,x) is the unknown defined on some time interval ¢t € (0,7], T > 0, and for all
x € M. In general, v may be a time-dependent section in some vector bundle E over M.
At this stage, we only assume that A and L in Eq. (4.1) are linear differential operators
with smooth coefficients. The quantity o is a real number restricted to a bounded closed

17



interval I of R (which in general needs be chosen such that the character of the equation
is not changed).

The main idea of the splitting manifested by the two terms in Eq. (4.1) is that the
operator A contains all those terms which are significant asymptotically (like the “velocity
terms” in the AVTD setting above), while L contains all terms which are negligible (for
example spatial derivatives in the context of AVTD). Of particular interest are the cases
o =1 —the full equation — and o = 0 — the model equation (or effective equation). Notice
that going from the full equation to the model equation means that one neglects all terms
given by the operator L. Since the terms in L are effectively “switched off” when we set
o = 0 we call o the switching parameter as in Section 3. For different choices of the
parameter o we often speak of different versions of the equation. The hope is that the
model equation describes the asymptotics of the full equation sufficiently accurately in
the limit ¢ N\ 0. Below we present a method to verify this.

Definition 4.1 ((Asymptotic) matching problem). Pick 01,09 € I = [0,1]. Given any
solution vy (of some prescribed regularity) of the version of Eq. (4.1) given by o = o1, find
a solution vy (of some prescribed regularity) of the version of Eq. (4.1) given by o = o9
such that

loi(t,-) —valt, )| = 0, ast\,0, (4.2)

for some (possibly time-dependent) norm || - ||. If this can be done for each vy in some
set  and if the corresponding vo is always uniquely determined we say the asymptotic
matching problem is well-defined. A well-defined asymptotic matching problem gives rise
to a map, which we call the (asymptotic) matching map, ¥y, 4, : U1 — vo with domain

Q.

In the sense of the map in Definition 4.1, we call the 0 = op-version of Eq. (4.1)
the source equation and the o = oo-version the target equation. We have intentionally
not yet assumed any particular PDE type for Eq. (4.1) at this point, apart from the
linearity of the differential operators appearing in the equation. It is clear however that
the question of whether the asymptotic matching problem is well-defined or not depends
strongly on the PDE type as well as the choice of norm and regularity requirements in
the definition.

The maps ¥1_,9 and W(_,; are of particular interest. If the model equation (o = 0)
is sufficiently simple and if its solution can be parametrized by “data” we shall call these
“asymptotic data”. The former is therefore essentially the map from Cauchy data (for the
full equation) to asymptotic data. Provided the equation has a well-posed initial value
problem, the latter is the map from asymptotic data to Cauchy data and is strongly
related to the Fuchsian method mentioned above. We remark that, indeed, it turns out
to be useful to write Eq. (4.1) and Definition 4.1 in terms of general switching parameters
o, o1 and oy (as opposed to restricting to special values 1 or 0). In doing this one is able
to essentially treat all specific cases in a uniform manner.

Suppose that the asymptotic matching map ¥,, ., in Definition 4.1 exists for some
01,09 € I. A natural question is the following: Is this map invertible, and perhaps
even a homeomorphism in some appropriate sense? If this is the case, then the set of
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all solutions of the o = o1-version of the equation is in one-to-one correspondence with
the set of all solutions of the 0 = oy-version of the equation and the correspondence
is described in terms of the asymptotics. This yields a strong characterization of the
asymptotics.

How does Theorem 3.2 fit into this framework? In order to set up an asymptotic
matching problem, and therefore to choose A and L in Eq. (4.1), one can start off by
means of heuristic considerations. First we hope to be able to choose the background
fields ¢(t, z), &(t, x), #(t,x) in Egs. (2.10) — (2.12) to carry the main singular behavior
of solutions of the lapse-scalar field system in the sense that the functions f m(t,x),
fA(t,z) and fO)(t,x) determined by Eqs. (2.10) — (2.12) are slightly less singular in
the limit ¢ N\, 0. Given this, the fields u, v and ¢ defined by Eq. (2.13) should be less
singular as well and therefore be potentially small close to ¢t = 0. It is therefore generally
expected that solutions of Egs. (2.14) — (2.16) are predominantly driven by linear terms,
and, that nonlinearities contribute only at higher order in the limit ¢ X\ 0.

In fact, this question of how significant nonlinear terms are in comparison to lin-
ear terms can be phrased as the following modified version of an asymptotic matching
problem, adapted to allow for nonlinearities, with switching parameter o

—t@tu —7v+ (1 — Ooé)u + &tQ%abDan@
+ vt?3% Dy Dy + 25 Dy Dy + 125 Dyv Dy
g <u1/ + ut23% D, Dy + tZ%“bDaqucp) =,

1
259 Dy Dy — <t2)%ab)°(b“ + -+ 7°TQ> v—2TQu — o (Vu2 + 27w + &uz) = f(z),
n
—toyp + qu + TV + ovu = 6,

If this modified asymptotic matching problem were well-defined in the sense of Defini-
tion 4.1, this would give a clear and precise justification for considering “the dynamics
to be driven by the linear system o = 0”. As mentioned above, we do not analyze this
question in the present paper. Instead, the major task for this paper here is to charac-
terize the asymptotics of solutions of this linear system o = 0 as precisely as possible
and under conditions as general as possible.

4.2 A strategy to analyze matching problems

How can the asymptotic matching map in Definition 4.1 be constructed rigorously (if it
exists)? In this paper, we provide a pathway which applies to equations Eq. (4.1) whose
Cauchy problem is well-posed in the sense that for each smooth Cauchy data imposed
at each initial time 7 € (0,7 there is a unique smooth solution defined on (0,7 x M.
A prominent class of evolution equations ruled out by this are parabolic problems. In
fact we restrict our attention here to evolution equations which are essentially hyperbolic
(in particular hyperbolic-elliptic problems of the kind of interest here). In this paper,
we denote Cauchy data for solutions v of Eq. (4.1) as v, if they are imposed at initial
time 7 € (0, 7. In the special case 7 = T', we often write v, instead of vj7. Notice that
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if Eq. (4.1) is first-order in time, as we predominantly assume below, then v} = v(7,")
and v, = v(T,-). It is clear that if the Cauchy problem is well-posed in this sense,
the asymptotic matching map, ¥, ., defined in Definition 4.1, (if it exists) may be
understood as a map between Cauchy data imposed at t = T'; i.e., Yy, yp, @ U1y > U2y

With the Cauchy problem at our disposal, the idea is now to approximate an asymp-
totic matching map by a sequence of finite matching maps.

Definition 4.2 (Finite matching problem). Suppose that the Cauchy problem of Eq. (4.1)
is well-posed in the sense above for any value of o € I. Pick 01,09 € I. For anyt € (0,T]
and any smooth solution vy of the version of Eq. (4.1) given by o = o1 defined on (0,T],
the finite matching problem with matching time T is to find the uniquely determined
smooth solution vy of the version of Eq. (4.1) given by o = o9 such that

U1[r] = V2[r]- (4.3)
The map of the schematic form

’I;Z)U1*>02 : (Ta ’Ul*) — V24 (44)
1s called the finite matching map.

While the finite matching map can always be found under the assumptions of Defi-
nition 4.2, the hope is that the asymptotic matching map ¥, _,,, can be constructed as
the limit

qjo’1—>0’2 = 71_1{% ¢01—>0'2 (T7 ) (45)

We point out that a very similar idea was originally put forward in [2, 3, 15] to solve
singular initial value problems underlying the Fuchsian method.

To solve asymptotic matching problems as described above, it turns out to be neces-
sary to control the solutions to a hierarchy of Cauchy problems, which we describe in the
remainder of this section. Let us generalize Eq. (4.1) slightly by adding a so far arbitrary
smooth source term F'(¢,x) to the right-hand side

A|(t,z) + oL[v](t,z) = F(t,z). (4.6)

As in Definition 4.1 and Definition 4.2, we pick 01,09 € I and consider any two smooth
solutions v and vy of

A[Ul] + UlL[Ul] = I, Ul(T, ) = Vly, (4.7)
A[Ug] + O'QL[UQ] = I, UQ(T, ) = V24, (4.8)
where the two smooth source term functions Fj(¢,x) and Fy(t, x) are at this stage allowed
to be different (in fact, we shall see below that it is crucial to allow them to be different in
order to “modify” an asymptotic matching problem suitably). Note that prior to solving

the matching problem (Definition 4.1 or Definition 4.2) the solution ve and data vq, are
not known. Given the solution vy of the Cauchy problem Eq. (4.7), the quantity

w =] — Uy (4.9)
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describes the difference of v; and the unknown solution vy of Eq. (4.8) whose Cauchy
data vo, we aim to find. This is therefore a solution of

A[w] + O’QL[U)] = (0’2 — Ul)L[Ul] + Fy — Fy =: F3, U)(T7 ) =0. (4.10)

A solution v; to the Cauchy problem Eq. (4.7) together with a solution to the Cauchy
problem Eq. (4.10) in principle allow one to construct the finite matching map, and thus
determine the data vy,. In order to derive continuity estimates (which may eventually
allow us to take the limit Eq. (4.5)) we must consider two such functions w and w, each
defined as in Eq. (4.9) with two (possibly different) sets of smooth source terms Fj, Fb,
I} and F and two (possibly different) matching times*! 7,7 € (0,7]. This leads to the
Cauchy problems

Alw — @) + oo L[w — @] = (02 — 01)Ljvy — 01] + (Fy — Fy) — (Fy — Fy) =: F},
(w—w)(T, ) =w(T,").

Alvy — @]+ o1Ljvy — 01 = Fy — Fy = F5, (v — 01)(T, ) = 014 — U1 (4.12)

(4.11)

We note that the Cauchy problems listed above Eqs. (4.7), (4.8), (4.10), (4.11) and
(4.12) involve equations which are essentially of the same form as Eq. (4.6), but with
Cauchy data imposed at various times. Each equation has the same A and L, with either
o = 01 or ¢ = 09, and having different source terms Fi, Fy, F3, Fy or F5. In all of
what follows it is therefore key to find estimates that are uniform in ¢ € I and in the
initial time and where the particular choice of F' and of Cauchy data appears in some
particular way. We require these estimates to hold whether we evolve to the future or to
the past within the time-interval (0,7]. In our particular application here we find two
different types of estimates, one where the initial condition is imposed at the “end” of
the time interval ¢t = T (as for Eqs. (4.7), (4.8) and (4.12)), and second, where the initial
condition is imposed at the “beginning” of the time interval, i.e., at the matching time
t =7 (as for Egs. (4.10) and (4.11)).

4.3 Heuristics of an example problem

In order to develop some intuition for the issues we encounter in proving Theorem 3.2
let us consider the following example which resembles some of the features of the scalar
field part of Egs. (1.1) — (1.3). A 1+ 1-Euler-Poisson-Darboux equation takes the form

0, (tO) — atdw — 21 PPy = ¢ (4.13)

We note that g(¢,z) in Eq. (4.13) could be any smooth source term function. We shall
assume here that a and p are constants with a € (0,00) and p € (—o0,1). In consistency
with the AVTD phenomenology, we expect that solutions of Eq. (4.13) should be dom-
inated by the first two terms (possibly including the source term g) in the limit ¢ \ 0,
while the spatial derivative term should be negligible. The choice

A[v] = t9,(tdyw) — atdw — g, Llv] = —t217P)§2y (4.14)

41Without loss of generality we always assume 7 < 7.
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puts Eq. (4.13) into the form Eq. (4.1). In order to preserve the wave-character of the

equation and to avoid arbitrary large wave speeds, we restrict o to I := [0, 1].
For any value of o € I the formal expansions of solutions are of the form*2
9zv(0) (z)

20-p) o O(¢2(=P)ta)y 4 O(A(1-P))y,

(4.15)
as long as g decays sufficiently fas The quantities v(g)(x) and v(;)(z) are smooth
functions. Let us now pick any 01,09 € I and consider the asymptotic matching problem
as in Definition 4.1. Let us first pick any constant

ot z) = vy (@) + o (@)t o ga— e A T

t4'3.

A < min{a,2(1 —p)} (4.16)

and set || - || = |t (") [l z2(ary for the norm in Eq. (4.2). Intuitively, if the corresponding
asymptotic matching problem is to be well-defined in this norm, the difference between
v1 and vy must decay faster than ¢ as ¢ \, 0. Then, for any given solution v; of the
o1-version of Eq. (4.14), we can find a solution vy of the og-version such that Eq. (4.2)
holds. This function vy has to have the same coefficient v(g) in Eq. (4.15) as v;. However,
this does not fix ve uniquely because Eq. (4.2) the choice Eq. (4.16) does not impose any
restrictions on the coefficient v(;y in Eq. (4.15). Indeed it can be proved rigorously that
this asymptotic matching problem is therefore not well-defined. Roughly speaking, the
problem is that A is too small to cover both asymptotic degrees of freedom represented
by the first two terms in the formal expansion Eq. (4.15).
Let us therefore attempt to pick A larger than a. Let us first assume that a < 2(1—p)
and pick
A€ (a,2(1 —p)). (4.17)

In this case, the issue above is resolved: Given any solution v; of the oj-version of
Eq. (4.14), we can find a unique solution vy of the og-version such that Eq. (4.2) holds
by matching both v(g) and v(;y in Eq. (4.15) (one can prove that this can be done in
this case). Indeed if a < 2(1 — p), the asymptotic matching problem for the choice
(4.17) is well-defined for any pair of switching parameters 01,09 € I. In addition, the
asymptotic matching map turns out to be bijective, i.e., (¥p, 15y) "' = ¥y, 1oy, and a
homeomorphism in the C'*°-topology.

Eq. (4.15) however also suggests that spatial derivatives may cause trouble if a > 2(1—
p). In this case, even if we choose A > a, the third term in Eq. (4.15) is not “negligible”
in comparison to the second term. Moreover, this third term depends explicitly on the
choice of o. It is therefore impossible to fully match two versions of Eq. (4.14) given by
two different switch parameters.

As we show below, this is precisely the situation we encounter in the proof of our
main theorem. Is there a way to resolve this? Start again from any solution v; of the ;-
version of Eq. (4.14) and its formal expansion Eq. (4.15). Suppose that we can determine

*2The special case a = 2(1 — p) is ignored in all of what follows.
43For the heuristic discussion in this section we shall not formulate specific decay conditions for g.
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the leading coefficient v(g) somehow. Then define

8%1)(0)

2(1-p)
201 —p) —a) (4.18)

Ulmod = (01 - K)

for (so far) any K € R and calculate

tat (tatvlmod) - atatvlmod - O-th(lip)a:%vlmod

= (01 — K)Pvy ()P — o 2P0y 00 (4.19)

=01 (01—K)g{™*P =0 (t401-p))

Setting now
U1 = V1 — Vlmod (4.20)

implies that

t0,(t0,01) — atdyii — 12 P25 = g+ 01 (01 — K)gi"*? — (o1 — K)92v(0) ()2 7P

(4.21)
We claim that any solution of this equation with leading term v g, in particular, v given
by Eq. (4.20), can be fully matched to some solution of

10, (t0y03) — a0yt — 02> P25, = g+ oa(02 — K)g8™ P — (00 — K)02v(q) ()P

(4.22)
for any sufficiently fast decaying gém()d) (t,x). This is so because any such solution 07 has
the formal expansion

97v(0) ()
2(1=p)(2(1 - p) —a)
i.e., the spatial derivative term does not depend on the choice of switch parameter any-

more. Indeed, for any such 07 we can therefore find 02 as a solution of Eq. (4.22) such
that

2=p) L (20 -Pitey L O (AP,

vi(t, @) = vy (x) + v (2) + K

121t ) = 2t )z any — 0
for any A € (a,min{2(1 — p) + a,4(1 — p)}) as required by Definition 4.1.
(mod)

The choice of K in this argument is free. So how do we pick K, and, also g;

and gémgd)? This depends on the actual problem of interest. If the source equation of

the matching problem is the full equation o = o1 = 1, then we would typically choose
K = oy so that both additional terms in Eq. (4.21) disappear (irrespective of the choice
of gngd)) and we recover the original full source equation. The additional terms in
the target equation (4.22) do in general however not disappear. In the case of interest
o = o9 = 0, i.e., when the target equation is the model equation, the term involving

gngd) is identically zero. On the other hand, if the source equation is the model equation

o = o1 = 0, then we would typically pick K = o3. The function gngd) drops out, and

the target equation becomes the original equation. For all of these particular cases the
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terms involving gngd) and gngd) vanish. As a consequence, in Section 5 below where we

only concern ourselves with these cases, these terms are ignored from the start. In the
cases in which one of 1,09 is 0 and the other is 1, the result of these choices for K is to
modify the source term of the model equation. So, intuitively because spatial derivatives
are not fully negligible if a > 2(1 — p), it is necessary to modify the equations of interest
in the way above in order to obtain a well-defined matching problem. This idea shall be
applied below in the proof of our main theorem.

5 Proof of the main result for the linearized lapse-scalar
field system

5.1 Main steps of the proof

The purpose of this section is to prove Theorem 3.2. Our proof exploits the ideas in Sec-
tion 4.1 and follows the strategy in Section 4.2 incorporating the insights from Section 4.3.
Egs. (3.1) — (3.3) are of the form Eq. (4.6) with

Al(u,v, )] = — <t8tu + Av,v + 2Au, t0rp — u — AI/), (5.1)
Li(w, v, 0)] = (= = A + (1= &)u + &35 Dy Dygp + w125 Dy Dy (5.2)
+ 124" Dy Dyp + 124 Dav Dy,
PAODL D — (PR 5"+~ + A2 = 1) + (7 = A%))w — 2(id — A,
(G — u+ ( — A)u),
F— (fu),f@)’f(s)) . (5.3)

The plan of attack is to analyze the hierarchy of Cauchy problems Egs. (4.7), (4.12),
(4.10) and (4.11) as outlined in Section 4.2.

We first notice that all these Cauchy problems are well-posed. This can be proved
using the information provided in [31,32] and with standard arguments incorporating
Proposition 5.1. Given this, we proceed to obtain “rough (a-priori) estimates” for solu-
tions of the Cauchy problem which are independent of the value of o and the particular
choice of F'. Before stating these rough estimates, which are summarized in Proposi-
tion 5.1 below, we introduce the following norms and energies. First recall the notation
Eq. (3.5) for any smooth (time-dependent or time-independent) (0, r)-tensor fields S and
S on M. Recall also that all index operations are performed with the reference metric
dap in Eq. (3.4), that 9, is the covariant derivative associated with d,5, and, that kS
represents the (0,7 + k) tensor field Oy, - - - 04, Sp,..», - Based on this we define

k
W%ZAHW%W%MMZZWWi (5.4)
=0
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where we integrate with respect to the volume element defined by d,,. Given any asymp-
totically point-wise Kasner-scalar field background T' = (5%, x,°, &, 7, ¢) and the corre-
sponding metric ¥ (see Definition 3.1, and Eq. (2.17)), we also write

|20 2 -, = / P50 (1720.5, 10,5 . (5.5)
b M 6

for all ¢ € (0,7]. Moreover, we define the following energies as

eonlS, S](t) == %/ <‘t‘ASE + ot?5? (t—AacS,t—AadL@)é) dz, (5.6)
M
eo \[S](t) = e, 2[5, S](t), ex[S](t) == esa[S,0](1), (5.7)

for any smooth function A(x). Given any smooth time-dependent functions u, ¢, v on
M (not necessarily solutions of Egs. (3.1) — (3.3)), we also set

M=

k
Broalu, @l(t) =Y eqn[0'u, ](t), Epoalv](t) => eanld](t),  (5.8)
=0

=0

= |l

Epalu](t) = ) exld'u](t). (5.9)
=0

Proposition 5.1 (Rough a-priori estimates for solutions of the linearized lapse-scalar
field system). Consider an arbitrary asymptotically point-wise Kasner—scalar field back-
ground I' = (%“b,fgab,&,fr,qﬂb) with positive decay 5. Let v = (u,v,p) be any smooth
solution of Eq. (4.6) with A and L given by Fqgs. (5.1) and (5.2), and,

F = (FO(t,z), FAt,z), FO(t,x)) (5.10)

for arbitrary smooth F(t,z), FA(t,z) and FO(t,z) and ¢ € I = [0,1]. Pick any
sufficiently small € > 0 and any integer k > 0. Then there is a constant C' > 0 such that
for any t. € (0,T] the following estimates hold:

1. For allt € [t.,T] and for any smooth function A\ > \. (see Eq. (3.10)), we have®!
Epoau, ](t) < C(Ek,o,A[U, ] (ts)

t
+/t <H‘S_>\F(1)H§,Hk(M) + H‘S_)\F(Q)H;Hk(M) + ||S_)\F(3)||§,Hk+1(M))S_1+25dS)'

51As is standard in the literature, “constants” C represent positive quantities whose exact values are
not important and may change in each calculation step. They may in general depend on other quantities
which we only list if they are relevant for the current argument. By default, we always assume that C
1s uniform in all quantities which appear explicitly in a particular estimate. All exceptions to this rule
are listed explicitly in the text. If C' does not depend on any other quantity (a quantity which does not
appear explicitly in the estimate), we may also make a remark in the text.

(5.11)
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2. For allt € [ty,T] and for any smooth function A > 0 on M, we have

VEAPI®) < /Bralol(t.)
t (5.12)

+C t < Ek,A[u](s)+H37>\F(2)H6,H‘€(M)+HSiAF(g)H(S,H’“(M))Silds-

3. For allt € (0,ts] and for any smooth function A <0 on M, we have

By o[, @](t) < C(Bposelus o](t)

te (5.13)
+/t <H37)\F(1)H§,H’€(M) + HSiAF(Q)Hg,H’C(M) + HSiAF(s)H(2$7Hk+1(M)>371726d3>-
4. For allt € (0,t.] and for any smooth function X <0 on M, we have
VERlel() < \/Eealel(t.)
(5.14)

tx
—1—0/ EpaJul(s) + [[s A F® + |sAF®) s~ lds.
(Y Bralus) + 5™ F s sy + 157 F )

The constants C may depend on T, k, X\, € and T'. Finally, for allt € (0,T] and for any
smooth A on M, we have

Bioal)(6) < C (Bealul®) + [ F )2 ) - (5.15)

where the constant C' > 0 may depend on T, k and T'.

The proof can be found in Section 5.2. As we explain in the proof it turns out that in
order to identify the optimal bounds given for A for Egs. (5.11) and (5.13), it is necessary
to find the right combination of the hyperbolic and elliptic estimates which are derived
from the equations for u and v separately in a first step. Also notice that Proposition 5.1
does yet not provide optimal control of the asymptotics as a result of the restrictions for
A in both Egs. (5.11) and (5.13). In fact, Eq. (5.13) suggests that « might not even be
bounded at t = 0. By sacrificing some differentiability, it turns out that we can indeed
recover the optimal decay for u, and this step is crucial in the proof of Theorem 3.2. This
result is summarized in the following proposition.

Proposition 5.2 (Improved decay estimates for solutions of the linearized lapse-scalar
field system). Consider an arbitrary asymptotically point-wise Kasner—scalar field back-
ground T' = ("y“b,f(ab,&,%,é) with positive decay B. Given any uy, . € C°(M), let
v = (u,v,p) be the smooth solution of Eq. (4.6) with A and L given by Egs. (5.1)
and (5.2), and, F given by Eq. (5.10), satisfying the initial condition u(T,-) = u,
o(T,") = ¢«. Pick any sufficiently small ¢ > 0 and any integer k > 0. Then there
is a constant C' > 0, which may depend on T, k, X\, € and I, such that

Bialu)(t) < C(Iluall2 prcaqury + 10012 prssqany + a2 pricaian (5.16)

T
+/t (HsiAF(l)Hg,HHQ(M) + HsiAF(Q)H?s,HHz(M) + H37>\+2R76F(3)H(2$7Hk+3(M)>871726ds>

26



for all t € (0,T] for any smooth function X\ on M with A < min{2(1 — ¢naz), 24%}. We
define k to be any smooth strictly positive function strictly smaller than 1 — g at each
x € M, where Gmay is defined in Eq. (2.26).

The proof is discussed in Section 5.3. Thanks to the above estimates, we can now
understand the issue which is heuristically motivated in Section 4.3. In order to solve
the Cauchy problem Eq. (4.10) we need to estimate the source term F3 there. If we do
this for the case here we encounter integrals of the form

t
HsiA&SQ%abDangoHHk(M)sflds
te
for t > t, which are required to be bounded in the limit ¢, N\, 0 for A > A.. We
have discussed above in Section 3 that this is only possible in the exceptional case that
2(1 = ¢maz) > Ae. In fact, the asymptotic matching problem is therefore in general
ill-defined and we need to consider suitable “modifications”. In order to work out these
modifications as in Section 4.3 we require a map which yields the asymptotic datum
©(0) (cf. Theorem 3.2) for any given solution. The process of finding this is referred to
as pre-matching; the motivation for this name is given in the proof of Proposition 5.3
discussed in Section 5.4.

Proposition 5.3 (Pre-matching for the linearized lapse-scalar field system). Consider an
arbitrary asymptotically point-wise Kasner-scalar field background T' = (¥, x,b, &, 7, gb)
with positive decay B. Suppose the source terms f(t,z), f@(t,z) and fO)(t,x) in
Egs. (3.1) - (3.3) are smooth functions on (0,T] x M such that

T
/0 (HSiASf(l)Hé,H’c“(M) + 1572 F @5 sz any + Hsﬂﬁznf(?’)H&,HHS(M))SfldS < oo,

holds for some integer k > 0 and for some smooth function \s(z) on M with A\s > 0.
Pick 0 € I =10,1]. Then there is a map

Glre) . (C®(M))2 — C=(M),

and a constant C' > 0 such that, given any u.,p. € C(M) and the corresponding
smooth solution (u,v,p) of the Cauchy problem of Egs. (3.1) — (3.3) with Cauchy data
with o(T,-) = px and u(T,-) = u,

[ (et ) = w0 (ue, 02) < Ol grsoqany + 14 prsary  (5:17)

2
Hé,H’%M)
T 5 N .
+ /O (1572 DI pesaqay + 1™ FON2 prevaany + 152 D2 oy )57 ds),
for all t € (0,T), for any smooth 0 < A < Ay and A < min{\,2(1 — gmaz), 242}, In
fact, there is only one map with this property. Moreover, for any smooth A < min{2(1 —
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Gmaz), 2A%}, we have

o [t~ 50) (.- 6.5)]

<C <Hu* — Ul mrer2(ary + |l — @*H&,HHS(M)) )

H(s,Hk(M) (5.18)

for any ., o, Uy, px € C°(M) and all t € (0,T]. The constants C' above may depend
onk, T, A\, X\ and I'. The function r is defined in Proposition 5.2.

Once we have obtained the pre-matching map as in the previous proposition, we
are now in the position to formulate (and solve) suitably modified asymptotic matching
problems for the linearized lapse-scalar field system. Finding such modifications, as
motivated in Section 4.3, is however not straightforward. The problem is that in order to
modify the equations (typically the model equation), the leading asymptotic datum must
be known, and that this datum itself depends on the solution of the modified equation. In
fact, the notion of the asymptotic matching problem introduced in Section 4 relies on fized
choices for A, L, I} and F5 and that the each Cauchy problem in the hierarchy described
there is well-posed. The combined problem now of finding a solution of the asymptotic
matching problem and of finding the modification which renders the asymptotic matching
problem well-defined for this solution, however, cannot be expected to be well-defined in
general. The following proposition carefully separates these two problems in a way which
applies in particular to the asymptotic matching problem given by Theorem 3.2.

Proposition 5.4 (Modified asymptotic matching problem for the linearized lapse-sca-
lar field system). Consider an arbitrary asymptotically point-wise Kasner—scalar field
background T' = (%ab,)%ab,&,%,%) with positive decay B satisfying Eq. (3.14) such that
Eq. (3.15) holds where X\, is defined in Eq. (3.10). Suppose the source terms fO(t,z),
fA(t,z) and fO(t,2) in Egs. (3.1) — (3.3) are smooth functions on (0,T) x M such that

T
/0 (HSiASf(l)Ha,HkH(M) + 157 F @5 geraary + HSiASJr%f(g)||5,H’€+5(M))571d5 < 00,

holds for some integer k > 0 and for some smooth function As(x) on M satisfying
Eq. (3.16). Pick 01,09 € I = [0,1], K € R and any sufficiently small € > 0. Sup-
pose that for some integers ko, k1 > 0, there is a continuous map

P : Hk+4+k0(M) X Hk+4+kl(M) - Hk+4(M) X Hk+5(M)’ (U1Xa901x) = (ul*ﬁpl*)

and a map®?
X (COO(M))Z - COO(M)7 (ulxagplx) = @1(0)

52 Just to avoid any confusions, we stress that this map x is completely unrelated to the trace-free part
of the second fundamental form Xab.
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with the property that there is a constant C > 0, which may depend on k, T, X\ and T,
such that for every (u1yx,p1y) € (C°(M))?,

(o)~ 010 < (Jlur2 + ol
) (0) SHF2(M) — L |l§, fre+4+ko (M) P1x 8, H*+4+k1 (M)

+ /OT(HS_/\Sf(l)H;HkH(M) + HS_/\Sf(z)H;HkH(M) (5.19)
4 ||sAet2r ) ”§7Hk+5(M))S_1dS>,
Biepon[11](8) < C(lun |2 gusassoury + 1912 resacin ary
- (5 YR eraqany + 5™ DR enan (5.20)
4 ||sAet2r ) ”§7Hk+5(M))S_1dS>,
for all t € (0,T), and for any smooth function A < min{As,2(1 — gmaz), 24%} on M.

Here vy = (uy,v1,¢1) is the solution of Eq. (4.6) with A and L given by Egs. (5.1) and
(5.2) and

FO =0 4 (o) - K) (&fzﬁabDan%(o) + tQ%abDb&Dawl(o)) ;

(5.21)
FO =&, FO =0, g=0y,
satisfying the Cauchy condition
Qpl(T’ ) = Pl ul(T’ ) = U] x- (522)

Then there there is a map
\1101—>02 : (COO(M))Z - (COO(M))Z
with the following properties:

1. Pick any (u1x,¢1y) € (C®°(M))? as above and consider the corresponding solution
v1 = (u1,v1, 1) as above. The solution vy = (ug,va,p2) of Eq. (4.6) with A and L
given by Egs. (5.1) and (5.2) and

FO = M 4 (5y — K) (&t2f?abDan<P1(o) + t2’?abDb5‘Da‘P1(0)) ’

(5.23)
FO @ F®) Z B oy

determined by Cauchy data

(’LLQ*,QOQ*) - \:[10—1_>0—2(’LL1><,Q01><) (524)
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with oo (T, ) = w2, and us(T,-) = ug, satisfies

e = wateen [, + 00 =] (5.25)
< C (Il gesasoany + 191512 presacin any

T
+/0 <HSASf(1)HZk+4(M) HS/\Sf@)Hj{kH(M) HSASHRf(g)Hj{ms(M))S1d8>

for all t € (0,T] and any smooth function A on M satisfying Eq. (3.17). The
constant C here may depend on k, T, A and I

. The map ¥V, s, s continuous in the sense that

H\I]m%@(ulx’@lx) - \1]01%02(ZZI><’SD~1><)HH’C(M) (5 26)
< C (Il = Fullprrssrony + 191s = Frullpressna ) |

for any smooth uiy, p1y, Uix, P1x- Lhe constant C' here may depend on k, T, X,
I' and ©.

. Given any smooth (u1y,p1y) € (C®(M))? and the corresponding solution vy =
(u1,v1,¢1) as above, suppose there is a smooth solution (ua,Va,$2) of Eq. (4.6)
with A and L given by Fqgs. (5.1) and (5.2) and (5.23) such that

|7 (0o (2, ) — 10128, )|

) F H’j_A (er(t, ) — #alt, -))H <C (5.27)

L2(M H(M)

for allt € (0,T] and some X consistent with Eq. (3.17) where the constant C' here
may depend on k, T, X\, I', (u1,v1,¢1) and (dz,V2,$2). Then (uz,va,P2) agrees
identically with the solution vy = (ug,va,p2) of Eq. (4.6) with A and L given by
Eqgs. (5.1), (5.2) and (5.23) determined by the Cauchy data Eq. (5.24).

. Pick any two smooth (u1x, 1) and (U1, P1y ). Supposing that Wy, e, (U1, 015) =
Woy 0 (U1, P1x), it follows that 1 gy = 1 (g)-

The function k is defined in Proposition 5.2.

The proof is discussed in Section 5.4. In consistency with the discussion above, it is

not clear in general whether maps ® and x assumed in this proposition can always be
found given o1, o2 and K. In the proof of Theorem 3.2 we show how one can pick these
quantities in the most important cases of interest. Before we do this however let us remark
that Proposition 5.4 is restricted to asymptotic matching problems with modifications
based on time-independent “leading order terms” ¢y g)(z). These can be found thanks to

the map WP in Proposition 5.3. While this is sufficient for our purposes, more general
problems may require time-dependent choices which take into account terms of higher
orders of the solution at ¢ = 0. For this, Proposition 5.3 (by itself) would not be sufficient
anymore.
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Proof of Theorem 3.2. For the following proof we assume o # 0. The case ¢ = 0 is
trivially covered by taking ¥ = id.
We start with the following considerations. Given any smooth (o), ¢(1)) € (C* (M))?,

u(t,z) = — 24%@)12 @) ()
T 2
+/ E[(,o(o)](s,ulc)(t/s)Q’4 @ s 1ds + S(l)(t,x)
p1(t,z) = gy () + (24%(x) — 1) @ (2) (5.28)

t T
— (2A2(x) — 1)/0 / E[(p(o)](s,x)(T/s)ZAQ(x)s_lds rldr + 5@ (t,z)
Vl(tax) = = 2A(:U)u1(t,x) - f(2)(t,£6)

represents the general solution of Eq. (4.6) with Egs. (5.1), (5.2) and (5.21), o1 = 0,
o2 = 0 and K = o3 for 1) = ¢(). The source equation is therefore the modified
model equation. The target equation would agree with the original full equation if o
(which is a free parameter in Theorem 3.2) were chosen to be one. Recall the definitions
of L[], S and S@ in Eqs. (3.13), (3.11) and (3.12). Recall that all integrals are well-
defined and finite. The corresponding Cauchy data (uq,,¢1,) are found by evaluating
Eq. (5.28) at t = T', and, the corresponding map @ : (), ¢(1)) F (U14, 1,) is therefore
well-defined. Using integration by parts, we can write

T
Clew) =~ | Llp)s ds (5.29)
24° 242 , 1
~ 5 7P T 57 (1. = SPT ) +ure = ST )
1
P =~ g (s = SVT). (5.30)

Observe carefully that the time integral here acts only on the time-dependent coefficients
of L[] and not on @) (which does not depend on time by assumption). In fact, € is
therefore a standard linear differential operator acting on (g by spatial derivatives only.
Following Appendix II of [17], it is easy to show that € is elliptic. Since it is therefore
a continuous map H**2(M) — H¥(M) for any k > n/2 — 2 (see Corollary 2.2 there), it
follows that

@ - HF2(M) x HE(M) — HYOM) x HY M), () o) = (uaer)  (5.31)

is a continuous map.

Given this, the next step of this proof is now to apply Proposition 5.4 with o1 = 0,
09 = 0 and K = o9 for this choice of ® and for the map x being the projection on the first
component. In verifying the hypothesis of this proposition we first notice that (<p(0), <p(1))
in Theorem 3.2 plays the role of (u1y,p1,) in Proposition 5.4, ¢(0) In Theorem 3.2
the role of ¢y ) in Proposition 5.4, and, (tx, px) in Theorem 3.2 the role of (ugy, p2,)
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in Proposition 5.4. In the following we express everything in terms of the quantities
from Theorem 3.2. Regarding the hypothesis for ® in Proposition 5.4, we replace k in
Eq. (5.31) by k+ 5 and set kg = 3 and k1 = 1. Now in order to check Egs. (5.19), we
exploit Proposition 5.3 applied to the o1-system where f), f@ £G) are replaced by the
components of the source term in (5.21). We conclude that ¢ = TPre) (y,, ), where
(Pre) is defined in Proposition 5.3, and that for any®3 A < min{\,,2(1 — ¢maz), 242}

[ (ert) = 9, )) < O (Il I esssroqan + 1) 12 gesares ar

2
Ha,Hk+2(M)

T
+/0 (Hs*ASf(”H?,HM(M) + Hsf/\sf(Q)Hg,HkH(M) + Hsf’\SH“f(?’)Hg,Hk%(M))s*lds

T ) ) )
+/ s Ll s ds),
; (H [ (0)”|5,Hk+4(M)> )

for all ¢ € (0, 7], where the last term can also be estimated by [[¢) ||§,Hk+4+ko(M)' This
verifies Eq. (5.19). Using Eq. (5.16) from Proposition 5.2, the same arguments verify
Eq. (5.20). Proposition 5.4 therefore yields the asymptotic matching map (uay, v2,) =
Yoo (p(0), P(1)) which is C*°-continuous. The solution vy = (ug, v2, p2) of Eq. (4.6) with
Egs. (5.1), (5.2) and (5.23) determined by Cauchy data (T, ) = ¢, and ua(T), ) = ug.
satisfies the estimate Eq. (5.25) for all ¢ € (0,7] and for any A in the range (3.17).
Replacing the right-hand side in Eq. (5.25) by a generic constant C' > 0, Eq. (3.18)
follows from Eq. (5.28). Since Eq. (4.6) with Egs. (5.1), (5.2) and (5.23) agrees with
Egs. (3.1) — (3.3) (because o = 09 and K = 09), the map ¥ asserted in Theorem 3.2 is
given by
U= \Ilal—nm-

This map must be injective as Eq. (3.18) could not be satisfied for the same solution
(u,v, ) of Egs. (3.1) — (3.3) given two different choices of (¢(gy, p(1))-

Let us now address the surjectivity of W. The main idea for this part of the proof is
to construct a candidate for the inverse of ¥ by applying Proposition 5.4 now (reversing
the role of the model equation) with o9 =0, 01 =0 and K = 01, ® =id and x = W (pre)
given by Proposition 5.3 for ¢ = 1. Observe here that since K = o7, the particular
choice of ® is irrelevant and we therefore pick the identity for simplicity. This allows us
to replace all (u1y, 1) in Proposition 5.4 by (u14,¢1,). With the choice of x here we
write

P1(0) = (pre) (U145, P14)- (5.32)

The solution v; = (u1,v1, 1) is uniquely determined by solving the well-posed Cauchy
problem of Eq. (4.6) with Egs. (5.1), (5.2) and (5.21) with arbitrary smooth Cauchy
data (ui4,p1,). Using Proposition 5.2 and Proposition 5.3 we verify the hypothesis of
Proposition 5.4 as before. The C°°-continuous map Vs, s, = Vs_g asserted by Propo-
sition 5.4 therefore yields smooth (ug2y,p2,) = Vso(uis,p1,) such that the solution

5-3Notice that, as it is done in this proof, taking into account that  is positive in the assumption on
the source terms leads to a slight improvement of Theorem 3.2.

32



vy = (ug,v2,¢2) of Eq. (4.6) with Egs. (5.1), (5.2) and (5.23) determined by Cauchy
data po(T, ) = pa, and uy(T,-) = ug, satisfies the estimate Eq. (5.25) for all ¢ € (0,7
and any smooth X in the range (3.17). Now, this solution vy must be of the form Eq. (5.28)
for some smooth (p(0), ¢(1))- Eq. (5.25) implies that ¢y equals Eq. (5.32), and, ¢ is
given by Eq. (5.30) (with uy, replaced by us,). It is straightforward to conclude from the
information given in the proof of Proposition 5.3 that xy = ¥(Pr®) is C®-continuous. We
have therefore constructed a C°°-continuous map from the set of smooth (u14, ¢1,) to the
set of smooth (¢(g), (1)) with the above properties. Now pick any smooth (u1., ¥1,) and
let ((0), (1)) be determined by this map. Let (414, $1.) = ¥(¥(0), (1)) The unique-
ness property of ¥ asserted by Proposition 5.4 implies that (14, $1,) = (14, p14). We
conclude that W is therefore surjective in addition to injective, and, in fact, that both ¥
and inverse U1 are C'°-continuous. U

5.2 Proof of Proposition 5.1: Rough a-priori estimates for solutions of
the linearized lapse-scalar field system

This subsection is concerned with the proof of Proposition 5.1. Let us start by picking
an arbitrary o € [0,1] and an arbitrary asymptotically point-wise Kasner—scalar field
background I' = ("y“b,j&ab,&,f’r,(z) with positive decay 3. Let A and L be given by
Egs. (5.1) and (5.2), and, F' by (5.10). Interpreting A and L as operators on arbitrary
smooth time-dependent (0, k)-tensor fields, the fields

Uay...ap, = aal ce 8akua Vay..ap, = 8(11 T aakV7 Pai...ap = 8(11 T aak907 (533)
satisfy
(A + UL) [(ual~~~ak? Vay..ap> Spal---ak)] = (Féll.)..ak’ Fé??..ak’Fé??..ak)’ (534)

where

(Féf?..ak’FaE?.)..ak’chf).)..ak) = (aal e aakF(l)’ aal o 'aakF(Q)’ aal e aakF(s))

+[a+ oL, [(w, v 0)], o)

with [+, ] being the commutator.
The first step of the proof of Proposition 5.1 is to estimate the smooth tensorial
solutions (uq. p,Va. b, Pa..p) Of Eq. (5.34) for any smooth tensorial source term fields

Fél)b, Ff)b and Ff’)b, that is, without imposing Eq. (5.35). The result is Lemma 5.5. In
a second step, contained in Lemma 5.6, the source terms Eq. (5.35) are imposed. The
proof of Proposition 5.1 is then essentially a combination of these two lemmas. The
norms defined in Egs. (5.4) and (5.5), as well as energies defined in Eqs. (5.6) and (5.7)

are used throughout this section.

Lemma 5.5 (Estimates for smooth solutions of the tensorial equations). Consider an
arbitrary asymptotically point-wise Kasner-scalar field background T' = (Y%, x,°, &, 7, ¢)
with positive decay B. Let (u,v, ) be any smooth (0,r)-tensorial solution of Eq. (5.34)
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with A and L given by Egs. (5.1) and (5.2) for arbitrary smooth time-dependent (0,r)-
tensor fields F(t,x), FO(t,z) and FO(t,z) on M and ¢ € I = [0,1]. Pick any
sufficiently small € > 0. Then there is a constant C > 0 such that for any t. € (0,T] the
following estimates hold:

1. For allt € [t.,T] and for any smooth function X > A. (see Eq. (3.10)), we have

ol 9](t) < C (el (1)

! A(1))12 A(2))12 4 2| —Aam(3)]2 142 (5-36)
+ [ (I PO + 15 FO I+ s 0F O e )51
2. For allt € [ty,T] and for any smooth function A >0 on M, we have
Velpl(t) <velel(t)
! A (2) A (3) 1 (5.37)
+C [ (Vealul(s) + s F@ s + s F @5 )5~ ds.
[
3. For allt € (0,t.] and for any smooth function A <0 on M, we have
eonlus (1) < C(eonlu l(t)
- A gn(1))2 A2 L 2)]—Aqm(3) 12 1-2 (5.38)
[T PO+ 1@ 02 0P O )5
4. For allt € (0,t.] and for any smooth function X <0 on M, we have
Velgl(t) <vVealg(t.)
(5.39)

tx
" C/ (VL) + s POl + s F@||;) s~ ds.
t

The constants C may depend on T, \, € and I". Moreover, for all t € (0,T] and for any
smooth function X on M, we have

Veoalr)(®) < C (Vexlul(@®) + [ F@5) (5.40)

where the constant C' > 0 may depend on T and T'.

The proof of this lemma is discussed towards the end of this subsection. We remark
that large parts of this proof consist of standard wave-type energy arguments using
integration by parts. However, the presence of the linearized lapse v, which satisfies
an elliptic equation, leads to a few peculiarities which we point out in the proof. We
also remark that in contrast to the proof of Proposition 5.2 in [31] (which restricts to
estimates when the Cauchy data is imposed at the final time T'), we find it useful here to
write the estimates in terms of the variable w, instead for dyp, and to keep the estimates

34



for u and ¢ separate from those for v. This is crucial in order to avoid all terms involving
time-derivatives of v. We also remark that the function A(z) acts as the exponent of a
time-weight. The time weights are crucial in distinguishing the two different kinds of
Cauchy problems later on: (1), where the Cauchy condition is imposed at the final time,
and, (2), where the Cauchy condition is imposed at the matching time.

The next step is to estimate the source terms. Recall footnote 3.1 for our notations
for tensors

Lemma 5.6 (Estimates for the tensor source terms given by Eq. (5.35)). C’onszder an
arbitrary asymptotically point-wise Kasner-scalar field background T' = (5% ?Xa , QT gb)
with positive decay 3. Pick any smooth (scalar) solution v = (u,v, ) of Eq. (4.6) with A
and L given by Eqgs. (5.1) and (5.2) for arbitrary smooth scalar fields F(t, z), F®)(t, x)
and F®) (t,2) on M ando € I = [0,1]. Let the (0, k)-tensor fields U] Plk)» Vi) be defined
by Eq. (5.33) for arbitrary integers k > 1. Then there is a constant C > 0, which may
depend on k, T and I", such that the following estimates hold for the fields defined in
Eq. (5.35) for any smooth \(x):

k

— (1 — —
S ED L < 0 PO iy + 1 PO
2 (5.41)

+Eg y—2xlu, 0](t) + Er_1,x[u, o] (t)> ;

ZHt‘AFM H < C<||1FAF(2 ||5Hk(M + Ejp—1\[u](t )+Ek,)\—2rﬁ[u](t))’ (5.42)
ZHHF[I?)H < C (I PP s agy + 1 FON gy + Benalll®)) - (5.43)
=0

k
2
t—)\aF(?’) SC ”t—)\F(S)”Z . —|—”t_)\F(2)”2 i
;H i = € B (A1) 8 HE1 (M) (5.0

B[, 91(8) + Bravoawlus £1(1))
The function k here is defined in Proposition 5.2.

Before we provide the proof of this lemma, we first prove the main result of this
subsection, Proposition 5.1.

Proof of Proposition 5.1. Pick any smooth (scalar) solution v = (u,v,¢) of Eq. (4.6)
with A and L given by Egs. (5.1) and (5.2) for arbitrary smooth scalar fields FM (¢, z),
FO(t,z) and F®)(t,2) on M and o € T = [0,1]. Let the (0, k)-tensor fields Ulk]s Pk]» VK]
be defined by Eq. (5.33) for arbitrary integers k > 1, and F[(k}) F[(k}) F[(Bi) by Eq. (5.35).

Consider first the case A > A\ and &k > 1. Then we combine the sum of Eq. (5.36)
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from 7 = 0 to k with Eqs. (5.41), (5.42) and (5.44) as follows:

t

Ej o [u, ¢](t) < C(Ek,o,)\[ua Ol(te) + | Eralu,¢)(s)s *ds
t

t
—i—/t (HS*AF(I)Hg,H;ﬂ(M) + HS*/\F(2)H(2$7HI€(M) + HSiAF(s)H(2$7Hk+1(M))371+26d8>

for all ¢ € [t,,T] where we exploit that the function k is strictly positive. Notice that
we get the same estimate for £k = 0 without the second term on the right-hand side
and Eq. (5.11) follows directly. If & > 1, Eq. (5.11) follows from Grénwall’s lemma.
The resulting constant C' > 0 may depend on k in addition to the quantities listed in
Lemma 5.5.

Suppose next that A < 0. If £ = 0, Eq. (5.13) follows directly from Eq. (5.38). For
any k > 1, a similar procedure as above yields

[ [

Eronlu, o](t) < C<Ek,a,A[u, Qlt) + | Epoialu,@l(s)s ' 7 ds+ [ Epa_onlu, ¢](s)s™ > ds

t t

t*
+/t (HS_)\F(DH?,HIC(M) + HS_AF(Z)H;H’“(M) + HS_)\F(g)H;Hkﬂ(M))s_l_Qeds)

for all t € (0,t,]. Supposing that € > 0 is sufficiently small there is a constant n > 0
(recall that x > 0) such that Gronwall’s lemma implies

1
Eiaalus l(0) < C(Braalus pl(t) + 50 (8= %) sup Eiosnsadlusol(s)
se|(t,tx

t*
+/t (H‘S_AF(DH;H’“(M) + ||S_)\F(2)H§7Hk(M) + ||S_)\F(3)||§,Hk+1(M))S_1_25dS)’

for a constant C' > 0 which may depend on 7 in addition. If k = 1 we can estimate the
second term on the right-hand side by the k& = 0-estimate above which yields Eq. (5.13).
For any k > 2, the same estimate holds with & replaced by k—1 and A by A+ 2¢ (provided
e is sufficiently small). This can be used to estimate the second term on the right-hand
above. The same argument applied repeatedly yields for any k& > 0

Ep o u, ](t) < C<Ek,o,)\+2ke[u7 o] (t«)

te
—i—/t <Hs*>\F(1)H§,H,€(M) + Hs*/\F(2)H(2in(M) + HSfAF(?))HgHHl(M))8—172(2k+1)ed8).

For any fixed value of k and € we may therefore write e instead of (2k + 1)e which
establishes Eq. (5.13). The constants C' > 0 here may depend on T', k, A, € and T
Applying Egs. (5.42) and (5.43) to Eq. (5.37) for any A > 0 yields Eq. (5.12). Applying
Egs. (5.42) and (5.43) to Eq. (5.39) for any A < 0 yields Eq. (5.14). Finally, Eq. (5.15)
is established as part of the proof of Lemma 5.6 in Eq. (5.73). O
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Before we discuss the proofs of the two lemmas of this subsection, let us introduce
some more notation. Let

L= o(l—a), L I - o(r—A)+ Jtzﬁ“bDanqzob,

4
L0 = o234 Dy, LAY = 0?4 D, o
1
LB = 1 — o (P, + = + A2 — 1) + (#* — A7),
(% %" + — )+ (7 )) (5.46)
L[272] = —214 — 20’(791'004 - A)7
LB = At ol —4), LB =140(6—1), (5.47)

and further decompose the above operators as

For some of our discussion it is also useful to express the covariant derivative D, via the
notation d,; we also use the tensor field notation (recall the index conventions introduced
in Section 3 and footnote 3.3)

1, . . .
Clop = §7ad (BC%dl + ab’chl - 5d7bc1) )

5.48)
o o 1, 0d.— o (
o ,ycbcacb c,yac ,yad,ybcla ,ybc‘

Given this, it turns out to be convenient to write Eq. (5.34) with A and L given by
Egs. (5.1) and (5.2) in the form (we note that certain terms contain o explicitly, while
other terms contain o as part of the definition of the particular L[i’j])‘r"4

—tdyu + oGt? 30,0 — o <t2 4O — L[lm},a) Boip

(5.49)
+L Ny L2y 4 UL[11’4]’b3bV =FW,
ot?3%0,0y — ot?C0,v + LUy 4 L1222y = F), (5.50)

Proof of Lemma 5.5. Consider any smooth time-dependent (0, r)-tensorial solution (u, v, ¢)
of Egs. (5.49) — (5.51). We start by contracting Eq. (5.49) with u®? extracting a total
O-derivative term (“integration by parts”) and expressing the resulting factor d.u®® by
the derivative of Eq. (5.51). Then we multiply the result by ¢=2* for a so far arbitrary

540bserve carefully that we are using the index-free notation for tensorial quantities here. These
equations therefore cover, but do not restrict to, scalar unknowns as a particular case.
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smooth function A\(z). After further standard but lengthy manipulations, we obtain

1 2 &t g (a .Y
0——§t(9t <‘t u‘5+0L[372}7 (t e, t adg0>6

(L) \m(j F I ()

. . . ot? .
+ 0(—75286@76‘1 — at? <8076d> + 757 8CL[3’2]76d

—at20? + LM 4 2642 log tacwcd> (t_Au, t_)‘adg0>6

G2\ L . Gt? o od &t o\ [ _a
e (tat <2L[3,2}> i spm (00) = A g™ ) (10t a),
G2 i N Gt? i _ _
+O’—L[372} 8CL[3’1HCd (t )‘u,t /\Bdcp)é—i—aL[g’z]L[g’”'yCd (t )‘801/,15 )‘Bdgo)(s

ot2
+ UL[11’4}’C <t7>‘u, tf)‘&;l/)s — <t7>‘u, tf)‘F’(l))(S o2

L[3,2]
1o, (mt%cd (Hu, ﬂadgo)é) .

30 (17205 P 1 0up)

(5.52)

This expression has intentionally not been integrated in space yet. Similarly, contracting
Eq. (5.50) with 1% yields:

0 =L21] |t_)‘u|§ — ot? (&ﬁc‘i +C?%—2log tac)\%Cd) <t_)‘1/, t_>‘(9dl/>5
— gt24°d (t”\(?cy, t*Aadu>6 + L122 <t*Au, t*%)
+ 0 <0t2%6d <t_)‘y, t_)‘(?dy>5> .

The next step is now to incorporate the asymptotics of the coefficients in Eqs. (5.49)
— (5.51). It follows from the hypothesis (recall Definition 3.1) that

- (Hu, t*AF(2)>6 (5.53)

L1 = 50(t%), L2 = —A+0(0(t") + 0(™)), (5:54)
L[ll,s},b _ t2ﬁ/abaa&’ L[11,4},b _ t2&ab6a<;5, (5.55)
L2 = _1 03P, LA = 24— sO(t?), (5.56)
LBY = A 1 60(t7), LB =14 0(a-1), (5.57)

which we write in this way to be able to cancel certain terms in the following calcula-
tion. Recall that k is defined in Proposition 5.2. A straightforward calculation involving
Egs. (3.7) and (3.6) shows that

0. L2574 — 1207 + LI 4 2642 log 19 A5

G2
3,2

__ﬂac&;a/cd _ 5[752 <ac,3/cd> + 7

]

1
- (—f;ﬁaﬁbc + 2log td.A + O(t’“)> 257,
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which follows from Egs. (5.48), (5.45) — (5.47) and from a calculation of the form
Toe 05" = Aot T V2 05 = 53 T g 0™ + 055 T A g O™
e d’ch 07" + 05,17 ~<'dg), <’ch hbc> + 04,10, (—c d) T 1hbe
= Ty 07 + 0O (77,

where € > 0 is any constant. A similar calculation involving Eq. (2.22) yields that
M N\ g G2 o od a? g
0 <2L[372]> LY <t8” ) ~A e
1
= (WJ + (1 - - A) 3a” + 0(t5)> (5fa + 0(#)) 12444,
n

Incorporating these results, Eq. (5.52) becomes®?

0=— %tat <‘t)‘u‘z + (1 + O(t?)) 12574 (t*Aadp, t>‘8d<p>6>
- (A + O(tﬁ)) ‘t_)‘u‘z - (A +O(t?) + O(t2“)> (t_ku, t_)‘u)é

1
+o <—§7b;aﬁbc +2log tA + 0(#6)) 244 (17, t_)‘(?dg0>5

+o <tyfc + <1 - % - A) 8¢ + 0(t5)> 257 <fA<9c%and90)5 (5.58)
s (acA n O(t5)> $24,0d <t*Au, t*Aadgp%
+ (A + O(tﬁ)) $24cd (t_)‘acu, t_)‘8d<p>6 + 5,23 (t_)‘u, t_’\acu>

g
4
(t*Au, t”\F(l)) — o1 + O(t?))t244 <t”\80F(3), t*Aadgo)
d d
0,

. (a&t%“l (t_/\u, t_)‘8d<p>5> .

For Eq. (5.53) we find

0= (1+00") [t vf;

+
1
. (5%613(5’70 — 2log td,\ + O(t5—€)> t250d <t_)‘u, t_A({“)dV)

ot?4ed (t_)‘acu, t_Ade) —2(A+ 0(tP)) <t_)‘u, t_>‘y)5

- <t’Ay,t’)‘F(2)> + 0, (Jt2 < od (t**u,t”@du)é).

J (5.59)

Defining

1 2
.1 By =2 2ccd [1—A A
€= /M <(1 +O(t")) ‘t 1/‘6 + oty (t Ocv, t 8dy>6> dx,

55We use the notation v°* (v, Oqv)s = Yo P O4uq b
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Eq. (5.59) yields for all ¢ € (0,7 and for any smooth A(z):

o(0) < © (VR earl) + yfenl O P25 )

where C' may depend on T' and I'. Comparing the definition of € and Eq. (5.7) implies
Eq. (5.40) for some constant C' > 0 with the same dependencies.
Setting

U= (t"2u, tv, ot oep, ot o), (5.60)

where (-)T" denotes the transpose, we can cast Eq. (5.58) into the form

%t@t (‘t)‘u‘j to (1 n O(t5)> {234 (t*Aacgp, t’\adg0>6>
=t .MU (5.61)
- <t*Au, t’AF(1)>6 — o(1 4 O(t?))t?5 <t*AacF(3>, t*Aadcp)é +0.(...),
with

N, = <M1,11 Ml,n)
Mo Moo

and

My = ( A _A/2> +O0(t%) + O(t™),

—A/2 0
01— 317, — (V75 (37 027 = 2logtde + O(H)) 50 3/50,0t
M2 = M1,21 = < %\/E (3aA + O(tﬁ)) t;&,ad 0¢ )
(R (1= =N 6.5+ 0P) 59 LA+ O@tP))5d
M1,22 - ( %(A + O(tﬁ))’%ﬁd Ocd .

Above, 0,0%, and 0°¢ denote the zero tensor of the corresponding rank. In the same way
we find for Eq. (5.59)

0=—UT. N, -U— <t_>‘u, t‘AF(2)>5 +a, (at%cd (t_’\u, t_)‘ady)(s) , (5.62)
with . )
- Ms11 Mo 12)
M — N ) N )
? <M2,21 M 29
and

A ~ T ()d Od
M =M = ° )
2,12 2,21 <Od %\/5 (%ﬁb_cldﬁbc — 2log td,\ + O(tﬁfe)) t’yad>

R Ocd Ocd
My 2 = <Ocd Wl) :

40



For the following it is useful to add the A + p-multiple of Eq. (5.62) to (5.61) using a so
far unspecified smooth function u(x) as follows:

2
%t@t <‘t’\u‘6 + o (1 + O(tP))t25 <t*Aac<p, t)‘(?dtp)(S) (5.63)

=UT (M1 — (A + p)Ms) - U — 00.(\ + p)t25 <t”\u, Hadu%

=UT.M-U
- (f)‘u, t’AF(l))é — o(1 + O(t#))t25d <t**acF<3),andgo)6

— (A +p) <t_/\1/, t‘AF(2)>5 0, ((/\ + p)ot2sed (t_)‘u, t—Aady)g)

with
N (Mn Mm)
Moy Moo
and
A -\ —A/Q—()\+/L)A B 2K
My, = ¢ t
1 <—A/2—(A+u)A —(A+p) HOU O,
M = MY — N1 A+ p) Moo + o o
12= My = M2 — HIFE212 T 0d - —1/2,/5t5°00,(\ + p)

(B (=L =) 6.+ 0P) 4 L(A+O(P))y
M2 = ( 5(A+0(t%))5 i —(A =+ )5 ) '

Let us now define

(A0 (1 A (0
D) () )
It is important to notice that A is positive definite for all A in the range Eq. (2.19).

Writing
M=AM-)Nd & M=A" (M+>\A),

and interpreting A as a matrix representing a positive definite and symmetric bilinear
form, we conclude that the symmetric bilinear form represented by the matrix M is
positive (or negative) definite if the endomorphism represented by the matrix M — Aid
only has positive (or negative) eigenvalues. Notice here that since M is symmetric, M
is self-adjoint with respect to A. M is therefore diagonalizable, its eigenvalues are real
and its eigenspaces are mutually orthogonal with respect to A. Since all entries of the
matrices M1 and M9 decay uniformly in space in the limit ¢ ~\ 0 (while M1, and M 99
converge to limits M1 9 and M3 below), we conclude that M is therefore uniformly
positive (or negative) definite for all ¢ € (0,7] and at all = in the manifold M if T' > 0
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is sufficiently small and if A is smaller than the smallest (or larger than the largest)
eigenvalue of the following two matrices at each spatial point:

. 1 1 —A 0 2y
_ A1 _ 2
My og=A7 (M1 +2\) = T (—A 1 > <_ 1_|_22 A —M > (5.64)
1 diag (1 —q1,...,1—qn) L1A5,°
Mg = A (May 4+ AAy) = ( ( Lage ) iuéac \ (5.65)

using Eq. (2.22). Notice that the eigenvalues of both matrices clearly depend on the
choice of the function p(x) and on x. By rearranging the rows and columns of My
we can bring this matrix to a block diagonal form where the only non-zero parts are

2 x 2-blocks of the form
1-— q; A/2
A2 —pu

for each 7 = 1,...,n along the diagonal. In order to facilitate the subsequent analysis, the
task is now to vary p in order (1) to mazimize the smallest of all eigenvalues of Egs. (5.64)
and (5.65), or, (2) to minimize the largest of all eigenvalues. With straightforward
arguments exploiting the bounds Eq. (2.25) on the Kasner exponents, we find for each
€ M:

(1) The smallest of all eigenvalues of Egs. (5.64) and (5.65) is maximized for y = —1/2.
This maximal value is zero. We therefore conclude that M is uniformly positive
definite for all sufficiently small t > 0 and all x € M provided A(z) < 0 and u(z) =
—1/2 for all z € M.

(2) Pick A and q1, ..., gn as before, and ¢ € [0,1] (see Eq. (3.9)). The largest of all
eigenvalues of Egs. (5.64) and (5.65) is minimized for®¢

L — 44" 5.66
462 A2 (1-€)(1+€)3 for £ € [1/3,1]. 560

1(1—44%) = 2(1 - 4(1 —n»)A3) for £ €0,1/3],
M = MC =
4(1-€)¢

This minimal value is A (see Eq. (3.10)). We therefore conclude that M is uniformly
negative definite for all sufficiently small ¢ > 0 and all z € M provided A(z) > A.(z)
and p(x) as above for all x € M.

Let us now assume the conditions under which M is positive definite as above. Inte-
grating Eq. (5.63) for any fixed ¢ € (0, 7] with respect to the volume element associated
with d,5 on M yields, for any constant 7 > 0 (recall that p = —1/2),

C =“Ap(1)2 2(14—A (3)112 —A A (2)
> - — —

56Since ¢ can have different values at each x € M, we think of u. as being any smooth function
arbitrarily close to the values given in Eq. (5.66).
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where C' is a constant that may depend on T and I' and where we have set
1 2
e=— / (‘t)‘u‘ +o(1 +O0(t?))251 (t*)‘acgp,t”‘adgp> ) dx.
2 Ju 5 5
For any t, € (0,T], we divide by ¢t and integrate the result over [¢,t,] for t € (0,t]:
C
t2e(t) < t¥e(t,) + o / <H37)‘F 12 + o2||sroF®) H(Stg ) 571245
nJi

ts
+/ </ (A=1/2) (s*)‘y, S*AF(2)> dac) 512045,
t M g

Comparing the definition of e to that of e, \[u, ¢] in Eq. (5.6) allows us to conclude that

£
Cor—nltt; @] (1) §C<€a,>\—n[u’¢](t*)+/t (Hs Atn (1 ||2+02||5 Mg pG) ||5t2 ) *lds)

s
+/ </ (A=1/2) <57>‘+"V, 57>‘+"F(2)) dm) s lds,
t M 4

for a constant C' > 0 which may depend on T, n and I'. This inequality holds for any
smooth A < 0. Since 1 > 0 is arbitrary, it also holds for A — 7 replaced by A:

tx
ol @](1) <C (eoalu (k) + / (1 PO + 02 s 0F @3 om ) s~ ds)

+ /tt* </M()\ —-1/2) <s”\y, S)\F(2))6d$> s lds.

For any constant € > 0, Eq. (5.40) and the Grénwall lemma imply

(5.67)

t*
oneltn Q1) < C(erelu, gl(1) + £ / (s AP + s FO + 0215 0F @2 7 )57 4ds).

If € > 0 is sufficiently small, this estimate must also hold when A — € is replaced by A
under the same conditions for A, which yields Eq. (5.38).

In the case that M is negative definite on the other hand (see above), the same
arguments lead to the estimate

t
ol @](1) <C (eoalu (k) + / (I PO + 02 s 0F @3 o ) s~ ds)

t
+/ </ (A + pie) <57)‘1/, 57’\F(2)> dm) s lds,
te \JM 4

for any A > A. in Eq. (3.10) and for all ¢ € [t.,T] where u. is given by Eq. (5.66). The
same line of arguments applied to Eq. (5.68) yields Eq. (5.36).

For any sufficiently small ¢ € (0,7] we find easily, applying similar arguments as
above to Eq. (5.51), that

t/exlPl) < C(Varlul®) + \Jenrlb](t) + [ FO), ),
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so long as A\(x) > 0. Eq. (5.40) therefore implies Eq. (5.37). With the same arguments
we find Eq. (5.39) for any smooth A(z) < 0. O

Having established estimates for the tensorial version of the equations, Eq. (5.34), we
now proceed with estimates for the tensorial source terms Eq. (5.35).

Proof of Lemma 5.6. In order to establish this result, we apply the product estimates
of the form of Prop. 3.7 in Chapter 13 of [33] together with suitable estimates for the
coeflicients as follows. For example, we encounter expressions like this

(00016125 0upua. b ) (0% (6t245) D)
= OcPda..b (0’286___f(&tQ’?Cd)ae"'f(&tzﬁcldl)5‘”’ o 5bb’> 3C/<pd/a/___b/,

—.g2 Acc'dd! gaa’ ... gbb’

Recalling Eq. (3.6), it suffices to establish that o2A®'d < Ct2rat25' 54 for each x
and for all sufficiently small ¢ > 0 for some uniform constant C' (which may depend on T’
and I') where the tensor Acc'dd (t,x) is interpreted as a symmetric bilinear form acting
on the space of (0,2) tensors at (t,z). Recalling that 5°%,! is bounded by Egs. (3.7)
and (3.6), that

12508, = 277 (6%/ +0(t’? )) Ode

that & satisfies Eq. (3.8) and that very similar arguments imply that terms like B¢ =
t2ace — L[11’3]’c have the bound 02(96.“fBC(95“'de < Cot? 275 it follows that

Z |7 H

<C <||1f_AF(1 13 22 0y + Bra-2ulu, @)(t) + Ep—17[u, @](1) + Bp-1x[v] (f)>

(5.69)

for all ¢ € (0,T] where « is defined in Proposition 5.2. The constant C' > 0 may depend
on k, T and I'. The same arguments as above lead to the estimates

k 2
N i
1=0

<C (I FO 2 yuapy + B alul (8) + Bei W] (8) + Beaael](#))

(5.70)

k
S ED < € (I FOR pugary + Beoracslil) + Boald@) . (5.71)

k 2
Z Ht‘*@Fﬁ’) Ha,t?fy
1=0

<C (1 FD 2 o apy + Bl (8) + B al)(8) + Bir—panlul (1)) -

(5.72)
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This last estimate crucially depends on the fact that that LI*2 —1 = O(#), see Egs. (3.8)
and Eq. (5.47).
Now let us apply Eq. (5.40) to Eq. (5.70) using Eq. (5.8):

k
aa(2)]]2 _
S ED] < (1 FOI uar) + Brsal(®) + Biaalult)
=0

k—1 k
+ D IEPEDIE+ DI EPR).
1=0 =0

Hence, provided ¢ € (0,T] for a sufficiently small 7', we can redefine the constants so that
Eq. (5.42) holds (recall that s is strictly positive by definition). The resulting constant
C may depend on T', k and I" as above. Inserting Eq. (5.42) into Eqs. (5.40) yields

Eponlvl(t) < C <Ek7A[u] (t) + Ht‘AF(”Hi,Hk(M)) . (5.73)

This inequality can be used to rewrite Eq. (5.69) as Eq. (5.41), Eq. (5.71) as Eq. (5.43)
and Eq. (5.72) as Eq. (5.44). O

5.3 Proof of Proposition 5.2: Improved decay estimates

Suppose that (u, v, ) is given as in the hypothesis of Proposition 5.2. The (0, k)-tensor
fields associated with spatial derivatives of order k therefore satisfy Eqgs. (5.49) — (5.51)
with Eq. (5.35) and Egs. (5.45) — (5.47). Using (5.50) to eliminate the v-term from (5.49)
yields (recall footnote 3.1)

1,2
—tOpu + (L[l’” — P2 rl ]> u

21

(1,2]
F(l) i[z 0 F(Q) O.&t2,3/abaaab()0 + U(tQ&CQ _ L[1173]7a)aa()0
7012 L2
20 ab 9 g 4
+o L[z,qt 0uOpv — (L[Qvl}t C%+ Ly ) 0.

As in the first part of the proof of Lemma 5.5 we contract this equation with the tensor
field 2 for any smooth function A(z). This yields the identity

Lo x 2 (v (701 [22]L[ NN 1o g2
SO Ul = ()\ <L [21]))\16 ul?

(), o (R,

+ o249 <t_ u, t—Aaaabgo% — o(2405" — 20,6)5 (t_)‘u, t_A(?a(p)&

L2 20ab (41— - L2 2 e 29 1) cab (=X -
[21]t ¥ <t u,t (9a(9b1/)5—|—0 L[21]t C'ch + 700 | Y (t u,t (9a1/>5.

— 0
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From Egs. (5.54) — (5.57) we get

2,2 L2 2 2 L2 2
ML[2 7 =24 +O(t%) + O(t*), = —A+ 0% +0(t*),

(L1 _
L L T2

where & is defined in Proposition 5.2. If A < 242, the preceding identity implies that
a (1 A2
0/ exlupg)(8) = =C (I FG s + 1 s + \fen-anlppral (1) + \fer anlopr ()

+ \/6)\,2,{[1/%_’_2}](15) + \/€A72H[V[k+1]](t)>v

where C' > 0 may depend on T and I'. We replace k by [ and sum this estimate over the
integers from 0 to k, and restrict k to the range k > 1 (the case k = 0 follows with similar,
but simpler, arguments to those below). The first term on the right-hand side can then
be estimated using the following alternative to Eq. (5.69), which provides sharper decay
control at the cost of weaker regularity control:

k 2
N (il
1=0

<C (I FOI2 gy + Brsin-2ell(D) + Brapslul(®) + Beaa (1))

(5.74)

The term involving F[%) on the right-hand side of the previous energy inequality can be

estimated with Egs. (5.42) and all energies involving v with Eq. (5.15). If we now tighten
our assumption on \ so that A < min{2x,2A?} and pick any sufficiently small ¢ > 0, we
can use Eq. (5.14) to show that

tOp ) B A[ul(t) > —C(Ht_AF(l)H(s,Hk(M) +[EAF 5 reany + 1T FO s grvaany

s
+ 1 / (yys—H%F(?)H&HM(M) + HS—WHF@H&HHQ(M))S—l—Eds
t

1 Briop o il (b) 4+ Broaalu] (1) 4/ Brranlul(?)

~~

<Ct2e SUDse [, 4] \/Ek+2,o',)\72n+26[u7‘p](s)

o
+\/E’“LM—Q'@[“](t) + 1tﬁ/ \/Ek+2,A—2,@+25[U](8)5’1+6d5>
t

<Ct¢ SUDse [, 4] \/Ek+2,o',)\72n+26[u7(10](3)

for all ¢ € (0,t.]. The constant C' > 0 here may depend on 7', k, A and I'. Hence

\/ Bealul(t) < C(\/Ek)\[u](t*) + \/Elc+2,)\—2m+e[90](t*) + sup \/Ek:+2,0',)\—2f€+26[u7 ©l(s)

s€(0,7T
tx
+/ <||57)\F(1)||6,H’€(M) + |5 FE®] |5 ez ) + HSiHQH*eF@)\|5,Hk+2(M)>571d5
t

+ sup Ek,l,xﬂ[u](s)).
SE[t,t«]
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The constant C' > 0 here may depend on T', k, A, € and I'. Notice that the last term is
not present if kK = 0. If kK = 1, we can combine this estimate with the k = 0 estimate
to establish the result. If £ > 2, we proceed inductively in a manner very similar to the
proof of Proposition 5.1 and find

\/ Eealul(t) < C(\/Ek,)\Jre[u] (ts) + \/Ek+2,)\f2n+e[90] (ts«) + sup } \/Ek+2,o,)\72/i+e[u7 ©](s)

s€(0,T
o
+/ <H37)\F(1)H6,H’€(M) + [ls T F |5 grsaany + HSiAH”*eF(‘g)Ha,HH?(M))S*l*EdS),
t

where the constant C' has the same dependence as in the preceding equation. In order to
be able to apply Eq. (5.13) we first need to square this estimate. In general, the Holder
inequality implies the existence of a constant C' > 0, which depends on 7" and 21n; — 72
such that for any smooth function f(¢) and any constant 17; € R

* 2 *
(/t f(s)sH”lds) <C t f2(s)s s (5.75)
t t

provided 1y < 2m;. Here we pick 1 = —e and 1y, = —3e and apply Eq. (5.13) to obtain:
Ekv)‘[u] (t) < C<Ek7>\+5[u](t*) + Ek+2,>\—2/@+e[90](t*) + Ek+27g7)\_2,€+36[u, gp] (t*)

s
—i—/t <HS*AF(1)H§,H,€+2(M) + HS*AF(2)H§7HH2(M) + HS*)\+2H7€F(3)H(2$7Hk+3(M)>S*1*3€dS>.

The constant C' > 0 may depend on T, k, A, € and I as above. We can now choose t, = T,
replace the energies on the right-hand side by norms of Cauchy data imposed at T', and,
replace 3e by 2e. This yields Eq. (5.16) and completes the proof of Proposition 5.2.

5.4 Proofs of Proposition 5.3 and 5.4: The asymptotic matching prob-
lem of the linearized lapse-scalar field system

Proof of Proposition 5.3. Considering o € I, f1), f2 and f® as fized, it is useful to
rephrase the problem addressed by this proposition as the following asymptotic matching
problem in the sense of Definition 4.1:

1. Let (u,v,¢) be the smooth solution of the Cauchy problem of Egs. (3.1) — (3.3)
determined by smooth Cauchy data (u.,¢.) imposed at ¢t = T.

2. The functions u and v introduced in step 1 then determine the evolution equation
0,00 = 6O (0 + Av) (5.76)

for a new switch parameter o(® € [0, 1] and a new unknown ¢© (which in general
is not equal to the given function ¢ from step 1). This is derived from Eq. (3.3)
using the idea that ¢ should behave like a constant in time at first order. It is this
first order term of ¢ that is captured by Proposition 5.3.
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Each choice of smooth data (us, ¢«) therefore determines the asymptotic matching prob-

lem for Eq. (5.76). Here we are clearly only interested in the case 0_%0) =1 and aéo) = 0.
We notice that (5.76) is an equation of the form Eq. (4.6) with

A=t8, L=0, F=0c0%w+Av). (5.77)
In Egs. (4.7) — (4.12) we then assume
Fil=u+Av, F,=0, Fi=u+Ap, F,=0, (5.78)

where (4,7, @) is the smooth solution of the Cauchy problem of Egs. (3.1) — (3.3) deter-
mined by any (possibly different) Cauchy data (i, ¢x).

Let us suppose for the moment that we can indeed establish that this asymptotic
matching problem is well-defined in the case O'go) =1 and 050) = 0. The map Wre)
whose existence is asserted in Proposition 5.3, is then related to the asymptotic matching
map \Ilgo) o associated with Eq. (5.76) by

N

\Ij(pre) (u*7 90*) = \Ilgo—)m((lp(())*? Uy 90*) (579)

0, =p,

(0)

Notice that here and in all of what follows we make the implicit dependence of ¥, on
uy and @, via v and v in Eq. (5.76) explicit by adding these as arguments to the map.

Given (u«, ¢«) as above, the first step is to consider the corresponding finite matching
problem with the corresponding finite matching map

D0 (0,7] x (C=(M))* = C=(M), (1,010, ) = B0 (01O, s, 04).

(5.80)
According to the general discussion above, the plan is to find estimates for the hierarchy
of Cauchy problems Eqs. (4.7), (4.12), (4.10) and (4.11) for Eqs. (5.77) and (5.78) and
arbitrary 7, 1@, u, and ¢, as above. As discussed above we first require estimates
for the two smooth solutions (u,v,¢) and (u, 7, p) of the Cauchy problem of Egs. (4.7)
and (4.12) for Eq. (5.1) — (5.3) with the source term F = F = (f(, f@ #®)) and the
switch parameter o € I. Define

w©

Picking any smooth A < min{2x,2A%} and sufficiently small constant € > 0, Eq. (5.16)
is the required estimate for the function u, and yields the required estimate for v — u:

Epu—al(t) < C'(Hu* - ﬂ*Hin-F?(M) + [lw — @*H;HkJrS(M)) (5.81)

for all ¢ € (0,7]. The constant C' here may depend on T', k, A, € and T.

Now, first we observe that Eq. (5.12) allows us to estimate the Cauchy problems
Egs. (4.10) and (4.11) for Egs. (5.77) and (5.78) for any smooth A > 0 if, respectively,
(1), ¢ is replaced by w®, u by 0@u, and F? = gf? and FO® = 0, and, (2), ¢ is
replaced by w(® — @) 4 by ¢ (v — @) and F® = F®) =0. Fort, = 7 and t, = 7
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(respectively) we find that, imposing the initial conditions in Eqgs. (4.10) and (4.11) (and
assuming without loss of generality 7 < 7), we have

Ep\w©](t) < C/ <\/Ek,)\[u](5) + HSiAf(Q)Ha,Hk(M))S*ldS (5.82)

and

\/Ek,x[w“” —w0](t) <C (\/Ek,)\[w(o)](%) + /; N a](s)s—lds>

for all ¢t € [r,T] and t € [T, T], respectively. The constant C' here may depend on T', k,
A, and T'. Plugging Eq. (5.82) into the last estimate with ¢ = 7 and applying Eq. (5.75)
with n; = 0 and 72 = —2e generates the following result

B alw® — 0 ©)(t) < C((%Qe —7%) sup Epapacul(s) + sup By ajoclu — i)(s)
s€lr,7] se[7,T]

+/ ||87)\f(2)H?;’Hk(M)Sili%dS).

The constant C' here may depend on T, k, A, € and I'. Using Eq. (5.13) and (5.81) and
assuming that 0 < A < min{\,, 2x,2A42} with )\ as given in the hypothesis, we obtain

Ek7>\[w(0) — 1[)(0)](75) < C<(7’Z2E _ 7-26) (||u*H¢2$,Hk+2(M) + HSD*H?XH’C‘FS(M)
T
+/0 (HS_Af(l)|’§ka+2(M) + ”S_)\f(Q)H;H’CH(M) + HS_A—FQK_Gf(g)”§,Hk+3(M))S_1_6Ed$)

,7-
- 5 Y o
+ [l — u*|’§,Hk+2(M) + [ls — (P*H;HkJra(M) +/ ||s f(Q)H(in(M)S ! 25d8>
T

provided € > 0 is sufficiently small.
If an energy needs to be replaced by a norm, the following estimate becomes handy.
For any smooth function u(t,z) and any smooth function A(z) we have

k
72t vy = 2 10t )1
=0

kol ) ) .
< m —Agm : H H Agl=m _>‘H < —2¢ —-Aql 12
< ;mZOCk,l, Ht 0" u(t,-) s Ao M s Ct ;Ht du(t, )2
= CEg \elul(t), (5.83)

for all ¢ € (0,7 and for any € > 0, where the constant C' > 0 may depend on k and .
Applying this to the previous estimate and using the fact that all solutions s of
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the ¢(©) = aéo) = O-version of Eq. (5.76) are constant in time, we find
HtiA |:<Q01(0) (t7 ) - wgo—{o(ﬂ @1(0)*7 Usx, (p*)> - (@1(0) (t7 ) - wg%o(i (,515(0),’&*, @*))]

SC((?QE - TZE)(HU*Hg,HkH(M) + H‘P*Hi,HHS(M) (5.84)

HZ,Hk(M)

T
+ /0 <||87)\f(1)”§7H’“+2(M) + HSiAf(Q)Hg,HkH(M) + ||57)\+2H7€f(3)‘|§7Hk+3(M)>571786d8>

+ [Jue — ﬂ*H?S,HkJr?(M) + [l — 85*||§,Hk+3(M) + / HSiAf(Q)||§,Hk(M)571746d8>,

where C' may depend on T', k, A\, e and I'. A uniform continuity estimate for 1/1%0_))0(7', V1 (0)*, Usey P ) —

50_))0(7:’ 1 ,(ko),ﬁ*, @) follows directly by setting t = T and rearranging,.

The finite matching map Eq. (5.80) thus has a unique continuous extension to the
domain [0,T] x H*(M) x H*2(M) x H*3(M) and the co-domain H¥(M). If this
extended map is evaluated at 7 = 0 we obtain the map \Ilg(io,k : HR(M) x HF2(M) x
HF3(M) — HF(M), which we shall claim to be the asymptotic matching map. The
continuity property of this map follows from Eq. (5.84) by setting 7 = 7 = 0. In general
this map clearly depends on k. However, a standard argument shows that the restriction
of this map to the dense sub-domain (C°(M))? does not depend on the choice of k.

This restriction is referred to as \Ilgo_)>0 : (C®(M))? — C°°(M). In order to prove
that this is the asymptotic matching map of interest we need to establish Eq. (4.2)
for some choice of norm. Here, however, we are interested in the related map ¥ (Pre)
given by Eq. (5.79). The analogue of Eq. (4.2) is Eq. (5.17) which we establish now by
reconsidering Eq. (5.82) with 7 = 0 and Eq. (5.75) with 71 = 0 and 1, = —2¢, and then
combining this with Eq. (5.16); thereby obtaining

Bealw®)(0) < € (sl groaany + 1ee I sscan
+/T<||S)\f(1)”2 + Hsf)\f(2)||2 + ||87)\+2H76f(3)”2 >87176ed8>
0 8, Hk+2(M) 8, Hk+2(M) 8, Hk+3(M) )

provided 0 < A < min{\;, 2x,2A%}. Having replaced the energy on the left-hand side by
a norm following Eq. (5.83), we can we rephrase the conditions for A in a more useful
way by exploiting the condition that 7' € (0,1]. It is clear that this inequality holds
also if A on the right-hand side is replaced by any smooth exponent A > 0; in order to
guarantee that the right-hand side is finite we demand that 0 < A < As. The exponent
A on the left-hand side then only needs to satisfy the upper bound A < min{j\, 2k, 2A2%}.
This leads to Eq. (5.17). Eq. (5.18) follows directly from Eq. (5.84) by setting 7 = 7 and
noticing that this inequality holds for any smooth A < min{2x,2A42}.

Lastly we notice that the resulting map is uniquely determined by Eq. (5.17), given
that all solutions of the ¢(®) = 0-version of Eq. (5.76) are constant. O

Proof of Proposition 5.4. We notice that Eq. (4.6) with A and L given by Egs. (5.1)
and (5.2), and, with F' given by Eq. (5.21) and Eq. (5.23), respectively, are of the form
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Egs. (4.7) and (4.8) with

Fy=(fY+ (01 - K) (&tz’?abaaab%(o) - (’525&0@ - tz,oyabab&> Datp1(0) > F& f(3 >

= (1O + (01 = K) (68250,0,610) — (260" = 25™040) B ) - /2, D)
= (f(l) + (02 — K) (547523@3@317%51(0) - (t2540a - 752%@8175‘) 9atP1(0) > r®. e >

where @1y and ¢1(gy are defined as in the proposition. It is useful to write L in terms
of the coefficients Eqgs. (5.45) — (5.47).

Under the given hypothesis the finite matching map (analogous to the one defined in
Definition 4.2) is taken to be of the type

1/}01—>U2 : (OvT] X (COO(M))2 - (COO(M))27 (T7u1><7901><) = (u2*7()02*)7 (585)

which is certainly well-defined. According to the general strategy, the plan is now to
analyze the hierarchy of Cauchy problems Eqs. (4.7), (4.12), (4.10) and (4.11). We write

wl) = up — u2, w® = Y1 — ¥2, w® = v — .

Given Egs. (5.19) and (5.20), which can be interpreted as given estimates for solutions
of the Cauchy problems (4.7) and (4.12), let us proceed with the analysis of the Cauchy
problems Egs. (4.10) and (4.11). The source terms of Egs. (4.10) and Eq. (4.11) take the
form

Fy =(o9 — o1) (&ﬁfyabaaab(% —o10) + (tQ&C“ - tzf’yabab&> (21 — #1(0))

+ L[ll’l]ul + L[ll’z]ul + L[11’4}’b8b1/1,

25908, 811 — t2COq11 + L[12’1]V1 + L[12’2]u1, L[13’1}1/1 + L[13’2}u1>,
Fy=(0o9 — 01)<0°4t2’°7ab0a3b((<ﬂ1 —¢1) + (P10) — 1(0)))

+ <t2&C“ - t%“bab&) 9a((p1 — ¢1) — (P1(0) — P1(0)))

+ Ly — i) + LMy — ) + L, (0 — ),

125%0,0y(v1 — 11) — £2C°0u (11 — 1) + L2y — 1) + L2 (uy — iy),

LBy — ) + LBy — zzl)).

The first aim is now to estimate these F3 and Fy. This is straightforward. For example,

Hf’\ooétz’?abaaab(% - <P1(0))H2

2 2
8, Hk (M) < C<HU1X|’6,H’€+4+’€0(M) + ”(IO1><H57H7€+4+I€1(M)

T
+/0 <Hs’)‘sf(1)|!§,Hk+4(M)+H87’\Sf(2)H(2;7Hk+4(M)—i—HS*’\“L?“f(B’)|!§,Hk+5(M))s’1ds>

o1



using the multiplication property of Sobolev-regular functions (see for example Proposi-
tion 2.3 in Appendix I of [17]), and, using Eq. (5.19) for any smooth

A < 2k + min{ Ay, 2(1 = Graz ), 24%}, (5.86)

where k is defined in Proposition 5.2. Under the same assumptions we find

2

Ht*’\tQ&C“(?a(sm - 901(0))” <C HFH%%(% — P10

2
§HF(M) — ) H(s,HkH(M) ’

using Eq. (5.48), which can therefore be estimated by the same expression as above. This
expression also bounds the term 239,60, (1 — ¢1(0)) (note that an improved bound
could be obtained by taking into account that d,& = O(t?)). Exploiting the known
asymptotics of the coefficients together with Eq. (5.83) and Eq. (5.15) with F@ = @),
we also find that

O (s e )

< C(Ek+1,A—u+25[U1](7f) + ||t_A+“_2€f(2)H;Hkﬂ(M))-

This holds for any smooth function A(z) and p(z) where®”
w € (0, min{f,2x}). (5.87)
Similarly
[ (=23 a0 + P00 — Ly — L2, Hj,m(m
< OBzl ) + 15O )
and

Ht*A (L[ls’l]m + L[13’2}u1) < C<Ek,A—ﬁ+e[u1](t) + HSiHﬁief(z)Hg,H’“(M))

Hsz(M)

All the constants C' > 0 in these estimates may depend on T, k, A, € and I'. Putting
these now together yields

2 2 2

. Ht’AF?f?’)H (5.88)

|5 5 HE+ (M)

N

§,HE(M §,H®(M

< C(Ek+2,>\7u+2e[u1](t) + Hulx !!§,Hk+4+ko(M) + H‘Plx Hg,Hk+4+k1(M)

T
+/0 (H‘S_Asf(l)H?,Hk“(M) + HS_)\sf(Z)”?,HkH(M) + ||S_)\s+2mf(3)H§7Hk+5(M)>5_1dS),

®7The function p here is unrelated to the function p introduced in Eq. (5.63).
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and

o]

2 2

+ Ht—AFf)H (5.89)

e o

§,H*(M 8,H* (M)

< C(Ek+27>\7u+2e[u1 —un)(t) + [lurx — 1 |’§,Hk+4+ko(M) +[P1x — P1x H(2;7Hk+4+k1(M)>-

Both these estimates are valid if Egs. (5.86) and (5.87) hold. The constants C' > 0 in
these estimates may depend on T', k, A\, € and T

Before we proceed, let us note the following estimate obtained by combining Eq. (5.12)
with Egs. (5.83) and (5.75) for 1 = 0 and 72 = —2¢. This estimate is useful in a number
of steps below. To this end, consider Eq. (4.6) with A and L given by Egs. (5.1) and (5.2),
but with an arbitrary o € [0,1] and F = (F(), F®) F®) Pick an arbitrary smooth
function A(x) > 0 and an arbitrary integer k£ > 0. Then

Ht‘Au < C(Ek,A+e[SD](t*) + sup Eg xi3elul(s)

+ Ht_)‘go
) SE[tx,t]

2 2
(&) Ha,Hk(M (&) Ha,Hk(M)

t
+/t (HS_/\F(Q)Hin(M) + ||5_)‘F(3)||§7Hk(M))s_1_4eds), (5.90)

for all t € [t,,T]. The constant C' here may depend on T, k, A, € and T".
Given this general estimate, we pick now an arbitrary smooth

A > Ag, (5.91)

where A, is defined in Eq. (3.10), and set t, = 7 and ¢, = 7 (respectively). Eq. (5.11)
applied to the two Cauchy problems Egs. (4.10) and (4.11) yields (assuming 7 < 7)

By A [, w](2) (5.92)
t
_ 1 _ 9 - , ) e
SC/ (Hs MEONR e + 15 ESNR i ary + s S )HiHHl(M)>s 142 g
and

Epoyn[w® — oM w® —5®)(t) (5.93)

7 B ) - ) ) , s
SC(/ (Hs AFgf )Hin(M)JrHs AF?S )Him(M)JrHS AF?E )|!§,Hk+1(M))S 142 g
¢
A a1 N (2 (3 o
+[ (Ils AFi >H§7Hk(M)+||S AFi )Hg’Hk(M)JrHS AF4( )Himﬂ(m)s 142 d8>’
for all ¢ € [7,T] and t € [7,T]. We combine these now with Eq. (5.90)

Ht_)‘w(l)(t . ‘t_/\w(z (5.94)

’ ‘)HZH’“(M ‘ (t) HZH’“(M)

t
— 1 — 2 _ 3 —1—4e
<c / (U™ FSV 1B qany + 1™ B 12w any + s N2 sy ) s~ ds,

o3



provided Eq. (5.91) holds (notice that A. > 0; see Eq. (3.10)), and then find

2 2
“AwD (Y — W (¢, . 2wt — @ (..
GO R C0)] I ORI US)]
< (= 7) [ (1B wqany + 157 F B vcan + 15 1B a5

ap(1 A (2 A (3 C1-4e
+/ (HS )‘F?E )H¢2$,Hk(M) + ||8 )\Fé )Hg,H’C(M) + HS AF::E )H;Hk-kl(M))S 1=de g

t
— 1 _ 2 _ 3 Ca
[ (15 E sy + 157 EP oy + 15 B o oy )71 s).

In both cases, the constant C' may depend on T, k, A, € and I'. We wish to combine
these estimates with Eqgs. (5.88) and (5.89). In total we therefore find the restrictions
Eq. (5.87) and

Ae <A < 26 +min{ Ay, 2(1 = Gaz), 24} (5.95)
The energy terms remaining in Egs. (5.88) and (5.89) can be estimated with Eq. (5.20)
under the condition that

A <+ min{ ), 2k, 2A4%}.

This implies that Eqgs. (3.14), (3.15) and (3.16) must hold. Continuing to assume that
e > 0 is sufficiently small (and replacing multiples of € by smaller multiples if convenient)
and applying Eq. (5.20), we generate the conclusion

"t”\(w(l)(t, ) —a® + Hw(w@) t,) — @

2 2
(t)) Hs,Hk(M) (¢)) Hs,Hk(M)

< C’<(7~'26 — 7'26) (Hulx ‘|§7Hk+4+ko(M) + [l1x ‘|§7Hk+4+k1(M)

" ~/OT<HS_)\Sf(1)H¢25,Hk+4(M) * Hs_)\sf(Z)HinH(M) * Hs_)\ﬁ%f(g)Hz,Hk+5(M))S_1dS>
o L0 B e 5

+ HU1>< — dle;Hk+4+kO(M) + H(ﬁlx - @1><|’§7Hk+4+kl(M)).

This holds for any smooth A satisfying Eq. (3.17) provided Eq. (3.15) holds. Evaluating
this at t = T, transferring all norms of w1y, U1y, Y14, Y1, from the left side to the
right side and then estimating them in terms of wiy, U1y, P1x, P1x exploiting the
continuity of ®, this leads to the required uniform continuity estimate for the finite
matching map. This map Eq. (5.85) thus has a unique continuous extension to the domain
[0,T] x H*+4+ko(A) x HEF4FF1 (M) and the co-domain (H¥(M))2. The extended map
evaluated at 7 = 0 is referred to as Wy, 4, 1 HEFATRO (M) x HFHATRL(M) — (HE(M))?
which we claim to be the asymptotic matching map asserted in the proposition. It is
continuous in the sense

(o100 k(U1 x5 1% ) = Yoo,k (U x> 615 | % ()

< C(||u1>< - ZZIX||§,Hk+4+kO(M) + ||851>< - @1><‘|(2;7Hk+4+k1(M)>5

o4



where the constant ¢' > 0 may depend on T, k, A, ® and I". Even though V¥, _;,
clearly depends on k, standard arguments imply that its restriction to the dense sub-
domain (C°°(M))? does not depend on the choice of k and therefore yields the map
Uy, oyt (C(M))% — (C°°(M))?. This map satisfies the continuity estimate Eq. (5.26).
Eq. (5.25) follows if we apply the same chain of arguments which we have used to obtain
the continuity estimate now to Eq. (5.94) and then take the limit 7 \ 0.

Let us next investigate the uniqueness statement Eq. (5.27) of Proposition 5.4. Pick
any smooth Cauchy data (ujx,p1x) and let (u1,v1,p1) be the corresponding solu-
tion, and let (ug, 2, p2) be the solution determined by the Cauchy data (ugy,p2,) =
Vs oo (U1, 1) as above. Then given any other (possibly different) smooth solution
(i, V2, P2) of the same target equation we define

w= (WM, w® W@ = (ug, g2, ) — (tiz, G2, 2).
This is therefore a smooth solution of the o = g9-version of the equation with zero source
term. Given any A > A, and sufficiently small € > 0, Egs. (5.90) together with Eq. (5.11)
yields

Hf,\%ew(l) ¢ ’t”\+5€w(2)(t

sy | Js

SC(tEE t*_)\w@)(t*")‘ ;(M) +tze< w(l)(t*")‘ ; + Ht Yo ks, HHl(M)>>

for any t, € (0,7] and for all ¢ € [t,, T]. Assuming that X is now in the range specified by
Eq. (3.17), it follows that the right-hand side vanishes in the limit ¢, N\, 0. This implies
uniqueness.

Finally let us pick any two smooth pairs (u1y, @1, ) and (U7 x, 1« ). Supposing that

\1101—>02 (u1><7901><) = \I/01—>02 (Ujl><7951><) = (UZ*aQOZ*)a (5-96)

we need to establish that o1y = @1(g). Let (uy,v1,01), (U1,01,¢1) and (ug, va, p2) be
the solutions of the corresponding Cauchy problems. For any smooth A < min{\, 2(1 —
Gmaz ), 2A?} and for all t € (0,T] we have

Hti/\ <901(0) P1 0)> HHk(M)

< HFA <<P1(t7 ) = ¥1(0) )HHk o) + HFA <<ﬁl(ta )= <ﬁ1(0)) H (M)

g CEREEUR) VRS U CICE R RY

It is a consequence of Eq. (5.19) and of Eq. (5.25) that A can be chosen such that
the right-hand side approaches zero in the limit £ N\, 0. This completes the proof of
Proposition 5.4. U
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