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Critical properties of the Floquet time crystal within the Gaussian approximation
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The periodically driven O(N) model is studied near the critical line separating a disordered paramagnetic
phase from a period doubled phase, the latter being an example of a Floquet time crystal. The time evolution of
one-point and two-point correlation functions are obtained within the Gaussian approximation and perturbatively
in the drive amplitude. The correlations are found to show not only period doubling, but also power-law decays
at large spatial distances. These features are compared with the undriven O(N) model, within the Gaussian
approximation, in the vicinity of the paramagnetic-ferromagnetic critical point. The algebraic decays in space
are found to be qualitatively different in the driven and the undriven cases. In particular, the spatiotemporal
order of the Floquet time crystal leads to position-momentum and momentum-momentum correlation functions
which are more long-ranged in the driven than in the undriven model. The light-cone dynamics associated with
the correlation functions is also qualitatively different as the critical line of the Floquet time crystal shows a
light cone with two distinct velocities, with the ratio of these two velocities scaling as the square-root of the
dimensionless drive amplitude. The Floquet unitary, which describes the time evolution due to a complete cycle
of the drive, is constructed for modes with small momenta compared to the drive frequency, but having a generic
relationship with the square-root of the drive amplitude. At intermediate momenta, which are large compared to
the square-root of the drive amplitude, the Floquet unitary is found to simply rotate the modes. On the other hand,
at momenta which are small compared to the square-root of the drive amplitude, the Floquet unitary is found to
primarily squeeze the modes, to an extent which increases upon increasing the wavelength of the modes, with a

power-law dependence on it.
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I. INTRODUCTION

A time crystal is defined as a many-body system showing
spontaneous breaking of time-translation symmetry (TTS) in
the ground state [1-3]. There has been much controversy
surrounding this definition, and no-go theorems have been
proven to show that such a state is impossible in thermal
equilibrium [4-7]. Supporting arguments for a time crystal
in thermal equilibrium have also emerged, where it has been
argued that multicomponent superfluids [8] and easy-plane
magnets in a perpendicular magnetic field [9-11] satisfy the
definition of a time crystal. To add to this list, time crystals in
the ground state of Hamiltonians with long-range interactions
and in interacting gauge theories have been recently proposed
and debated, see Refs. [12—14] and [15-17], respectively.

It is more widely accepted that time crystals can be realized
by relaxing the requirement of the system being in the ground
state. For example, time crystal phases—referred to as Floquet
time crystals (FTC)—appear in periodically driven systems,
where the spontaneous symmetry breaking in the spatial av-
erage of an order parameter is accompanied by broken TTS,
because the order parameter oscillates at frequencies that are
subharmonic to the drive frequency (see Refs. [10,11,18] for
reviews). Since with Floquet driving, the Hamiltonian has
discrete TTS, the Floquet time-crystal is an example of a
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system that breaks discrete rather than continuous TTS, and
thus it is often referred to as a discrete time crystal.

In the study of FTCs, there is a further dichotomy between
phenomena that are purely quantum, as studied in Refs. [9,19—
35] and phenomena that emerge in classical driven-dissipative
systems [36-38]. In addition, FTCs have been further charac-
terized on the basis of their stability upon adding perturbations
or thermalizing processes [10,11]. Despite the controversies
and the various naming conventions, the field has remained
very active and now includes many experimental examples
[39-44].

An open and largely unexplored question is the nature of
the transition between the “trivial” phase and the FTC phase,
defined as specified below. This is clearly a nonequilibrium
phase transition which can be realized, for example, by tuning
a microscopic parameter of the time-periodic Hamiltonian.
Motivated by the analogy with the behavior in equilibrium,
we define the trivial phase of the Floquet system as the one in
which the expectation value of an order parameter (e.g., the
magnetization) in generic eigenstates of the time evolution
operator U over one drive cycle vanishes, and the two-point
correlation functions of the order parameter are short-ranged
in space. In addition, we require that the stroboscopic dynam-
ics, i.e., the dynamics observed at integer multiples of the
period of the drive, is synchronized with the drive frequency.
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For the FTC phase, instead, one requires the existence of
a sector of degenerate many-body eigenstates of U. For a
system with Z, symmetry, this degeneracy is at least two-fold
as it corresponds to the two eigenstates of Z,. Strictly speak-
ing, the energy splitting between these pairs of eigenstates
is exponentially small upon increasing the system size, but
here we assume the system size to be infinite. In the FTC
phase, the dynamics induced by U spontaneously breaks Z,
symmetry by selecting, for example, a positive value of the
magnetization. Accordingly, the state is characterized by long-
range spatial order. In addition, in order to qualify as a FTC,
the dynamics of this state should have the feature that under
the time evolution with U, the order parameter oscillates with
twice the period of the drive. This long-range spatiotemporal
order, where the spatial average of the order parameter is
nonzero and its stroboscopic dynamics occurs at half the drive
frequency, is an example of a period-doubled FTC phase. For
a system with an underlying Z,., discrete symmetry, more
complex FTC phases can be realized (see Refs. [11,45,46] and
references therein).

It is natural to ask whether any universality or scaling is
associated with the nonequilibrium phase transition between
the trivial and the FTC phase, and if so, what the critical
exponents are. This issue, which we address here for quantum
systems, is even more intriguing in view of the existing dis-
cussion on the nature of the nonequilibrium phase transition
for classical FTCs [36].

In an attempt to answer the question above, we consider
the periodically driven O(N) model which, in thermal equi-
librium, captures, inter alia, the Ising and superfluid critical
points [47,48] depending on the value of N. Recently, a
number of studies [49—62] focused on the nonequilibrium
dynamics of the isolated O(N) model due to a sudden change
(global quantum quench) in its Hamiltonian and an emerging
universality in the transient regime was identified [54-57,59—
62]. In the limit N — oo, this model also provides one of
the few available examples of exactly solvable nonequilibrium
dynamics in generic spatial dimension [57,58,61].

The periodically driven O(N) model was studied in
Ref. [22]. While it is expected that generic, isolated, pe-
riodically driven systems will eventually heat to infinite
temperature [63—-65] and will therefore not support any non-
trivial phase, Ref. [22] showed that in the limit N — oo,
interactions can suppress heating and stabilize a FTC phase.
For finite N, instead, the O(N) model supports a prethermal
FTC, the temporal duration of which increases upon increas-
ing N. Within this prethermal regime, the existence of a trivial
phase and a period-doubled FTC phase can be identified.
However, while these phases are known, the nature of the
phase transition between them is largely unexplored.

Our goal here is to explore this transition starting from
its Gaussian approximation, which, as it is known from the
theory of critical phenomena, is well-defined and exactly
solvable in spite of the fact that the very same existence of
these phenomena hinges on the presence of interactions. The
Gaussian approximation is key to establishing the emergence
of scaling, if at all, and it is a stepping stone for exploring the
role of interactions, which will be reported elsewhere [66].

Since the FTC phase is not a phase in thermal equilib-
rium, its realization is not guaranteed, and it may depend in

important ways on the initial conditions [22]. Here we study
how the FTC phase is approached after a quench [67,68],
where the initial state of the system is the thermal equilibrium
state of one Hamiltonian, while the time evolution is deter-
mined by another. We choose an initial state characterized by
the absence of order and with spatial correlations decaying
over short distances. We follow the time evolution of this state
under periodic driving and we identify the parameters which
allow this state to reach the FTC phase. We then determine the
expressions of the correlation functions at or near criticality,
within the Gaussian approximation.

The paper is organized as follows. The model is introduced
in Sec. II, where we also review its phase diagram and ex-
plain the quench dynamics. In Sec. III, the Floquet-Bloch
theory is used to determine the quasimodes and quasiener-
gies within the Gaussian approximation. Section IV presents
the expressions of the various relevant unequal-position and
unequal-time correlation functions along the critical line,
while in Sec. V, we determine and discuss the Floquet unitary
of the model. Section VI presents our conclusions, while
details of the various calculations are outlined in several
appendices.

II. THE MODEL, THE QUENCH PROTOCOL, AND THE
PHASE DIAGRAM

In this section, we present the model, outline the quench
protocol, and discuss the phase diagram.

A. The model

The periodically driven O(N) model in d spatial dimen-
sions is defined by the Hamiltonian

N
H= Z / ddx%[(r — ri cos (o1))¢? (x)
i=1
+ (Ve + TI2(x)] +V, ()

where ¢; and IT; are N-component bosonic fields which obey
the canonical commutation relation

[¢;(x), TI;(y)] = i8,;8P(x — y). 2)

V is the interaction term

N 2
u
V= mﬁ%(;#) , 3)

while 7 is the detuning parameter which, if assuming negative
values, causes an instability in the free, undriven model with
V =r =0, towards forming a ferromagnet. The presence
of interactions is actually necessary for stabilizing such a
ferromagnetic phase. In Eq. (1), r; and w are the amplitude
and angular frequency, respectively, of the periodic driving of
the detuning parameter. Accordingly, H is periodic in time
with period T =27 /w,i.e., Ht +T) = H(t).

In the limit N — oo, the Hartree approximation for
V becomes exact not only for the equilibrium properties
[48] but also for the nonequilibrium dynamics (see, e.g.,
Refs. [50,69,70] for undriven models), and gives a more com-
plex phase diagram than the undriven model [22]. We will
discuss the phase diagram in detail below. Corrections of order
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1/N and beyond, on the other hand, lead to heating effects,
making any possible nontrivial phases ultimately unstable at
longer times. Accordingly, the case we are studying is, strictly
speaking, that of a prethermal FTC the lifetime of which
increases upon increasing N.

Our goal is to understand the possible emergence of
scaling behavior and critical exponents in the dynamics of
this model. To this end, we will present predictions for the
dynamics of the order parameter, defined as the expecta-
tion value (¢;(x,¢)). We will also discuss the unequal-time
and unequal-position correlation function (¢;(x, )¢y (x', 1))
and its time derivatives. The latter correspond to correla-
tions of the type (¢;(x, )ITx(x’, t")), (IT;(x, HIT (X', 1)), i.e
position-momentum and momentum-momentum correlations,
respectively. We will derive these predictions within the Gaus-
sian approximation and for the initial condition discussed
below. We will also highlight the differences with the undriven
model.

As we focus below on the Gaussian model corresponding
to having V = 0 in Eq. (1), it is convenient to introduce the
representation of the various fields in momentum space,

d
ke, “

A
$i(x) = / oy

with an analogous definition for the Fourier transform IT; i of
IT;(x). In terms of these fields, the resulting Hamiltonian can
be written as

H = }:/

( + k? — ry cos ot )| x|

Qn )d
+ T k|1, S

with the canonical commutation relations for the fields in
momentum space becoming,

[¢;(k), T1;(q)] = i(2m)*8;;8V (k + q). (6)

The large-momentum cutoff A in Egs. (4) and (5) is another
microscopic parameter of the model. Both in thermal equilib-
rium and in the driven model [22] its specific value may affect
the stability of the resulting phases of the model: further below
we revisit this dependence in the case of the driven model.

B. Quench protocol

As anticipated, we study the dynamics of the system after
a quench [67,68], where the initial state is a mixed state
corresponding to the thermal equilibrium state of the undriven
model, i.e., r; = 0, with a positive value ry > 0 of the de-
tuning parameter r. This initial state is evolved under the
periodically driven model in Eq. (5). We choose the initial
value ryp > r > 0 so that the initial state is deep in the param-
agnetic phase with short-range spatial correlations.

Defining al and ay as the creation and annihilation opera-
tors which diagonalize the initial undriven model

d'k
=H(r =0) = Z / Gyt Cainain (D

with dispersion

wor = v'ro+ k2, (¥

the initial fields obey

1
Pkl =0) = —— (aix + al ) ©)
0k
Mt = 0) = =i\ [ S (@i = af ). (10)

As mentioned above, the initial state is the thermal equi-
librium state of the pre-quench Hamiltonian H,, where the
statistical average of an operator O at temperature S~
defined as

A tr(OePHo)

T tr(e—BHo)

The expectation values of the relevant operators in the above
initial state are (IT; x(0)) = (qbik(O)) = 0, with

(i (0),4(0)) = 8;,j0k,—q—~ > = coth(Bwne/2).  (12)

an

1
(9ix(0)¢.q(0)) = 6i 490
({¢ix(0), Hj,q(())}> =0, (14)

where we introduce the short-hand notation &k _q =
(2m)?8(k 4 q). In particular, we choose Bry > 1 in order to
ensure short-range correlations in the thermal initial state.

Since both the pre-quench and post-quench Hamiltonians
are symmetric in the field component i, and since we focus
below on the phase without spontaneous symmetry break-
ing, the initial conditions and the dynamics of all the field
components are identical. Accordingly, in our analysis, we
can conveniently omit the index of the field component. In
addition, within the Gaussian approximation, the momentum
modes evolve independently according to

i =[x, H] = il
T = [k, H] = —i(r + k> — ri cos wt)i.  (15)

Coth(ﬁka/Z) 13)

Combining the above two equations gives
b = —(r + k* — r{ cos wt ), (16)
the solution of which can be written in the form

Ok(t) = M 1 ()i (0) + M 1 (£)I1k(0), (17
where the functions M. (t) and M, ,(¢) obey

d*> (M (t) M. i(t)
W(Mv,k(t)) =—(r+k*—n COS(wt))(M;,kU))’ (18)

with initial conditions

M. (0) Mg (0)) _ (1 0
(Mc,k(m Ms,km))‘(o 1)' (19)
Equation (15) implies
k(1) = Me i ()e(0) + M 1 (1)TT1(0), (20)

and the canonical commutation relations between ¢(¢) and
[1(¢) are obeyed because

1= M ()M 1 (t) — M 1 ()M, 1 (2). 1)

This can be explicitly checked by noting that the initial
conditions in Eq. (19) obey Eq. (21) at + = 0 and that the
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FIG. 1. Stability phase diagram of the Mathieu equation (18)
depending on the dimensionless parameters in Eqs. (22) and (23),
which applies also to a fluctuation mode with wavevector k of the
periodically driven Gaussian model. The arrows indicate two dif-
ferent kinds of quenches: The vertical one denotes a quench from
an initial paramagnetic phase to the critical point of the undriven
(r1 = 0) model [49]. The tilted arrow, instead, denotes a quench from
an initial paramagnetic phase of the undriven model, to the critical
point of a FTC phase. While there are many period-doubled FTC
phases, each corresponding to an integer n such that the band-edges
of the stable region are characterized by having €, = (n + 1/2)w
[regions (2) and (4)], here we study the one where the band edge is
at half the drive frequency €;-9 = w/2 [region (2)]. In order for the
model to have a stable solution, it is necessary that all the fluctuation
modes with k € [0, A]—which correspond to the points belonging to
a vertical segment in this phase diagram, highlighted in yellow—are
within the stable region.

equations of motion (18) imply that the right-hand side (r.h.s.)
of Eq. (21) is a constant of motion.

C. Phase diagram

The equations of motion (18) for M, ; and M, ; are known
to have the Mathieu functions [71-73] as solutions. The quan-
tum aspects of the problem only enter upon imposing the
canonical commutation relations (21); before imposing them,
the behavior of the classical solutions provide a first indication
of the conditions under which stable solutions exist.

For a given mode k, the “phase diagram” indicating the
stable and unstable regions of the parameter space is shown in
Fig. 1, where the horizontal axis is the dimensionless strength

q=2r/w (22)

of the driving field while the vertical axis corresponds to the
dimensionless parameter

a=4(r+k»)/o?, (23)
associated with the time-independent coefficient on the r.h.s.
of Eq. (18).

The red regions in Fig. 1 are unstable because the corre-
sponding modes M, and M, grow exponentially in time
without bound. Accordingly, these regions of parameters are
not allowed, leading to band gaps. The green regions instead,
correspond to stable solutions. In Fig. 1 there are four stable
regions labeled by (1), (2), (3), (4), and four unstable regions

(a), (b), (c), and (d). For a choice of the driving protocol
(specified by r, r|, and w) the dynamics of the model is
stable if all its fluctuation modes with k € [0, A] correspond
to stable points in Fig. 1. This means that, for a specified value
of g, the vertical segment with a € [4r/w?, 4(r + A?)/w*] has
to fall within the green region [22], as exemplified by the
vertical yellow segment in Fig. 1.

Since the system is driven periodically, the mode ener-
gies are conserved only up to integer multiples of the drive
frequency and therefore they qualify as quasienergies rather
than energies (see, cf. Sec. III). Let us denote by € the
quasienergy at which the modes with a certain k oscillates.
The edges of the various bands in Fig. 1 are determined by
the condition that €, = nw/2, n being an integer. One way to
understand why the band edges are located at €, = nw/2 is to
consider the limit of weak driving ¢ < 1, because, then, the
condition €, = nw/2 coincides with that for the occurrence
of parametric resonances in the model: integer multiples of
the drive frequency become resonant with the frequency at
which the quantity in the Hamiltonian coupled to the external
driving field would oscillate in the undriven model. In the
present case, this quantity is |¢;x|> [see Eq. (5)] and since
the dispersion of the undriven model is v/k2 + r, the quan-
tity coupled to the external drive oscillates, for weak drive,
at the frequency 2¢;(g — 0) = 2+/r + k2, yielding the reso-
nant condition integer x w = 2+/r + k2. Accordingly, as it is
clearly shown in Fig. 1, the nth band edge touches the vertical
axis for g — 0 at a = a,(q — 0) = n?, where a is defined in
Eq. (23). Since the most unstable mode corresponds to the
spatially homogeneous one (which determines the lowermost
point of the vertical segment in Fig. 1), the above resonance
conditions should be applied to the k = 0 mode.

While the argument presented above was given in the limit
of weak drive ¢ — 0, the fact that the band edges are pinned
at €, = nw/2 for generic values of g follows also from noting
that Eq. (18) being a homogeneous differential equation, the
slowest oscillating modes are of two kinds: those which return
to themselves after a drive cycle, i.e., are periodic (even ) and
those that flip their overall sign after a drive cycle, i.e., are
antiperiodic (odd 7). From Floquet theory, in order to avoid
over-counting the modes, the quasienergies ¢; for g # 0 must
be restricted within the interval [—w/2, @/2]. Accordingly,
the possible slowest oscillating modes are those at quasiener-
gies €, = w/2 and 0.

We can now distinguish two cases: when the integer n
leading to the resonance is even, the longest wavelength mode,
i.e., that with k = 0, oscillates at integer multiples of the drive
frequency w. When #n is odd, instead, the longest wavelength
mode oscillates at half the drive frequency, and therefore
shows period-doubling. Note that a periodic driving of the
coefficients of higher powers of the position or momentum
operators will lead to more complex dynamics [74].

Since the £ = 0 mode is nothing but the order parameter
of the model, Fig. 1 implies that the nontrivial phase comes in
two varieties. One in which the order parameter oscillates at
integer multiples of the drive frequency, including zero: this
can be identified with the conventional ferromagnetic phase
because the average of the order parameter over one drive
cycle is nonzero. The other phase, instead, is characterized by
the fact that the order parameter is period doubled and it can
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be identified with the FTC because the average of the order
parameter over two drive cycles vanishes.

While strictly speaking, a ferromagnetic or FTC phase
cannot be defined for a free system, we expect that the red
unstable regions become stable in the presence of interac-
tions, which turn the regions marked by (a) and (c) into
a ferromagnet, while those marked by (b) and (d) into an
FTC phase. Accordingly, the stability phase diagram in Fig. 1
translates into a bona fide phase diagram [22], with the precise
microscopic values at which the transition from the stable to
the unstable regions occur in Fig. 1 being modified by the
Hartree corrections introduced by the interactions. At even
longer times, heating will set in, but this time can be made
to approach infinity as N — oo.

However, even for N — oo, there is a subtlety related to
the value of the cutoff A. In fact, A — o0 in the continuum
and therefore there will always be some modes in Fig. 1
which fall within a gap (red regions), and the solution will
be unstable in the presence of the drive. However, the gaps are
rather narrow for the large values of a induced by a large A,
as shown in Fig. 1, so that the time scales after which the FTC
becomes unstable, which are related to the inverse of the gap,
are also long. Accordingly, while the FTC is not expected to
be completely stable for A — o0, it is quasistable.

In Fig. 1, from bottom to top, the ferromagnetic phases
[(@) and (c)] and period doubled FTC phases [(b) and (d)]
alternate with one another, with region (a) being simply the
driven version of the ferromagnetic phase of the static O(N)
model. All the other phases only arise due to a resonant drive.

It is interesting to note that, in the presence of the drive,
large regions of parameter space with » > 0 become unsta-
ble, whereas without drive, these same regions would remain
paramagnetic. A heuristic way to understand this is that as
the parameter reis =  — 1y cos(wt) oscillates, it can become
momentarily negative, causing the development of an insta-
bility. A similar heuristic argument can be used in order to
understand why stable (green) regions appear for r < 0 and
sufficiently large .

We are interested in the properties of the critical line sep-
arating the paramagnetic phase from the FTC phase. In this
paper we focus on the FTC phase corresponding to region (b)
in Fig. 1, and in particular on the behavior of the system in
the vicinity of the critical line labeled by € = w/2 between
regions (2) and (b). Our choice is a matter of convenience as
the same coarse-grained behavior is expected to occur at all
the other critical lines separating a trivial from a FTC phase,
such as the boundary marked by € = 3w/2 in Fig. 1. Since

J

quasienergies are defined modulo the drive frequency w, it
is clear that both these band-edges correspond to an order
parameter that shows period doubling. In a similar manner,
we expect the coarse-grained features to be common to all
the critical lines separating a paramagnet from a ferromagnet.
This corresponds to lines labeled by € =0 and € = w in
Fig. 1.

Although Mathieu function solutions are well-known, we
derive them below by using Floquet-Bloch theory, briefly
recalled in Appendix A. This is because we are interested
in the vicinity of the above-mentioned critical line where
standard Mathieu function solutions found in textbooks (see,
e.g., Refs. [71-73]) are not easily generalizable. In addition,
once the modes M. and M;; in Eq. (17) are obtained, the
solution of the quantum problem requires imposing the canon-
ical commutation relations (21).

III. FLOQUET-BLOCH SOLUTION

The dynamics of the (quantum) system is determined by
the solution of Eq. (18), which can be cast generically in the
following form:

fi = =Ir + & = ry cos(@)] fi. 24)
The initial conditions for this equation will be specified further
below in this section. According to the Floquet-Bloch theorem
summarized in Appendix A, the solutions of Eq. (24) can be
written as

Jit) = w (1) exp(iext ),
where €, is the quasienergy, T = 27 /w the period of the

drive, and u; the quasimodes. The periodicity in time of the
quasimodes allows their Fourier expansion, i.e.,

with  w(t +T) = wu(t), (25)

w(t) = Z Cp €M (26)

m=—00

The quasienergies {e;} are defined up to integer multiples of
the drive frequency w, because any shift of the quasienergy
by these amounts can always be absorbed by a redefinition of
ug. Accordingly—as it happens to the wave vectors of a wave
function of a particle in a spatially periodic potential—one can
restrict the quasienergies {€; }; to be within a Floquet Brillouin
zone (FBZ) defined by having —w/2 < € < w/2.

Note that f; and f;* or, equivalently, Re(f;) and Im(f;) are
actually two independent solutions of Eq. (24). Substituting
Eq. (26) in Eq. (25) and then in Eq. (24), one obtains the
conditions which have to be satisfied by the coefficients {c;,},,:

.
[r + k> — (& + mo))em — El[cm_l + Cmp1] = 0. 27)

In order to highlight the structure of the infinite-dimensional space of these solutions, i.e., the so-called Sambe space [75,76],

we rewrite the above equation as follows:

r+k* — (e — 2w)? —r/2 0 cn 0
—r1/2 r+k*— (& — )’ —r1/2 0 e | _|o 23
0 /2 rk? - el ) “1'o =10 (28)

0 0 —ri/2 0

r+k*— (e + w)? €1
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For f; to have a nonvanishing solution, the determinant of the
above symmetric and tridiagonal matrix has to vanish. This
condition determines the quasienergy € as a function of r, k,
w and r;. A complex ¢; corresponds to an unstable solution
(red regions in Fig. 1), leading to forbidden states or gaps in
the parameter space spanned by the dimensionless variables
a and ¢ introduced in Egs. (22) and (23). As anticipated,
we are interested in the solution near the upper boundary of
region (b) in Fig. 1. This boundary is also the boundary of
the FTC phase, and is characterized by having €;—o = w/2
along the curve a = a;(g) in Fig. 1, which corresponds to
r=(0/2la (9.

In order to proceed with the analysis, we assume that the
drive amplitude is small, i.e., ¢ < 1. Accordingly, solving
the linear system of equations (28) perturbatively in g, the
zeroth order solution with ¢ — 0 corresponds to r = (w/2)?
and nonzero ¢y, while the rest of the ¢, vanish. To find the
first-order correction in g, it is sufficient to truncate the matrix
such that we only keep the 2 x 2 matrix corresponding to cg
and c_;. By inspecting Eq. (28), it is straightforward to show
that the remaining coefficients c,, with m # 0, —1 are smaller
than ¢y _; because

0
Com = %Cf(mq) =0(¢" g, for m>1,
0]
cn = oiclji%n_n = 0(q"eo, for m=>0. (29

Accordingly, at the lowest nontrivial order, one can assume
that ¢,, = 0 for m # 0, —1, such that Eq. (28) becomes

r+k* — (e — w)?
—r1/2

—}’1/2 C-1) _ 0
r+k*—ef x co ) \OJ’
(30

and a nontrivial solution exists only if the determinant of the
matrix on the Lh.s. of this equation vanishes.

There are four values of €; which satisfy this condition: two
of them correspond to €,_g = —w/2 and 3w/2 for ¢ — 0 and
therefore they are relevant only when one enlarges the matrix
in Sambe space in order to account also for these resonances.
The two remaining solutions are related to each other by
the simultaneous exchange €, — —¢; + w and ¢p <> c_j, and
hence they actually represent the same state. Accordingly, of
the four solutions, only one is physical, and it is given by

ek:§+\/<§)2+r+k2—a),/r+k2+(;—;)2. 31)

Requiring €;_0 = w/2 in order to determine the critical line
separating region (2) from region (b) in Fig. 1, one finds that
such a line corresponds to

r=r.=(w/2)’ai(qg) with ai(q) =1+ q+ 0.
(32)

In fact, one can easily verify that ¢, in Eq. (31) acquires
an imaginary part when the parameter a in Fig. 1 is
within the interval 1—g¢q+ 0(¢*) <a <1+ g+ 0(¢g*),
indicating that region (b) opens up symmetrically and
linearly around a = 1. This procedure can be systematically
generalized to higher-orders of the expansion in ¢ by

searching for solutions of Eq. (28) in terms of an increasing
number of nonvanishing coefficients (i.e., of increasingly
larger matrices), expected to be of increasing order in
q according to Eq. (29). In doing so, for example, one
systematically recovers the well-know results (see, e.g.,
Sec. 2.151 of Ref. [72]) that the boundaries of region (b)
are approximated by 1 —q —¢*/8 +¢*/64 4+ 0(¢*) < a <
1 +q—q*/8 — ¢°/64 + O(q*) = ai(q), those of region (c)
by 4—¢*/12+0(q*) < a <4+ 5¢*/12 4+ 0(q*) = ax(q),
while those of region (d) by 9 + ¢>/16 — ¢* /64 + O(q*) <
a<9+¢*/16 4+ ¢*/64 + O(q*) = a3(q), in qualitative
agreement with Fig. 1.

Note that, in the vicinity of the band edge with r ~ r, and
for a weak drive ¢ < 1, we can identify several energy scales.
These are naturally determined by k, w, and ,/r; where the
latter, in terms of the dimensionless variables, can also be
expressed as +/2r; = ,/qo. Substituting r = r, in Eq. (31)
and expanding for small momenta k < w, two natural regimes
of values of k emerge. One for ,/qw < k < w, and the other
for k < \/qw < w. In these two cases, in terms of the renor-
malized momentum

7 q
k= |=k, 33
> (33)

the following dispersion emerges (see Appendix B for
details):

6 ~ g +Ek for k< Jqo < o, (34a)
w 2

€~ o+ — for Vao <k L o, (34b)

e >~k for Jgo <o <k (340)

Further below, in Sec. IV, we will use these expressions
in order to determine the correlation function in the long-
wavelength limit k < /g < @. We therefore substitute the
value of ¢, in Eq. (34) into Eq. (28), and solve for c,,
obtaining,
}’1/2

fr— C
(@/2F +11/2+ K2 — (e — )
4k 42 k?
1—— 4+ %

qo Pw?

r /2

= C
(@22 + /2 + K2 — (e + @)%

= [—g + 0@ |eo,

. }’1/2
T @/ 24K — (e — 200

- [—g + 0 e

c_ (35a)

~

+ 0((1€/qw)3>]co, (35b)

1 (35¢)

(o) 1

(35d)

While Eq. (35a) holds for generic momenta, Eq. (35b) as-
sumes long wavelengths, i.e., k < ,/gw < o, corresponding
to k/(qw) < 1.

The equation of motion (24) is real and therefore, up to a
multiplicative factor, we can choose the real and imaginary
parts of f; as its two independent solutions. Accordingly,
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M, i (t) and M, (¢t) in Eq. (17) can be taken proportional to
these functions, i.e.,

M. () = 20Re[ f3 (1)1,
M 1 () = 28 Im[ fr ()],

with the initial condition given in Eq. (19). The real coeffi-
cients o and fy in this expression are going to be determined
explicitly in Appendix E. For the discussion below their actual
expressions are not needed.

From Egs. (36), (25), and (26), we can write

(36a)
(36b)

M (1) = Z by, cos ((ex + mw)t),

(37a)
oo
Myi(t) = Y dysin (e + mo)t), (37b)
m=—00
where
by, =2arc,, and d,, = 2Bicim- (38)

Ignoring terms with m # 0, —1, as implied by Eqgs. (35¢)
and (35d), we obtain

4k
M1 (0)=bo+b_ =~ [1 + (1 - —)}bo, (39)
qw
and thus the initial condition M, ;(0) =1 can be used to
determine bj and, via Eq. (35b), b_; as

bo 5+ —. (40)

1
2 qw
1k
and b_ |~ - — —. 41
2 qow
Similarly, from Eq. (37b), one has

M 1(0) = exdy + (ex — w)d_,
[0+ (-5 +9)

I .2
x (1 _ A M)]dw 42)

qw q2w2

and the initial condition Ms,k(O) =1 [see Eq. (19)] together
with Eq. (35b) can be used in order to determine

d~( ! )1[qw+1} 43)
" \1+q)o| 2k ’
1 1[qw
and d—l% —_— =] —=—=1]. (44)
1+q/)w| 2k

In the expressions above for dy _; we kept the first two terms
in the expansion in k/(gw), while in the overall multiplicative
factor we kept the complete dependence on ¢ in order to
satisfy Eq. (21) at t = 0. Here we note that if we could solve
the Floquet problem exactly, then the canonical commutation
relation for the fields, and in particular Eq. (21), would be
obeyed exactly at all times. Since we have solved the prob-
lem perturbatively in ¢, the canonical commutation relation,
which we imposed exactly at ¢+ = 0, is violated at longer
times: for example, as shown in Appendix D, this violation
at long wavelengths is given by [¢(?), [1(t)] = 1 + O(q) %

sin?(wt /2). This violation can be reduced to higher powers
of g by keeping higher-order terms in Sambe space, i.e., by
approximating the solution with larger matrices.

Before continuing, let us briefly discuss the solution of
Eq. (24) for k = 0 and its connection with the Schrodinger cat
states. In the absence of the drive, i.e., with r; = 0, the modes
atk = 0 are ¢, = V" = ¢'/2 and ¢, = ¢~V = ¢7i!/2 In
the presence of a weak drive ¢ < 1, from Egs. (26), (27), and
(35a) we find at order ¢° that

Je=o = coe®P[1 4 e7']. (45)

The two independent solutions of the equation are provided by
the real and imaginary parts of f;, which, in the limit of weak
drive, are simply given by the symmetric and anti-symmetric
combinations of ¢; and ¢, i.e.,

M. s k—0 = co(¢1 £ ¢2). (46)

Now consider the many-particle problem with N bosons,
which would involve macroscopically occupying the two
modes ¢, ». Denoting by |N;, N,), the Fock state in which N »
bosons occupy the ¢, , orbitals, the many-particle eigenstates
in Fock space, denoted as |M). 5, become [45]

N, 0) £ 10, N)
B V2

Thus the many-particle eigenstates are Schrodinger cat states
of the unperturbed orbitals corresponding to symmetric and
anti-symmetric combinations of |N, 0) with |0, N). The bro-
ken symmetry state therefore occurs when the many-particle
system spontaneously, or as a result of a measurement,
chooses to be in |N, 0) or |0, N), with the limit N — o0 sta-
bilizing the broken symmetry state by suppressing tunneling
from |N, 0) to |0, N), see Ref. [45] for further details.

|M) s . 47)

IV. CORRELATION FUNCTIONS

We will now present the predictions for the time-dependent
correlation functions of the position and momentum fields.
Let us briefly discuss what to expect. While in thermal equilib-
rium all correlation functions are time translationally invariant
(TTI), we do not expect this to be the case in the presence of
the driving, because these functions will show period doubling
in the FTC, and period synchronization in the trivial phase.
Secondly, just as in thermal equilibrium a trivial phase is
characterized by the absence of long-range order and by corre-
lations that extend across short distances in space, we expect a
similar behavior here for the trivial phase. Thirdly, in thermal
equilibrium, a broken-symmetry phase generically features
long-range order and correlations which become long-ranged
in space upon approaching the critical line separating it from
the trivial phase. Accordingly, one expects the FTC to also
show long-range order [10,11] and critical correlations.

The unexplored issue we would like to address here con-
cerns how the transition from the nontrivial to the FTC phase
actually occurs. If this transition is continuous, then we expect
the correlations at the critical point to decay algebraically
in space, leading to scaling and universality. We also expect
that detuning the system slightly away from the critical point
and towards the trivial phase will introduce another length
scale into the system which will cut off the critical power-law
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spatial decays. We explore this physics below in the vicinity
of the transition between the FTC and trivial phase, within the
Gaussian approximation.

To this end, in this section we shall first derive the ex-
pressions of the correlations at the critical line, i.e., along
the line r = r. which bounds the edge of band (2) in Fig. 1.
Following this, we shall study how the correlations decay at
large distances for a nonzero detuning away from the critical
line, within the trivial phase (green region (2) in Fig. 1).

A. Correlation functions along the critical line

Using Eqgs. (15), (17), and the solution for M, ; and M;
obtained in the previous section, we find that at the critical
line, for small drive amplitude g < 1, the longest wavelength
modes (k < ,/qw < w) of the fields ¢x and Ik evolve as
follows:

ok (t) = |:cos (%t) cos (kt)} ¢k (0)

re(®
)

nk(t)_[——sm( t cos(kt)i|¢k(0)

) sin (kt )} ,.(0), (48)

+ [—%% sin (2 ) sin (kt)} g (0). (49)

For a deep quench with 8,/rg > 1 and for long wavelengths,
i.e., k < /1o, the initial correlations are, from Eqs. (12)—(14),

(I lk(o)njq(o)) —8115k —q 5 2 N6115k q«/zﬁ’
1 1
(¢ix(0)9; 4(0)) = 5i,j5k,7qﬂok ~ 5i,j5qu2_\/r—0’
({¢ik(0), I1; 4(0)}) = 0. (50

The lack of momentum dependence in the correlations re-
ported above implies that they are very short-ranged in
position space, essentially §-functions.

The dynamics of the model is fully characterized in terms
of the following Keldysh and retarded Green’s functions [77]:

818k —qiGY (k, 1,1 = ({1 (1), $jq(t))),  (51)
818k —qiGRM (k, 1, 1) = ({T11 (1), TL; o (t")}), (52)

810k —qiGy (k, 1, 1) = ({1 (@), T (1)), (53)

810k —qiGR’ (k. 1,1") = 0t — 1) [Brk@), $j.q()]),  (54)

818k —qiGRM (K, 1,1y = 0t — ) ([T .k (1), T1; o)1), (55)

810k —qiGh (k. t,1) = 0(t — ') ([prx(t), TTjq(t)]), (56)

which can be easily determined by substituting Eqs. (48)
and (49) in the expressions above and by using the explicit
expressions for the correlation functions in the initial state.
In particular, for the initial conditions in Eq. (50) and for the
longest wavelength modes with k < ,/gw < w, one finds the

following Keldysh Green’s functions:
1G¢¢(k t,t) = qZ\z/—k: cos (22‘) cos (%t’) (57)
x [cos(k(t —1')) — cos(k(t +1'))], (58)
. w\2 /Ty 0N . (o,
iGR (k,t,1') = qz(z) By sin (5t> sin <5t )
x [cos(k(t — ")) — cos(k(t +t'))],
iG}‘Zn(k, t,t") = _qug cos (%t) sin (%t’)
x [cos(k(t — ")) — cos(k(t +')].  (59)
Note that for equal times r = ¢/, the Keldysh Green’s func-
tions Gg’s become synchronized with the drive frequency. In
order to observe period-doubling, these functions have to be

evaluated at unequal times 7 # t'.
Similarly, the retarded Green’s functions turn out to be

G2 (k.t.1') = — O(t — 1')q cos (%)t) cos (%)t/) (60)
y sin (k(t — t'))
—
Gk, 1,1') = — 0t — t’)q(%)z sin (%t) sin (%r)
y sin (k(t — t'))

k

GOl (k,1,1") = 0(1 — ﬂ)q% cos (%t) sin (%ﬂ)

(61)

’

sin (k(t —t'))
X -_— = .
k

These quantities also show period-doubling at unequal times
t > t’ while, due to causality, they vanish at ¢ < ¢’. Appendix
C provides the corresponding expressions for a critical quench
of the undriven O(N) model. For convenience, we report here
only the correlators of the ¢ fields:

(62)

iGY (k,t,1') = %[COS (k(t — ")) — cos(k(t +1'))], (63)

sin (k(t —t'))
A )
where the subscript « here and below denotes that the quantity
has been calculated for the undriven model.
Comparing the driven with the undriven case, one finds that
they are related via

G (k.1,1') = ¢* cos (%t) cos (%z )G¢¢ &.1.1), (65

Gl (k,t,1) = —0(t —1') (64)

ng‘b(k,r,t’):qcos(%t) cos<2 )G‘M’ (&.1.1).  (66)

Note that the driven correlators cannot be obtained from the
undriven ones by simply setting the drive amplitude g to zero.
This signals that the parametric resonance generated by the
drive is in fact a nonanalytic effect in the drive amplitude
as setting the drive amplitude to zero, does not render the
correlators of the undriven problem. Moreover, the temporal
behavior in the presence of the drive is more complicated
than in its absence, due to the appearance of the energy scale
/2, as seen explicitly in Egs. (65) and (66). However, both
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the driven and undriven G%?R correlators feature an algebraic

prefactor of the form 1/k?, 1/k in momentum space, with the
difference being that the momenta for the driven case become
renormalized according to k — k, see Eq. (33). As we dis-
cuss in detail further below in connection with the emergence
of a light cone in the dynamics, this algebraic dependence
in momentum space results in a power-law decay of spatial
correlations at large distances.

Despite these similarities in the spatial behavior of G??,
those of G and G?™ are markedly different for the driven
and undriven cases. In particular, the drive makes G and
G®™ more singular as k — 0, i.e., they diverge more rapidly
upon decreasing k towards zero, implying that their behav-
ior is more long-ranged in space compared to the undriven
case. The reason for this difference is that the (¢IT), (ITIT)
correlators are obtained from the (¢¢) correlator by taking
time derivatives since I1 = ¢. Because the driven case has
time-dependent oscillations at the momentum-independent
scale w/2, this leads to (¢IT), (ITIT) correlators which are as
singular as the (¢¢) correlator. The physical reason of this
longer-range order in the presence of the drive in comparison
to the undriven case is the nontrivial spatiotemporal order of
the FTC. The latter has long-range order in space which is
accompanied by precise period-doubled dynamics.

In the absence of driving, the correlation functions after a
quench onto a critical point are know to feature a universal
temporal behavior [56,57,60]. In order to explore the possible
similarities with that case, let us consider here the limits of
short and long times, focusing on the (¢¢) correlators. In
particular, let us first consider short times 7, 1’ < k~ !, at which
Egs. (57) and (60) give

G "= d @ N\ 2 /
iGY (k,t,t)_cos<2t>cos<2t)q it (67)
0203 A 4 Q 8/ 4
Gpl(k,t, ")y =—-0( t)cos(zt)cos(zt)q(t th.
(63)

When compared with the results for the undriven case, the
difference is the appearance of the prefactors as summarized
in Egs. (65) and (66).

At this point, we can speculate on the effects of accounting
for interactions, based on our knowledge of how they affect
the short-time behavior in the undriven case [56,57,60]. We
expect that for ¢/t' > 1 algebraic behaviors Gg oc (¢tt')' ¢
and Gg o t(¢'/t)? will emerge in these two quantities, where
0 is a universal initial-slip exponent, which vanishes in the
absence of interactions. The Gaussian results presented above
are consistent with these limiting forms of the Green’s func-
tions. Accordingly, as long as the correlators for the driven
and undriven cases are related as in Egs. (65) and (66), we
speculate that interactions will anyhow lead to the appearance
of an initial-slip exponent.

Drawing further analogies between the driven and undriven
problem, this initial-slip exponent 6 is also expected to modify
the steady-state behavior of G?p in Eq. (57) by changing
the algebraic prefactor k=2 into k=22’ in the presence of
interactions. The analysis of the effects of interactions will
be reported elsewhere [66].

B. Average dynamics along the critical line

To further emphasize the difference between the undriven
and driven critical points, we now discuss the long-time limit
of the dynamics, focusing on G%r In order to access this
limit, let us define the time difference T = ¢ — ¢’ and the mean
time 7, = %(t + t). Then, from Eq. (57), we find

lG?gb(k, T, T,) = |:COS (%‘L’) + COS((uTm)i|

x qzm_rzo[cos(lgr) + cosRT,)].  (69)

Similarly, from Eq. (60) for the retarded Green’s function we
obtain,
in(k
Gﬁ"l’(k, T, Tm):—e(r)[cos (gr) + cos(me)] X %sm% T).
(70)

Due to the presence of the drive, these expressions are gener-
ically not TTI, indicating that the long-time limit of the
dynamics is necessarily nonstationary. However, if one is
interested in the behavior of the system at time scales much
longer than the period of the drive a sort of average be-
havior can be identified by time-averaging Gﬁqb(k, 7, T,) and

G£¢ (k, T, T,;) over the mean time T,,. The respective averages
G%? (k, v) and G’ (k, T) turn out to be

G 1) =" 33 o (£ + 5 )7) eos (5= 5)r) |
(71

and

Gk, 1) = — 9(1)%%[911 ((k+ %)r)

+ain (- 2)r) | )

By Fourier transforming Gﬁq’(k, 7) in the time difference 7,
we obtain

G (k,v) = /dtei“fGOK(k, 7)

:—iqzzfé—%/:_o[S(/}—g—v)+5</E—%)+v)

R (R R (F) | N
Similarly, by taking the Fourier transform of Gﬁ‘p(k, T), one
can calculate its imaginary part as
G4 (k, v) — G (k, —v)

= —iqi—%[S(l}—%—v)—B(l%—%%—v)

+w@+g_g_ﬁ@+g+g} (74)

The § functions in the previous expression show that while
for the undriven case, dissipation occurs when the external
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frequency v is resonant with the single-particle excitation
energy €; =~ k, for the driven problem this condition is shifted
by +w/2, as expected.

The fluctuation-dissipation theorem states that in thermal
equilibrium at temperature 8!, the Keldysh Green’s function
Gk (quantifying fluctuations) and the imaginary part of the
retarded Green’s function Gy (quantifying dissipation), are
related to the temperature 8! as

Gk (k,v) = coth (%)[GR(k, v) — Gg(k, —v)]

~ i[GR(k, v) — Gr(k, —v)]. (75)
v
On the second line, we assumed the frequency v to be small
compared with the temperature /3“, ie., v < 1.

Since our system is inherently out of equilibrium and has
no actual stationary state, there is no well-defined tempera-
ture in the problem. However, as it happens in a number of
classical and quantum statistical systems out of equilibrium
[78-80], effective temperatures may emerge under certain
limits. For example, in the undriven problem [56,60], an ef-
fective temperature which equals the energy injected during
the initial quench, indeed emerges when the system is probed
at low frequencies and long wavelengths. However, in the
driven problem, no effective temperature clearly emerges in
the long-wavelength limit (although an effective temperature
may emerge at shorter wavelengths). Studies of driven sys-
tems often show a behavior in which the nonequilibrium
steady-state is characterized better as a state with net entropy
production [81] than in terms of an effective temperature.

C. Magnetization dynamics along the critical line

In the previous sections, we studied the quench dynamics
when the system is initially prepared in the thermal state of
a Hamiltonian which is symmetric in the field components.
As a consequence, the one-point correlation function of the
order parameter, i.e., the magnetization, vanishes initially and
therefore it does so also at subsequent times during the time
evolution.

In this section, we will study the dynamics of the mag-
netization when we explicitly break the O(N) symmetry by
applying an initial external field A in the direction of a field
component, e.g., the one corresponding to i = 1. Accordingly,
the prequench Hamiltonian is the static O(N) model with a
large detuning ry as before (i.e., a short correlation length)
and, in addition, also a nonzero magnetic field:

N
Hy=Y" / d"x%[roqs?(x) + (Vo) + T (x)
i=1
— 2hod1ii(x)]. (76)

Defining the magnetization as

1
M) = (pi=1(x, 1)) = v<¢i=1,k=0([)>a (77)
where V is the volume, its initial value is therefore given by

M(0) =my = ho/ro. (78)

The time evolution of all the N field components obey Eq. (17)
and here we focus on the case in which H is tuned near the
critical line. Using the kK — O limits of the expressions in
Egs. (34), (40), (41), (43), and (44) we obtain

M, x—o = cos(wt /2), (79)

while

M, i = w(%_{_q)[sin (%t) + q%t cos (%t)] (80)

These expressions can be used to derive the time evolution of
the magnetization:

M (1) = moM_ x=0(t) = mg cos(wt /2). (81)

Accordingly, we find that the initial nonzero magnetization
myg evolves in time and features period doubling at the critical
line. The corresponding dynamics near the critical point of the
undriven model is easily deduced from, cf. Eq. (C1), finding
that M(t) = my, i.e., the order parameter of the Gaussian
model in the absence of drive does not evolve after a quench
to the critical point.

D. Correlation functions close to the critical line

In the previous sections, we studied the quench dynamics
where the parameters of the post-quench Hamiltonian were
tuned to be exactly on the critical line r = r, parameterized
by Eq. (32). In this section, we consider the case of a slight
detuning, i.e., r =r. + A,, where 0 < A, < r; so that the
system is anyhow in the stable phase corresponding to region
(2) of Fig. 1. We also assume that the whole set of fluctuation
modes from k = 0 to k = A are within the same stable region.
The dispersion relation corresponding to this slight detuning
can be determined as explained in Sec. III for the case A, = 0,
finding

1)
€& = 5 +ax, (82)

where

@ = (ﬂ)mwk with o= VA, +k2.  (83)

2
Above we have also assumed k < ,/qw < w. Note that
wx — k for A, = 0, as expected.

Similarly, the coefficients entering Eqgs. (37a) and (37b) for
m = 0 and —1 are found to be

1 o 1
bo™ =4 —; b~ — (84)
2 qw 2 qow
q 2
do~~—; da~———. (85)
% 20

Using these expressions and by repeating the analysis outlined
in Sec. IV A, the Keldysh Green’s function Gi"’ turns out to
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be
t ¢’
iGﬁ"’(k, t,t')=cos (%) cos (%)
y K, cos(wr(t —t')) + K_ cos(wr(t +1'))
aTk 9
(86)
while the retarded Green’s function G‘I’f is
t t’
Gﬁd’(k, t,t'y= —0(@ —t')gcos (%) cos (%)
in (g (t — t'
x Sm@ — 1)) (87)
Wi
with
_ 1/ o,
K= —(ﬁ + ng), (88)
2\ wox g

where wy is the pre-quench dispersion defined in Eq. (8). We
emphasize that the expressions above are obtained for long
wavelengths k < /1] < w.

For comparison, consider again the undriven case for
which the corresponding correlators are [56,60]

K, cos (wi(t — 1)) + K_ cos (wi(t + 1))

iGY (k,t,1) =

i
(89)
i t—t
ngil(kv tt') = —0(t — t’)w’ (90)
, P
l/wp | o

Ki=—-(—+—), 91

4 2<ka wk) 1)

where wy is defined in Eq. (83) and wq; in Eq. (8). Com-
paring the driven with the undriven correlators, we see that
the main difference between them is the period-doubled
behavior in the unequal time correlators of the former. How-
ever, both of them show the emergence of a length scale
corresponding to the inverse detuning, i.e., to A:l, which
is responsible for cutting off the algebraic decay at large
distances.

E. Light-cone dynamics along the critical line

In this section we discuss the real-space and real-time
behavior of the critical correlation functions. Performing a
Fourier transform of their expression Gg g (k, t, t’) in momen-
tum space, the correlators in real space with d dimensions are
given by [60]

1

/ —
GR,K(-x9tvt ) - (27T)d/2xd/271

A
X/ dkkd/sz/z,l(kx) GR,K(k,t,t/), (92)
0

where J, is the Bessel function of the first kind arising from
the angular integration.
We focus below on the (¢¢) correlators Gi‘be(x, t,t') as

the other relevant correlators Gg% and GRT involving the
field IT can be obtained by taking suitable time derivatives.
As discussed above, the undriven and the driven correlators in

momentum space, at the critical line and for long wavelengths
k <«  /qo, are related by Egs. (65) and (66). In turn, after

defining
X = %x, 93)
q

they imply the following relationship between the real-space
correlators of the driven and undriven model:

2-d/2
Gﬁq&(\/ﬁwx > 1,1,t) =4<g) cos (%t) cos (%ﬂ)

x G (%,1,1), (94)
Gy’ (Jqox > 1,1.1) =2<c—])l_d/2 cos (2t> cos (gt/)
R WA o 2 2 2
X Gl (%, 1,1). 95)

The reason for the condition ,/gwx > 1 is that the relations
(65) and (66) between the driven and undriven correlators hold
for the longest wavelength modes for which the dispersion
is given by Eq. (34). This places constraints on the spatial
distances at which driven and undriven correlators will show
the same algebraic decays at large distances, as summarized
in Egs. (94) and (95).

The behavior of the undriven correlators Gﬁ‘_ﬁu and Gﬁﬁ
were discussed in Ref. [60], where ballistically propagat-
ing quasiparticles with a certain velocity v were shown
to give rise, as expected [80,82,83], to a light cone. For
Gﬁ‘f;(x, t, t), the light cone occurs at x ~ v|t — t’|, while for

Gﬁ‘f’u(x, t,t"), the light cone occurs at x ~ v(r +¢') and x ~
v|t —t'|, where v = 1 within the present model. In particular,
Gz‘ﬁu(x, t,t) shows a single light cone at x ~ 2v¢. In addi-
tion, the correlators for large distances x show qualitatively
different power-law decays outside, on, and inside the light
cone.

From Egs. (94) and (95), the driven problem also shows a
similar light-cone behavior with the difference that the veloc-
ity at which the light cone occurs is significantly reduced from
v to 4/q/2v < v. In particular, Gx at equal times behaves as
follows:

iGY (% > 2) ~ 0,

1

@02’

iGi"’(fc =21) x ¢*~? cos? (gt) —

2 /(A%
1)
2

iGY (% < 2t) o ¢*~72 cos? ( z) (96)

Note that Gk at equal times does not show period doubling,
but it is synchronized with the drive. In the previous equation
we introduced A = /g/2A such that AXx = Ax. Thus, while
the algebraic decays at large distances are the same for the un-
driven and the driven (¢¢) correlators, the transition between
the various regions of the light cone is characterized by the
renormalized velocity +/q/2.
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Gk(x, t, t)
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17.5
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FIG. 2. Equal-time correlation function Gﬁd’ (x,t,t) as a function
of x and ¢ (in units of the period T of the drive), in three spatial
dimensions d = 3, with a dimensionless drive amplitude g = 0.22,
and along the critical line. Space and time are measured here in
units of the period T = 27 /w of the drive. The other parameters
are w =2, r; = 0.44, and the cutoff A = 2w, while r is chosen
according to Eq. (32). The dash-dotted line corresponds to the light
cone of the fastest quasiparticles moving with velocity v = 1, while
the dashed line corresponds to the light cone of the quasiparticles
with the slower velocity +/g/2 ~ 0.33. The equal time correlator is
synchronized with the drive, as it is clearly shown as a function of ¢
for a fixed value of x. A different choice of the various parameters
does not affect the qualitative features observed here.

The light-cone behavior for Gﬁ"’ is, instead,
iGR? (> |t —1'|) =0,
iGﬁ‘ﬁ()'c =1t —1']) xqg'"%?*cos (gt) cos (gt’)
2 2
1
x (Ap) @7
iGY (% < |t —1']) ~0. (97)

In analogy with the undriven problem [60], we expect that
the presence of interactions will modify the exponents of
the various algebraic decays. For example, we expect that
Gk (x,t,t) will decay inside the light cone X <« 2¢ with an
exponent which involves the initial-slip exponent 6.

While the above analytical expressions assumed the dis-
persion relation in Eq. (34a), we now discuss the effects of
having the actual dispersion in Eq. (31) (in the limit ¢ < 1) of
which Eq. (34a) is a special case. In fact, Eq. (31) implies
that quasiparticles propagate with various velocities, which
span a certain range of values. In particular, note that for
k,w > Jri, € = /(w/2)* + k? and therefore €, ~ k at large
momenta k > w, as summarized in Eq. (34c). This implies
that the fastest velocity is in fact v = 1 when the entire range
of momenta k € [0, A] is considered.

Figures 2—4 show the contour plots of Gk in spatial
dimension d = 3, calculated by taking into account the full
dispersion relation in Eq. (31) and by determining the corre-
sponding coefficients M., and M;; according to Eq. (35a).

Gk(x, T+t t)
20.0 A 7.5e-05
17.5 4
4.5e-05
15.0 A
12.5 4 - 1.5e-05
i
+ 10.0
--1.5e-05
7.5 1
5.0 A --4.5e-05
2.5 A1
| ~--7.5e-05
0.0 u T T T \%

10.0 125 15.0 17.5 20.0

X/T

00 25 5.0 7.5

FIG. 3. Unequal-time correlator Gi‘p(x, T +1t,t") with ¢’ = 0.1
as a function x and 7 (in units of the period T of the drive) in
three spatial dimensions d = 3, with a dimensionless drive amplitude
g = 0.22 and along the critical line. The remaining microscopic
parameters are the same as in Fig. 2. The dash-dotted line corre-
sponds to the light cone of the fastest quasiparticles which move
with velocity v = 1, while the dashed line indicate the light cone of
the slower quasiparticles with velocity 1/q/2 =~ 0.33. The correlator
shows period doubling for a fixed value of x as a function of 7. A
different choice of the various parameters and of ¢ does not affect
the qualitative features observed here.

The momentum integral in Eq. (92) is performed by assuming
a Gaussian cutoff function defined by

A +oo 2 2
/dk —>/ dk e K /CAD (98)
0 0

Note that the solution of the dynamics obtained by truncating
the Sambe space in the vicinity of a certain critical line (in
the present case, the one corresponding to €;,—¢ = w/2) is
actually stable for all possible real values of k. Accordingly,
the extension of the integral to values of k beyond the original
cutoff A (see the discussion in the paragraph after Eq. (23))
implied by the Gaussian cutoff above is legitimate. In the
figures mentioned above, for concreteness, we choose the
following values of the various parameters: pre-quench de-
tuning ry = 1, drive frequency w = 2, drive amplitude r; =
0.44, dimensionless drive amplitude g = 0.22, and the cutoff
A = 2m. In addition, the detuning parameter r is chosen to be
on the critical line, i.e., according to Eq. (32) which ensures
€r—0 = w/2. Note that the Keldysh correlations also assume
a deep quench which corresponds to accounting for only the
momentum-momentum average of the initial state in Eq. (50).

In particular, Gk (x, t, t") is shown in Fig. 2 fort' =t as a
function of x and ¢, while in Fig. 3, fort = 7 + ¢’ as a function
of x and t with fixed ¢’. The retarded function, Gg(x, ,t’),
instead, is shown in Fig. 4 for t =t +¢ with 7 > 0 (as
it vanishes for T < 0) as a function of x and t with fixed
t'. All the three plots clearly feature the emergence of two
light cones. One of them is indicated by the dot-dashed line
and corresponds to quasiparticles moving at the fastest speed
v = 1. The second light cone is indicated by the dashed line
and corresponds to quasiparticles moving at the renormalized
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FIG. 4. Retarded correlator Gﬁ‘b(x, t+1t,t') witht' =0.1 as a
function x and 7 (in units of the period T of the drive) in three spatial
dimensions d = 3, with a dimensionless drive amplitude g = 0.22
and along the critical line. The remaining microscopic parameters
are the same as in Figs. 2 and 3. The dash-dotted line corresponds to
the light cone of the fastest quasiparticles which move with velocity
v = 1, while the dashed line indicate the light cone of the slower
quasiparticles with velocity 4/¢/2 = 0.33. The correlator shows pe-
riod doubling for a fixed value of x as a function of t. A different
choice of the various parameters and of ' does not affect the qualita-
tive features observed here.

velocity </g/2v = \/q/2, which corresponds to >~ 0.33 with
the parameters of the plot. One also sees a clear period dou-
bling in the unequal-time correlators in Figs. 3 and 4. The
equal-time correlator in Fig. 2 is, instead, synchronized with
the drive. The analytic expressions for the power-law decays
given in Egs. (96) and (97) assume the simpler dispersion
and therefore does not capture the more complex behavior
observed between the two light cones.

V. FLOQUET UNITARY

In this section, we reconsider the dynamics of the driven
model by constructing the time evolution operator in the
vicinity of the critical line for generic times, including the
stroboscopic ones. Floquet unitaries are usually studied nu-
merically but the present case of the Gaussian model allows us
to construct this operator analytically and therefore we are in
the position to explore how its structure depends on the reso-
nant nature of the drive. The expectation is that when the drive
is effectively off-resonant, the Floquet unitary is essentially
the unitary time evolution controlled by the undriven model
with parameters which are renormalized by the drive. When
the drive is resonant, instead, the Floquet unitary is expected
to be qualitatively different from the time evolution operator
of the undriven case.

According to Floquet theory, briefly reviewed in Appendix
A, the time evolution operator U for a periodic Hamiltonian
H (t) with period T can be written as [84]

Uy, t1) =T exp <—i/2dtH(r))

L

= Ur(tr)e =M gl (1), (99)

where Hp is the time-independent Floquet Hamiltonian. The
operator Up(t) is the so-called micromotion operator (also
sometimes referred to as the kick operator), at time ¢ and has
the property of being time periodic, i.e., Up(t + T) = Up(2).
The Floquet unitary is defined as the time evolution operator
over one period, i.e., U(t + T, t), and determines the strobo-
scopic time evolution. In particular, it can be written in the
form

Ut +T,1) = e TH®), (100)
where, from Eq. (99),
Hp(t) = Up(t)Hp U} (). (101)

This relationship shows that the combined effect of Ur and
Hp—which we construct explicitly below—actually corre-
sponds to an effective rotation of Hr by Ur.

The Floquet Hamiltonian Hy for the Gaussian model we
are interested in can be constructed straightforwardly because
its eigenvalues are the quasienergies €; determined in Eq. (34)
of Sec. III; accordingly,

1

Hr = 5 ij (ITkl> + 1) (102)
In what follows, we explore the structure of Ur. Due to
Eq. (101), a nontrivial Ur, e.g., one with a singglar structure
in momentum space, will generate a nontrivial Hr and hence
a nontrivial Floquet unitary.

We define the matrix F (¢) which captures the effect on the
fields of the time evolution with the Floquet Hamiltonian Hp

as
wtp [ o)\ —imp (1)
() ‘F"(”<nk<n>'

Since Hr in Eq. (102) represents simple harmonic oscillators
with dispersion €, it is straightforward to see that

(103)

ek_l sin(egt)
cos(et)

cos(ext)
—¢; sin(egt)

F.(t) = < ) (104)

Similarly, let us define V(¢) as the matrix which captures the
effect of the evolution induced by the micromotion operator,

ie.,

Ui (r)(l‘f’;;((’;l’)> Ur(t) = Vk<t)(1‘?[i((’t‘l))>, (105)
and its inverse

U (r)(l‘?[i((’tll))) Ui =v;' (r)(l‘?[i((’tll))). (106)

For the exact solution of the dynamics which does not involve
the truncation of the full Sambe space discussed in Sec. III,
Vi(t) is a matrix with unit determinant, i.e., det[Vy(t)] =
1. However, since we have determined the solution of the
dynamical equation by truncating the Sambe space, this con-
dition is no longer fulfilled, as discussed in Appendix D
and the error in the determinant turns out to be given by
Eq. (E36) at intermediate momenta and by Eq. (E48) at small
momenta k.
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In order to capture the effect of the complete evolution
operator U in Eq. (99), we introduce the matrix My (t,, 11) as

o)\ or(t1)
(Hk(t2)> = UT(IZJO(H;((Q )>U(l2, )

= M (12, tl)(ﬁi((t;l)))

By using Egs. (103), (105), and (106), it is straightforward to
see that this matrix can be expressed in terms of the matrices
F and V} introduced above as

My(ta, t1) = Vi(t2)Fi(ta — 1)V (t1).

In Appendix A, we show that the matrix My(t,, ;) can be
written as My (t,, t;) = My (2, 0)M (O, t;), where

Mc,k(t) Ms,k(t)>

M. 0 = (Mc,k(o M)

(107)

(108)

(109)

while M, ; and M, are the mode functions derived in Sec. III.
With this background, we are in the position to determine the
matrix Vi(¢), and the corresponding micro-motion operator
Ur(t).

It is instructive to construct Vi (¢) and Ug(¢) in the two
limiting cases discussed in Sec. III, corresponding to interme-
diate momenta ,/qw < k < w, and to small momenta k <
/4o < w, with the corresponding quasienergies reported in
Eq. (34). We show below that there is a qualitative change
in the structure of the Floquet unitary when k decreases from
intermediate to small values because the drive goes from being
effectively off-resonant in the former regime to becoming
resonant in the latter.

At intermediate momenta ,/qw < k < w, we find in Ap-
pendix E that, up to O(¢’w?/k?),

1 0 202 (4 cos(wt — - sin(wt
Vi) ~ N )
0 1 8 k¥ \—%sin(wt) —13cos(wt)
(110)
Since the regime of intermediate momenta corresponds
to having ¢’w? < k%, the corresponding Up is well-
approximated by the identity matrix. Accordingly, the micro-
motion operator can be neglected at high (nonresonant) drive
frequencies, and the Floquet unitary U (¢t + T, ¢) is then ac-
curately described by the sole Floquet Hamiltonian Hr, with
U@t +T,t)~ e HrT where Hr is the Gaussian Hamiltonian
in Eq. (102), which is spatially short-ranged.

Next we show that the high-frequency expansion breaks
down in the opposite limit of k < ,/gw K w as expected due
to the resonant character of the drive at this scale. In fact, at
the leading order in O(k/qw, ¢) we find in Appendix E that
the leading term is

1 [qw (1 + cos(wt)
Vi)~ 2 z_z(—%’ sin(wt)

Note that this expression has zero determinant because the two
eigenvalues have different orders of magnitude in the small
momentum limit. Keeping only the leading term results in
a singular matrix as it only captures one eigenvalue while
effectively setting the other to zero. The next leading term in
V. is accounted for in Eq. (E47).

_%sin(a)t)) (111)

1 — cos(wt)

In Appendix F, we show that the transformation Vi is
generated by the micromotion operator

Ur(t) =~ exp|:— Z i In <§—Z>(ei“"a£aik — h.c.):|, (112)

k

according to Eq. (105), where the operators az and a; are
the ones which diagonalize Hr. The logarithmic dependence
on the small momentum k of the coefficient of the bilinear
in the exponential of Up indicates that the time evolution
operator is effectively long-ranged in space and therefore it
is qualitatively different from that one of the undriven model,
which looks similar to Eq. (102).

Note that if the eigenvalues of Ug(¢) were on a unit circle,
then Ur(¢) would simply rotate the modes. In contrast, the
two eigenvalues of U (t) at long wavelengths (cf. Appendix
F) are actually (qw/2k)"/? and (qw/2k)~'/? [see Eq. (F4)],
which do not lie on a unit circle, with one of the two being
much larger than the other. This structure of U (¢) where one
mode is strongly amplified relative to the other in an example
of mode squeezing. We note that, in general, the eigenvalues
of Ur(t) are time-dependent, but for this example, in the limit
of long wavelength and small drive, the time dependence of
the eigenvalues turn out to be subleading.

In order to highlight the squeezing induced by Ur(t), we
evaluate the uncertainty in the position and momentum opera-
tors ¢k and Ik, respectively, in the state |V) = Up(t = 0)|0)
obtained by applying Ur to a state with no squeezing which,
for convenience, we assume to be the ground state |0) of the
prequench Hamiltonian Hj.

In particular, we quantify the uncertainty on the position
¢ in the above state as

Adp = /{V]|pdk|V),

with an analogous definition for the uncertainty AIT; on the
momentum I1;. Moreover, we denote by Agdr = 1// 2wk
and AgIT; = /wor/2 the corresponding quantities in the ini-
tial state |0), given by the first equalities in Eq. (50), where
woy, 1s the dispersion of the pre-quench Hamiltonian given in
Eq. (8). By using the results derived in Appendix E, we find
that the corresponding squeezing are given by

(113)

A - ~1/2

P _ oL ’ (114)
Ao € Co+C—y
AT B 1/2
Sk (e ) (115)
Aoy € Cot+Ccq

where € is the quasienergy given in Eq. (31), while the co-
efficients c_ ¢ are given in Eq. (35a). Note that, as expected,
A ATl = Ao ApITi. These normalized uncertainties are
plotted in Fig. 5 as a function of &, for a given choice of the
parameter g of the drive, along the critical line. The plot shows
how the squeezing varies as a function of the momentum &,
by eventually vanishing at large momenta. The occurrence of
dynamical squeezing is signalled by the fact that the quantities
reported in Fig. 5 deviate from the unit reference value. In
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FIG. 5. Dependence of the normalized position and momentum
uncertainties A¢y and ATl respectively, in Eqs. (114) and (115) on
the momentum k&, which highlights the emergence of squeezing at
small momenta, signalled by the deviation of these quantities from
1 (dash-dotted horizontal line). The curves refer to a dimensionless
drive amplitude g = 0.22, drive frequency @ = 2 on the critical line.
A different choice of the parameters does not affect the qualitative
features of the curves. The dashed lines at small and large values of
k indicate the corresponding approximations reported in Egs. (116)
and (117), respectively.

particular, the behavior at small momenta k < /g0 < o,
which results in the largest squeezing, is given by

A 1/2
P~ (@) , (116a)
Ao 2k
ATy qw\~1/2
— (= , 116b
ATl (Zk) ( )

while at intermediate momenta ,/gw < k < @ one finds
Ade 1 lﬁ
Ao 16 k2 °
Al 14w
AoITg 16 k2
These expressions for small and large momenta k are indi-

cated in Fig. 5 as dashed lines and they turn out to capture
rather accurately the actual behavior of these quantities.

(117a)

(117b)

VI. CONCLUSIONS

The Floquet time crystal (FTC) is a nonequilibrium phase
of matter which by now has been realized in numerous the-
oretical models and experimental systems. Thus the time is
ripe to understand if model-independent features of these
phenomena emerge, possibly establishing a notion of univer-
sality in these systems. As a first attempt in this direction, we
studied in detail the dynamical and structural properties of the
periodically driven O(N) model along the critical line sepa-
rating a trivial phase from the FTC phase, within the Gaussian
approximation. In particular, we showed the emergence of
scale-invariant behaviors, within the Gaussian approximation,
and highlighted that certain correlators are more long-ranged

in the driven problem than in the absence of drive. For
the latter, our point of comparison was the paramagnetic-
ferromagnetic critical point of the undriven O(N) model.
Appearance of scaling in the exactly solvable Gaussian limit
is the first step towards rigorously establishing universality in
the presence of interactions, and our work paves the way for
such a treatment.

We also showed that relevant correlation functions of the
model display various light cones near the FTC critical line.
The quasienergy dispersion relation of the problem was found
to be a rather complicated function of the momentum %, so that
no single quasiparticle velocity is associated with it. Nonethe-
less, the light-cone dynamics turns out to be dominated by
a slow and a fast velocity, the ratio of which was found to
be \/q/2, g being the dimensionless drive amplitude [see
Eq. (22)], assumed to be small in our analysis.

The Floquet unitary which describes the stroboscopic evo-
lution was found to be qualitatively different at short and long
wavelengths. At long wavelengths, i.e., close to the resonance
condition, the Floquet unitary turns out to squeeze the modes,
as in a parametrically driven oscillator. On the other hand, at
shorter wavelengths, the Floquet unitary effectively rotates the
modes, as in a simple harmonic oscillator.

Future work will study the effect of interactions. We expect
that the power-laws which characterize the scale-invariant
behaviors found here will be modified and the results of this
investigation will be reported elsewhere [66]. Exploring the
question of universality along the critical line of a FTC cou-
pled to a bath is also an interesting open question.
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APPENDIX A: THE FLOQUET-BLOCH THEOREM
AND ITS APPLICATION TO THE MATHIEU EQUATION

In Sec. A 1 of this Appendix, we briefly review the Floquet-
Bloch theorem while in Sec. A2 we apply it to the Mathieu
equation and also highlight some subtleties related to our
model.

1. The Floquet-Bloch theorem

The Floquet-Bloch theorem states that a n x n matrix ®(¢)
which obeys the equation of motion

dd(t)
dt

where A is a n x n periodic matrix with period T, i.e., A(t +
T) = A(t), can be written as

&) =P)e,

=AM)P(1), (Al)

(A2)

where P(7) is an n x n periodic matrix with period 7 and
B is a n x n nonsingular and therefore invertible matrix. We
outline here the proof of the theorem. Since both ®(t + T')
and ®(7) obey Eq. (A1), one can be written as a linear com-
bination of the other. Thus one may define C, a nonsingular
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n X n matrix, such that

ot +T)=@()C. (A3)

Now we use the fact that the matrix logarithm of a nonsingular
matrix exists in order to introduce the matrix B such that

C=¢5. (A4)
Introducing P(¢) = ®(r)e B it is then easy to show, using
Eq. (A3), that P(t 4+ T') = P(t), which proves the theorem.

Below we discuss two special cases, both of which emerge
in the periodically driven O(N) model Eq. (5), and which
depend on the diagonalizability of the matrices introduced
above.

a. Special cases

We begin by recalling that a diagonalizable matrix is char-
acterized by having a linearly independent set of eigenvectors.
The first case we consider here is the one in which the matrix
B introduced above is diagonalizable. This can only happen if
C is also diagonalizable. Denoting by Cp the diagonal matrix
having the eigenvalues of C as entries, an invertible matrix U
exists such that C = U~'CpU and therefore

CD = €BDT, (AS)

where Bp is the diagonal matrix with [Bp];7T = [log Cpl;;
which is the diagonal form of B, as easily derived from
Eq. (A4):

B=U"'B,U. (A6)

The second case we are interested in occurs when C is
not diagonalizable, i.e., when C does not have n independent
eigenvectors. Then a matrix Q exists such that one can write
the matrix C in the Jordan form, i.e.,

C=0Q'JQ with J=DI+K), (A7)

where J is the Jordan decomposition matrix of C in terms
of a diagonal matrix D and of the matrix D K. The latter is
a matrix whose entries right above the diagonal are the only
nonvanishing ones.

Taking the logarithm of Eq. (A7), one has InC =
InJ, which yields InJ =InD(I + K) =1nD + In (I + K).
Expanding,

InI+K)=K- K>+ 1K’ +... (A8)
The above series actually terminates because K” = 0 for an n
dimensional matrix with vanishing lower-diagonal elements.
We will encounter the above nondiagonalizable form in Sec-
tion IV C when we study the magnetization dynamics along

the critical line.

2. The Mathieu equation
We will now study Eq. (24), but first we recast this

second-order differential equation into two coupled first-order
differential equations, taking a form similar to Eq. (A1l):

002 90
di\fi)]  \-n@®) OJ\fi)

(A9)

where

r(t) = r. + k* — ry cos(wt). (A10)

Using the Floquet-Bloch theorem, there are two real inde-
pendent solutions of Eq. (A9), which we denote by fk(l)(t) and
fk(z)(t) and which can be arranged to form the matrix solution
® such that Eq. (A3) applies:

(f,f”(t+T) f,f2)(t+T)) (f,f”(t) f;%)) c
= X

Da+1) fPe+T) PR Al (3)
(A1)

As linear and independent solutions fk(l’z)(t) of the Math-
ieu equation we can consider the functions fk( Vs M,y and
P+ M, in Egs. (37a) and (37b). Defining My (12, 1) as
the matrix which generates the time evolution according to
Eq. (107), one has

oMy (12, 11) 0 1
—_— M (1, 1),
o, (—m(@) 0) 2 1)

(A12)
with My (¢, t1) = Ipxp. My (22, t1) is a fundamental matrix for
the Floquet system. We consider a special case t; = 0 which
we write as

M, (12, 0) = (MC"‘(IZ) (A13)

Ms,k(t2)
Mc,k(tZ) '

Ms,k(tZ)

Note that M(z,, 0) is also a fundamental matrix for the Flo-
quet system and therefore it can be expressed as a linear
combination of My (,, #;) via a (possibly ¢;-dependent) matrix
C such that
M; (12, 0) = M (12, 1)C. (A14)

For t, = 0, this relation yields M, (0, 0) = M,(0, £;)C and,
given that M (0, 0) = I, one finds C = M, (0, 1)~!. Once
inserted in Eq. (Al4), this expression implies My (#,, ) =
M, (12, 0)C™" = My(t,, 0)M (0, ;). Alternatively, by setting
t, = t; in Eq. (A14) and by taking into account the initial con-
dition for that equation, one finds C = My(#;, 0) and therefore
Eq. (A14) implies

My (12, 11) = Mi(t2, )M ' (11, 0). (A15)
The above manipulations will be helpful when we derive the
Floquet unitary in Sec. V and Appendix E.

Motivated by the analysis of the model we are interested
in, we will now consider two cases. One where C is diago-
nalizable, and the other where it is not. The latter occurs in
the analysis of the dynamics of the mode with k = 0 along the
critical line given by Eq. (32).

a. Cis diagonalizable

If C is diagonalizable, then solutions fkm(t) and fk(z)(t)
arranged in the matrix @ satisfy Eq. (A2) as a consequence
of the Floquet-Bloch theorem, with a diagonal Cp given in
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Eq. (AS), i.e.,

DO [PO) (o wdo)
Do 1P0) \wlo wPe

exp(ie,ﬁl)t) 0
x IR
0 exp(ie,”’t)

(A16)
where u,(cl), u,(f), w,El), and w,(cz) are periodic functions with
period T = 2 /w. In solving the Mathieu equation (A9) this
instance occurs for k £ 0, as we will be able to find two real
and independent solutions. However, C turns out not to be
diagonalizable for k = 0, a case which we consider in detail
below.

b. Cis nondiagonalizable

Using the Floquet-Bloch solution of the Mathieu equation
derived in Sec. III, the functions M, j—(¢) and M; j—o(t) (cf.
Sec. IV C) can be written as

M, x—o(t) = cos(wt /2), (A17)
and
2 . /ot wt wt
M j—o(t) = wltg [sm (7) + g cos (7)] (A18)

where we keep, up to O(g?), only the slowest oscillating
terms, which for our parameters are characterized by the an-
gular frequency w/2.

The solutions M, y—o and M, ;—¢ are two independent so-
lutions of the Floquet equation (A9) and therefore, according
to the notation introduced after Eq. (A10), we can identify
fk(l)(t) — M, ;—o(t) and fk(z)(t) = M, x—o(?); however, they
do not have the form proposed in Eq. (A16). Accordingly,
the corresponding matrix C is not diagonalizable but its log-
arithm can still be determined via the Jordan form Eq. (A7)
with nonzero K. Moreover, note that M, ;o is anti-periodic
function as it changes sign for t — ¢ 4+ T', while M, ;o is not.
We now explicitly show that the above solutions M, x—o and
M; ;—o satisfy Floquet-Bloch theorem with a nondiagonaliz-
able matrix C = €57,

In fact, it is easy to check that

<Mc,k=0(l) M, —o(t ))

M, j—o(t) M p—o(t)

P4 2 ¢
PJF(t)xexp{(:gl 1;;11,“’)%}

it q 0 1
P (1) x &2 |:1 + Toa +qt<0 O)}’ (A20)

where P (7) is a2 x 2 periodic matrix with period T = 27 /w
given by

Mep=o(t)  Miyu—o(t) — 71t Mc,k:O(t))e;,-«;

P.(t) = <Mc,k=0(t) My,k:O(t) — %’l Mc,k:()(t)

(A21)

In this example, C is

;4 2
Cy = exp{(zgl "Ii‘“)n}

and is nondiagonalizable.

(A22)

APPENDIX B: APPROXIMATE EXPRESSIONS FOR
THE QUASIENERGY

In this section, we provide some details concerning the
derivation of the approximate expressions in Eq. (34) for the
quasienergy ¢ investigated in Sec. III. Starting from Eq. (31),
which was derived by using the Floquet-Bloch theorem and
under the assumption of a weak drive ¢ <« 1, we study the dis-
persion € in the vicinity of the critical line defined in Eq. (32).
The condition for being at the critical line is equivalent to
requiring

r=r.= (/2% +n/2, (B1)

where we neglect higher-order terms of the form w?¢?, with
q given in Eq. (22). Substituting this expression in Eq. (31)
and expressing the result in terms of the dimensionless drive
amplitude g defined in Eq. (22), we obtain

1)

GkZE

a) 2k\? q\2  (2k\?
— |2 =) —21 - =,
+5 +q+(w) \/+q+(2) +(w>

(B2)

which, for k = 0, renders €;,—9 = w/2 as it should do along
the critical line. The expression above is characterized by the
energy scale w and by the two dimensionless ratios g and
k/w, which are associated with the drive amplitude and the
external momentum, respectively, the former assumed to be
much smaller than one, i.e., ¢ < 1.

The dependence on k of €; in Eq. (B2) can be approximated
by different expressions depending on the assumption on the
ratio k/w. In particular, for £ > w one finds

e =k+ O(w/k), (B3)
i.e., Eq. (34c). For k < w, instead, both ratios are much

smaller than 1 and therefore one can expand up to the second
order the innermost square root in Eq. (B2), which eventually

leads to

o k |[(2k\*

€~ —+ = — ) +2g. (B4)
2 2 w

This expression can be further approximated depending on
the relationship between the two terms in the square root. In

particular, if k/w > /g one finds, up to order q°,
o K
€~ — + —, (B5)
2 o

i.e., Eq. (34b). If, instead, k/w < /g, expanding the square

root one finds
2 r)d (B6)
€ >~ — =,
L) 2

i.e., Eq. (34a) taking into account Eq. (33).
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APPENDIX C: CRITICAL QUENCH IN THE UNDRIVEN
GAUSSIAN MODEL

In order to compare in Sec. IV the predictions for correla-
tion functions in the driven model with those in the absence of
drive, we report here for completeness the expressions of the
Keldysh and retarded Green’s function for the latter, referring
the reader to Refs. [56,60] for additional details.

The dynamics of ¢ and IT; for a quench from the thermal
state of the quadratic Hamiltonian with an initial value r(y of
the parameter r in Eq. (5) with r; = 0, to the critical point
with r = r. = 01is [56,60]

sin (kt)
X Tk (0), (CDH

P (1) = cos (kt)¢k (0) +

Mk (t) = —k sin (kt )¢k (0) + cos (kt )T (0). (C2)

For a deep quench ry > A and at long wavelengths k << A,
[0 T
(IT; x(0)I1;4(0)) = 5i,j5k,—q70k ~ 5i.j5k,—q\/2—_07 (C3)
1 1
ik(0)0i q(0)) =6; 0k —q—— ~ §; 0k —q——, C4
O0)610(O) = 8k az e & 8 biaz = (O

{({¢i(0), IT q(O)}) =0, (C5)

where we assumed the temperature 8~! of the initial state to
be such that Sry > 1.
The Keldysh Green’s functions turn out to be

¥

iG* (k1.1 = Y cos (k(t — 1)) — cos(k(t +1')]
Kuk™ 2 n 2 g2 ’
(Co)
f

iGNk, 1,1') = %[cos(k(t — 1)) + cos(k(t + 1)),
(e0))
iG (k. t,1') = *é—_:’[sin (k(t — 1)) + sin(k(t +1'))], (C8)
where we introduced above the subscript # in order to dis-
tinguish these quantities from the corresponding ones in the

driven model.
The retarded Green’s functions, instead, are given by

sin (k(t — "))

Gﬁi(k’ 11 =—0(t —1) P , (&)
Giu(k,t,1) = =6t —1') ksin (kG —1)), ~ (C10)
Gtk 1,1y = 0(t —1') cos (k(t —1')). (C11)

At short times 7, ¢’ < k™!, the (¢¢) correlators reduce to

iGY (k,1,1) = /rott', (C12)
Gl (k. t.1) = =00t — ")t — ). (C13)

APPENDIX D: COMMUTATION RELATIONS

In this section, we show that in order to satisfy the canon-
ical commutation relations at all times one needs to solve
the Floquet problem exactly. In fact, in constructing our per-
turbative solution we introduce a deviation from the exact
commutation relations which is controlled by the smallness
of the drive amplitude ¢, as we show below.

For simplicity, let us drop the momentum label from the
various quantities which depend on them. The two indepen-
dent solutions of the Mathieu equation (18) can be written as
discussed in Sec. I1I, i.e.,

M. (t) =2aRef(t) =2« Zcm cos ((e + mw)t), (Dla)
M) =28Imf(t) =28 Zcm sin ((€ + mw)t). (D1b)

An exact solution should obey the canonical commutation
relations which is equivalent to obeying Eq. (21) at all times.
Substituting Eq. (D1) in the latter condition gives the equiva-
lent request that

1 =4ap Z CmCn(€ + nw) cos ((m — n)wt).

m,n

D2)

By introducing the variable m — n = p, and by splitting the
sum in Eq. (D2) into a time-independent part corresponding
to p = 0 and a time-dependent part with p £ 0, we obtain

1= 40{,3{2(6 + na))cﬁ + Z (e +nw)cpcpyp

p#0,n

+ Z; [cos(pwr) — 1] Xn:(e + nw)cncnﬂ,}. O3

By requiring that the rh.s. of this equation is time-
independent, we need the coefficient of the last term to vanish,
ie.,

0= (€ +n0)(CaCntp + caCn_p). for p#0, (D4)

and the time-independent part needs to equal 1, i.e.,
1=4aB " cuca(e + no). (D5)

m,n

In our perturbative treatment, we kept only the two terms with
coefficients ¢y and c_; [see Eq. (35a)] and have argued that
the smallness of the remaining coefficients is controlled by g.
Thus our truncated solution is

M, = 2acy |:COS(EI) + cc;l cos ((e — a))t):|, (D6)
0

M, = 2Bco |:sin(et) + L sin(e — a))t):|, (D7)
Co

and we imposed the validity of the commutation relation at

the initial time ¢ = 0, corresponding to Eq. (D5), i.e.,

1 = 4dafce + (e — ) + coc_1(2e —w)]. (DY)

We can see from Eq. (D4) that, in order to cancel the time-
dependence with p = 1, we need to retain both ¢; and c_;.
In turn, keeping these terms requires keeping more terms in
the expansion and therefore any truncation of the series will
always result into residual oscillations. The magnitude of the
associated error can be calculated by evaluating the r.h.s. of
Eq. (21) on the perturbative solutions (D6) and (D7) which,
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after imposing Eq. (D8), becomes
MCMX - M‘YMC
2(2e — w)c_1/co

= 1 -
e+ (5) (€~ + () — )

sin®(wt /2).

D9)

By direct inspection of this equation one realizes that the
largest magnitude of the error in the canonical commutation
occurs at small momenta k < ,/qw. Accordingly, the corre-
sponding coefficient of the time-dependent term in Eq. (D9)
can be determined by using Eqs. (34a) and (35b) with the
conclusion that the error in the commutation relations is
gsin®(wt /2), i.e., of O(g) at small k. This error is further sup-
pressed at intermediate and large &, as discussed in Appendix
E and explicitly shown in Eq. (E36).

APPENDIX E: MICROMOTION OPERATOR

Applying the Floquet-Bloch theorem, reviewed in Ap-
pendix A, the matrix which generates the time evolution [see
Eq. (107)] obeys

My (12, 0) = Py(t2)e®,

= Py (1)U, ' P42, (E1)
|
_ Mc,k(t) Ms,c(t) _ fk*(t) f:k(t) A
M., 0) = (Mc,ka) Ms,ka)) = (fk*(t) .fk(m) (ak

i (1) u(t) et
() — e (1) i(t) + i (1) )\ 0

N HO)
up(t) — ieui(t)
where above we have inserted the identity

I :<05k iﬂk) ! <_i,3k —iﬂk>
2 o —if ) 2o\~ o )

Comparing Egs. (E1) and (E5), we conclude that
_ [ €k 0
Bp = ( 0 €k>, (E6)
U By, = .1 =i —ip
—2io B \ —% Qe

y e—ifkt O o l,Bk
0 &\ —ip) (ET)

and
B w (t) U (1)
Pi(t) = (u:(t) _kiekuz(t) () +i6kuk(t))
N CO)
ap  —if)’ E8)

—iﬂk
) (C(k i,Bk )
(873 iﬂk

L (=i =B\ (e 0 \(a B
—2iak,3k<—0‘k 7 )( 0 eifk')(ak —iﬂk)’ (E3)

e

u (1) ar i
w(t) +iegup(t) ) \o  —ipBy

where B = Uk_lBD,kUk, and Bp; is a diagonal matrix. In-
serting this equality and its inverse evaluated for #, > #; into
Eq. (A15), we obtain

M, (12, 1) = Py(t2)e® 0P (1),
= P (1)U Brc DU P (1), (E2)

Our goal here is to write M above in terms of the two
rotation matrices V; and Fy introduced in Eq. (108), which
we have to determine. The two matrices V(¢,) and V,:l (t1)in
Eq. (108) capture micromotion, while the third matrix in the
same equation performs the rotation due to the time evolution
controlled by the Floquet Hamiltonian Hr, see Eq. (103).

We will now use the fact that M (¢, 0) can be written in
terms of M, and M, as in Eq. (A13) and that the latter can
be related to the Floquet quasimodes f; and f;* as in Eq. (36).
We also find it convenient to define the phase €2;(¢) of the
modes u; introduced in Eq. (25) as

(1) = lug ()]’ (E3)
so that the latter equation implies

fit) = ()™ = | fi(t)| e De' (E4)

Using these expressions, we can write

)

[
The canonical commutation relation [¢(0), [Tx(0)] =1
further imposes
det[M (0, 0)] = det[P,(0)]det[U; ' |det[Uy]
= det[Px(0)] = 1. (E9)
Using the explicit form of P;(0) in Eq. (ES), we obtain
det[Py(0)] = —2ia B (2iex + 2i2% 0| (O =1, (E10)
which gives the condition
1
4er + 20D (0)2
As shown in Appendix D, for the canonical commutation
relation to hold at all times, an exact solution of the Mathieu
equation is needed. Since the solution in Eq. (26) is truncated,
it yields a solution with an O(gq) error to the commutation rela-

tion at small momenta (the error is smaller at larger momenta,
as we show below). In addition, if fk(e)(t) is an exact solution

of the Mathieu equation, then det[P,(f)(t)] is an integral of

motion which is proportional to Im[ fk(e)* .k(e)],

afr = (E1D)

det[P (1)] = —2ia B iex + 2i20)| £ 0))* = 1. (B12)
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Let us define the matrix R; which performs the rota-
tion from position-momentum fields to creation-annihilation

operators,
of
(Hk =R aly )’

f_ L (1
kT \/26k —in ifk ’

with det[R;] = i. The creation and annihilation operators
a, and ay indicated here are those which diagonalize Hf

(E13)

where

(E14)

J

e*lskl

Fi(t) = Ree® R = Rk< 0

Moreover, from Eq. (E15), we identify V() to be

Vi(t) = Pu()U 'R

in Eq. (102). Upon inserting the matrices R; and Rk_1 in
Eq. (E2), we obtain

M (12, 1) = Pi(t)U; 'R,
X RkeiBD.k(fz—tl)Rk—lRkUkPk—l (t)

= Vi()F(t, — 1)V (1). (E15)
Accordingly, F () can be obtained from above as
1 .
R — cos(ext) — sin(€gt) . Bl
) k (—ek sin(egt) Eos(ekt) (E16)
(E17)

Recall that in order for the commutation relation between ¢;(0) and IT;(0) to be equal to 1, det[P;(0)] = 1 as shown in
Eq. (E9). Moreover, preserving the commutation relation between the rotated fields obtained after the application of V;(0)

requires det[Vi(0)] = det[Py(0)]det[U, 'Idet[

requirement is

Rk’l] = 1, with det[Ry] = i and det[U;] = —i. The matrix U, which satisfies this

1 o iBk >
Uy = ) E18
, A/ ZOlk,Bk 73 _l/Bk ( )
Using Egs. (E8), (E18), and (E11), we can write
uz(t) u(t)
P()U; ' = i . ; . E19
(®) e + 28:(0)| £(0)] <Mk(t) —iegup () we(t) + ieguy () E19)
Thus the micromotion matrix is
g 1 Re[uk(1)] LImu(t)]
Vi) =P()U, 'R, = —( \ , L ) . (E20)
Q.0 Relu (1) + iexur(t)]  -Imlig () + i€gup ()]
1+ 2950 =
Using Eq. (E3), the previous equation becomes
1 | fic(0)]
Vi) = s 163
T+
y A cos(Q2 (1)) < sin (€(0)) (E21)
—e(1 4+ 29) sin(u (1) + YLD cos(2, 1)) (1+ Qk<’>) cos (Qk(t)) + L ARUADD gin(Q (1))
[
and Near the critical line defined in Eq. (32) and for small drive
Qk(r) ) amplitudes g < 1, ui(¢) can be approximated by truncating
det[Vi(1)] = ——2— /@)l , (E22) the infinite series where all the coefficients except ¢ and ¢,
Q‘;—EO) |/ (0)? vanish. In addition, u;(¢) can be normalized such that ¢y = 1.
. We write
with 1 it

det[My(t2, 11)] = det[Vi(1)] det[Fi (1, — 1)1 det [V ' (11)]

9( )
T EE )
S + le_(:]) FAGE

For an exact solution, Eqgs. (E22) and (E23) would equal 1.
Thus these two equations provide a way to quantify the error
in the commutation relations arising from the truncation in the
Sambe space.

(E23)

(1) ~ 1 + & =1+ ope ', (E24)

Co
where, for later convenience, we introduce o, = c_;/co hav-
ing the following form at small and intermediate momenta
[see Eq. (35a)]:

k
1-4— for k<. /qw < w,
®

4 (E25)

1 2.2
qug) for qo <k K .
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In the subsequent derivations, the following identities, 1 ¢?w?

o L2
derived on the basis of Egs. (E4) and (E24) will be helpful, Qu(r) ~ ~16 2 sin(r), (E34)
)] = 1+ 02 + 20, cos(on), (E26) 008 (1) ~ 1. (E35)
These expressions, inserted in Eq. (E21) render Eq. (110). The
dIn(| fr(t)]) —woy sin(wt) error in the determinant of V; due to the truncation in the
= ; (E27) " Samb is of the f
dt 1+ ‘7k2 1 20 cos(ar) ambe space is of the form
)
1 t det[Vi(t)] = 1 + O(g* " /k ), E36
cos (1) = + oy cos(wt) ’ (E28) k(1) (G'w [k ) (E36)
\/ 1+ ‘713 + 20y cos(wt) i.e., as anticipated, of higher-order in ¢ compared to Eq. (D9).
Sin (1) = —oy sin(wr) (E29) 2. Micromotion operator for k < /g < ®
V1+ 062+ 204 cos(wr) _In this limit of small momenta, Eq. (E25) gives oy ~ 1 —
) o2 + oy cos(wt) 4k/(qw). Defining & = 1 — oy =~ 4k/qw < 1, some helpful
Q= —w k 5 . (E30) relations are
1 + o + 20y cos(wt)
In the two sections below, we investigate the micromotion FAGIES \/ 2(1 — 8)(1 + cos(wt)) + 82, (E37)
operator in the two relevant limits we have identified in this
work, i.e., the one of small momenta k < /o <  and the dIn(|fe@)]) —(1 — &) sin(wt) (E38)
other of intermediate momenta k with /g < k < . dt T 2(1 = 8)(1 + cos(wt)) + 5]%’

1+ (1 — &) cos(wt)

1. Micromotion operator for ,/gw < k < @ cos (1) = , (E39)
2
In this case of intermediate momenta, Eq. (E25) implies \/ 2(1 = 8)(1 + cos(w1)) + &
o ~ q*w?/16k*> « 1. Keeping terms which are linear in ¢,
i —(1 — &) sin(wt
we obtain sin 2,(1) = ( &) sin(wrt ) , (E40)
1 ¢?w? 2(1 = 8¢)(1 + cos(wt)) + 82
()] ~ 1 + %q_z cos(wt), (E31) \/ k
k : (1= 8% + (1 — &) cos(et)
din(fiO) 1 g = T T s 42— scos@n) D
—a R 16 = wsin(wt), (E32) k k
f k Expanding V(0) from Eq. (E21) in powers of k/(qw), we
) 1 ¢*w?® . will keep the first two terms, as keeping only the first leading
sin Q;(t) ~ —— sin(wt), (E33)

term will result in a singular matrix with zero determinant.

16 32 :
Accordingly, we have

J

V2k 1 = cos(wr)

cos Qi (1) = L 1+ cos(wt) + = ‘cos (gtﬂ %M (E42)
¢ V2 go J1+cos(wt) 2 qw | cos (%t)| ’
, 2k sin(wt) 2k \ |cos (21)] . o
sin §2,() < qa)) 2+ 2 cos(wt) < qa)) cos (%1) s1n(2t), (E43)
Qu(t) 2% 2%\ 1 2k
1+ ~|—+ <—) o T 9 (E44)
€k qw qo) ) cos? (%)  qw
()] ~ <1 n 2—E>2‘cos (ft) (E45)
k()] =~ p” >0
din(lfc@D _(1 _ %)Em (21). (E46)
dt qw ) 2 2
These approximate expressions, once inserted into Eq. (E21), give
Vo) = 1 [qo[ (1+cos(wt)  —2sin(wt) 4 2_E 1[1 = cos (1) — 2 cos (2wt)] 3 sin (wt)
KE=5 2k —% sin (wt) 1 — cos (wt) qo —%[sin (wt) — 2sin 2wt ) — 4 tan (wt /2)] %[5 cos (wt) — 1]
N —1(1 + cos (1)) Lsin (wr) 2k 1(1+3cos (wt) + 2 cos (2wt)) — 2 sin(wt)
4 2 sin (wt) 1(cos (wt) — 1) go \ %3 sin(wr) — 2sinQQwt) — 4tan(wt/2)) (7 —3cos (wt))/) |’
(E47)
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At the leading order in the expansion for small momenta this
expression renders Eq. (111).

The error in the determinant of V; from the truncation in
the Sambe space is of the form

: 2k
det[Vi(t)] = 1 — gsin®*(wt/2) + 0(¢*) + 0<—) (E48)
qw

i.e., of the same order as that found in Eq. (D9).

APPENDIX F: DERIVATION OF EQ. (112)

In order to derive the expression reported in Eq. (112) for
U, we start from Eq. (E47), which obeys Eq. (105). Consider
the matrix Ry in Eq. (E14) which transforms the rotation from
position-momentum fields to creation-annhiliation operators.
Combining Egs. (E13) and (105), we obtain

U;(a )UF_R VkRk< _k), (F1)

where we define u; and v; such that

RV,R, — (“ﬁ ”i). (F2)
k kAN Uk uk

From Egs. (E47) and (E14), it follows that, for k/gw < 1,

1 qu
Uy, = —

1+2I2 (wt) ! Qowt)
EY p” cos(w 5 0082

+i cos?(wt) tan(wt /2)} } , (F3a)

I jfqo| + 2k 1 3 cos(wt) ! cos(2wt)
Vpy = —. | —=13¢€ — |7 A w)— 3 @
TV %k qo[2 2 2

+ 1<% sin(wt) + % sin(2wt ) + tan(wt/2)>:| } (F3b)

The eigenvalues of Ur(¢) in Eq. (F1) are those of the matrix
in Eq. (F2), with the elements reported in Eq. (F3). At small &
we find these eigenvalues to be, at the leading order,

(22)" ana (22)7", (F4)
2k 2k

as anticipated in the text after Eq. (112). In the limit
of small momenta and weak drive, these eigenvalues are
time-independent.

Now that the action of Uy on the creation and annihilation
operators is known from Egs. (F1)-(F3) we would like to
determine the form of the operator Ur. Since the various
momenta labeled by k are independent, this is essentially
a single-mode problem and therefore we can simplify the
notation by suppressing the momentum label. The form of
the transformation induced by Ur on the operators a and a'
suggests that Ur should take the generic form

UQB,o)=¢°, (F5)

parameterized by a real and a complex number $§ and o,
respectively, with

0 =i(al a)(f* ‘;) (;) (F6)

such that O = —0. The action of the operator U on a can be
easily determined by expanding the exponential:

UtaU = e~ Z c<"> (F7)
n=| 0
where
C”=a and C""V=[c" 0], n=01,... (F8)

Substituting in the above equations the operator O defined in
Eq. (F6), one obtains

CP ) = )2 Qiod’ + 2iBa),

C =)\"q, n=1,2,...,

n=0,1,...,

where, for later convenience, we introduced

A = alo |2 — 4p2. (F9)

Inserting these expressions in Eq. (F7), one finds

o 2n+1 TS : o 2n
N A 2 2 A
Utall — (2ioa' + 2iBa) n Z a.
= 2n+ 1)! A e 2n)!
(F10)
in which the series can be resummed and yields
inh A inhA .
UtaU = [cosh 4+ 2iB Sm/\ ]a 42ie A B

By comparing Eq. (F11) with Egs. (F1) and (F2), one can
easily identify

. sinh A . sinh A
u = cosh A + 2ip - and v = 2io (F12)

Solving for B and o in terms of u and v, we obtain

In (uR +\Jub — 1)
B = up, (F13a)
2,/14,% -1
In (uR + ,/ )

o= iv, (F13b)

2/u3 —1

where ug = (u +u*)/2 and u; = (u — u*)/(2i) are the real
and imaginary parts of u, respectively. In the case, we are
actually interested in, u — u; and v — v;. Using the explicit
expressions of u; and v in Eq. (F3) in order to determine
the corresponding B and oy from Eq. (F13), one obtains the
forms Eqgs. (F5) and (F6) for the operator Ur in Eq. (112),
where the latter is written by keeping only the dominant terms
at small momenta.
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