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Summary

Proper timing of gene expression is central to lymphocyte development and differentiation. 

Lymphocytes often delay gene activation for hours to days after the onset of signaling 

components, which act on the order of seconds to minutes. Such delays play a prominent role 

during the intricate choreography of developmental timing and during the execution of an effector 

response. Though a number of mechanisms are sufficient to explain timing at short timescales, it is 

not known how timing delays are implemented over long timescales that may span several cell 

generations. Based on the literature, we propose that a class of cis-regulatory elements, termed 

“timing enhancers”, can explain how timing delays are controlled over these long timescales. By 

considering chromatin as a kinetic barrier to state switching, the timing enhancer model explains 

experimentally observed dynamics of gene expression where other models fall short. In this 

review, we elaborate on features of the timing enhancer model and discuss evidence for its 

generality throughout development and differentiation. We then discuss potential molecular 

mechanisms underlying timing enhancer function. Finally, we explore recent evidence drawing 

connections between timing enhancers and genetic risk for immunopathology. We argue that the 

timing enhancer model is a useful lens through which to understand how cis-regulatory elements 

control the central dimension of time in lymphocyte biology.

Introduction

In the immune system, regulatory events that control cell states and cell fates unfold over a 

staggeringly wide-range of timescales (Figure 1). During an immune response, B and T 

lymphocytes activate signaling pathways within seconds, but differentiate into effector and 

memory cells only days to weeks later. Similarly, in response to differentiation signals, 

lymphocyte progenitors proceed through an intricate choreography of developmental stages, 

each of which is orchestrated over many days. The timing of these stages allows progenitors 

to perform developmental functions, such as antigen receptor rearrangement, repertoire 

selection, and expansion into a mature, selected cell population (Figure 1). Despite its 

implicit importance, much remains unknown about how timing is set during lymphocyte 
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development and differentiation. In particular, how timing is specified at extended 

timescales, ranging from days to months, is a mystery. While specific examples of 

lymphocyte timing control have been elucidated1, general principles remain unclear.

By drawing upon older and more recent literature, we present evidence for a distinct class of 

cis-regulatory elements, which we term “timing enhancers”, that control the timing of gene 

expression and cell fate transitions. Enhancers are non-coding DNA elements that mediate 

the establishment of lineage-specific gene programs during cell differentiation. Their 

importance for optimal immune function is underscored by the large enrichment of disease-

associated polymorphisms within their sequences2. While enhancers are often assumed to 

control the expression levels of genes3,4, there is evidence that enhancers can control the 

timing at which genes switch on, and do so over extended timescales spanning many days 

and cell generations.

Here, we first provide a definition of timing enhancers that distinguishes them from other 

types of enhancer control. We then review evidence for timing enhancers in lymphocyte 

development and differentiation. Next we discuss potential molecular mechanisms 

underlying timing enhancer function. Finally, we review evidence that disruptions to timing 

enhancers, by altering gene activation kinetics, can perturb immune response dynamics and 

contribute to immunopathology.

Timing enhancers: a definition

Enhancers are non-coding DNA sequences that act in cis to promote the expression of their 

target genes. Their action is critical to the proper establishment of cell lineage-specific gene 

expression programs during multicellular development and function. Soon after their 

discovery in the early 1980s, it was observed from single-cell measurements that enhancers 

could impact gene expression dynamics in different ways5. In particular, some enhancers 

increase the amplitude of expression of their target genes6,7, whereas others increase the 

likelihood of their activation in an all-or-none manner8,9.

Tremendous progress has since been made to elucidate the molecular basis of enhancer 

action10–14, and to define and classify enhancer types based on distinguishing molecular 

features. However, as these newer classifications mostly arise from bulk-averaged 

measurements, it remains unclear how they map onto dynamic mechanisms of enhancer 

control observed at the single-cell level. Here we elaborate on a formal definition of 

enhancer types based on their dynamic modes of gene expression control. This framework 

will provide a lens through which one can discern these distinct types of enhancer function 

in lymphocytes.

Based on older and more recent studies in single cells, there is growing evidence that 

enhancers can modulate either the expression levels of their target genes or the timing at 

which these genes become expressed. As such, we propose classifying enhancers into two 

types: amplitude enhancers and timing enhancers (Figure 2). We note that a single enhancer 

can sometimes have both timing and amplitude control functions. While discussing 
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enhancers with mixed functionality, our classification scheme allows one to discern distinct 

modes of dynamic control.

Timing enhancers control the timing at which their target genes switch from a silent to an 

active chromatin state, which is then accessible to the transcriptional machinery. Switching 

is initiated by the binding of trans-factors to the enhancer; however, even with full trans-

factor induction and binding, switching does not occur rapidly. Rather, switching occurs 

only after an extended time delay that can range from hours to days, and possibly longer 

(Figure 2, top left). In some cases, this time delay can span multiple cell generations, 

implying that some genes can switch between stable chromatin states that are heritable 

across cell division. This ability to control switching between different heritable states links 

timing enhancers to chromatin-based mechanisms that can stably propagate across cell 

division15–17, a point we discuss further below. It also accounts for chromatin state as a 

kinetic barrier that can explain the delay between trans-factor action and gene activation.

As seen in a range of studies6,7,18, gene activation delays generated by timing enhancers are 

inherently probabilistic, such that cells in a uniform population turn on the target gene at 

different times, even when they concurrently upregulate trans-factors that bind the enhancer. 

As a result of this variability, initially homogeneous cell populations could generate multiple 

subpopulations with or without target gene expression, also termed “variegated expression” 

in the earlier literature (Figure 2, top right). This heterogeneity arises even upon exposure to 

uniform signals. Variability in activation is likely linked to the probabilistic nature of 

chromatin state switching, as observed across diverse systems19–21.

The ability of timing enhancers to control chromatin states links them to “locus control 

regions” (LCRs). LCRs are extended cis-regulatory elements that can establish active 

chromatin states at proximal regions to drive cell-type specific gene expression22. LCRs are 

in turn closely related to a more recently defined class of cis-regulatory elements, termed 

“super-enhancers” or “stretch enhancers”23,24. These elements typically contain multiple 

modules of transcription factor binding sites that are distributed over an extended genomic 

region. Individual modules within LCRs may harbor timing control functions; however, we 

note that timing enhancers do not necessarily reside within LCRs or super-enhancers25,26.

Amplitude enhancers, on the other hand, modulate the expression magnitude of their target 

genes. To do so, they increase the transcription rate of their target genes, by recruiting trans- 

factors that load or drive elongation of RNA polymerase II at an already accessible locus 

(Figure 2, bottom left). Like chromatin state switching, transcription initiation is also a 

stochastic process27–29, occuring in intermittent bursts of polymerase loading and release 

from a gene promoter. Amplitude enhancers appear to primarily control burst initiation 

frequencies30–33, though they may also control burst duration34. However, unlike chromatin 

state switching as controlled by timing enhancers, transcriptional bursting is transient, and 

occurs over fast timescales, ranging from seconds to tens of minutes34. As a result, the 

primary effect of an amplitude enhancer is to generate graded changes in expression 

magnitude within a single population (Figure 2, bottom right). This is in contrast to timing 

enhancers, which generate distinct, stable subpopulations with discrete levels of target gene 

expression. Thus, amplitude enhancers, by controlling bursting kinetics, would modulate 
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mean expression levels of their target gene across a single population, and do so relatively 

rapidly in response to trans-factor binding. Amplitude enhancers are important for 

maintaining proper levels of expression after a gene locus has been activated, and we 

contrast them with timing enhancers here to distinguish between the functional properties of 

these regulatory elements; however, in keeping with the focus of this review, we do not 

discuss them further here.

Potential functions of timing enhancers

What functional roles could timing enhancers play in immune development and function? 

Broadly speaking, timing enhancers endow lymphocytes with an ability to regulate the 

timescales of immune regulatory events in a cell-autonomous manner (Figure 3A). Immune 

cells execute carefully choreographed functions while being mobile and broadly distributed 

throughout tissues and organs. Thus, they may benefit from the use of cell-autonomous 

timekeeping mechanisms to set the pace and order of fate transitions independently of 

environmental signals35. For instance, upon antigen stimulation, T cells enter an activated 

state, where they proliferate explosively before either re-entering a quiescent state or 

undergoing cell death. The duration of this activated state, and the degree of cell 

proliferation it undergoes, is set by a cell-autonomous timer that persists upon antigen 

withdrawal36,37. Autonomous timekeeping mechanisms may play roles in controlling other 

cellular transitions in lymphocyte development and function; however, for most processes it 

remains to be determined how autonomous timers contribute. By controlling the activation 

of lineage-specifying genes, timing enhancers could enable cells to delay their 

differentiation upon receiving instructive signals, as observed in a number of other 

developmental systems38,39. On the other hand, by controlling the activation of cytokines or 

other effector genes, timing enhancers could control the pace or duration of immune effector 

responses.

In the absence of competing regulation, all cells that await activation of a gene controlled by 

a timing enhancer would eventually turn it on, given enough time (Figure 3A). Indeed, 

complete gene activation in a cell population is sometimes observed25. However, in some 

cases, a gene may be competent for activation only during a limited time window, or may be 

blocked from activation by the expression of an antagonistic regulator, such that only a 

fraction of cells end up activating and expressing the gene (Figure 3B). In this case, the 

strength of the timing enhancer not only affects the initial kinetics of gene induction, but 

also controls the final fraction of cells in the end population that stably express the target 

gene. In many of the examples discussed below, perturbations of candidate timing enhancers 

that control lineage-specifying genes are linked to changes in the proportions of immune cell 

types26,40,41. Thus, timing enhancers could have integral roles in maintaining different cell 

populations at proper sizes and proportions for optimal immune system function.

Timing enhancers in lymphocytes

Early experiments studying enhancers at the single-cell level established the concept that 

enhancers can modulate the probability of gene expression in an all-or-none manner6,7,42. 

However, many questions remained unresolved from this work. Because these early studies 
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were performed by transfection of reporter genes, it was unclear whether enhancers at 

endogenous loci also work in similar ways. Additionally, it remained unclear whether such 

enhancers could have functional roles, such as timing control of cell-fate specifying genes to 

alter population fractions. Finally, despite subsequent work that has since shed light on the 

first two questions, it remained unresolved whether heterogeneity in gene activation is 

indeed caused by variability in the timing of gene activation via the direct action of 

enhancers or whether it may instead reflect variability in cell states that indirectly affect 

enhancer activity. This uncertainty lingered, in part, because of the challenges in directly 

measuring gene activation dynamics at single gene loci in single cells.

Enhancers loop over to regulate their target genes on the same chromosome, in cis; thus, to 

definitely show that they control the activation timing of their target genes, it is first 

necessary to establish that time delays in gene activation can occur in cis, at individual gene 

loci. In most standard models of gene regulation43–45, the timing of gene activation is 

assumed to be regulated in trans, through changes in the levels or activity of upstream 

transcription factors43,46,47. In such a model, transcription factor levels would need to reach 

a certain threshold before changing the expression state of a target gene. On the other hand, 

if gene activation delays occur in cis, as predicted by the timing enhancer model, they can 

arise even when upstream transcription factors are already fully present21,48,49.

Do the enhancers seen in earlier experiments change gene expression probability by acting 

in cis, as predicted by the timing enhancer model? Or do they simply integrate changes in 

trans-factors levels, which are the determinants of gene activation timing? To answer these 

questions clearly, one would need to distinguish cis and trans mechanisms. In general, it has 

been challenging to measure the relative contribution of of cis-acting steps to gene 

activation, independently from the effects of evolving transcription factor levels.

A powerful way to distinguish these two modes of control is by separately monitoring both 

copies of a gene in single cells50 (Figure 4). Transcription factors affect both alleles of a 

gene simultaneously in trans, whereas epigenetic chromatin regulation can function 

independently at each gene copy in cis. If the rates of gene activation or silencing were 

controlled solely by transcription factor levels, changes in the expression state of each gene 

copy should occur nearly simultaneously. However, if the rates of gene activation or 

silencing are additionally controlled by epigenetic chromatin regulation, each copy could 

adopt distinct expression states even within the same nucleus (Figure 4A). Therefore, by 

tracking the activation dynamics of single gene copies in single cells over time, one can 

investigate the role for epigenetic chromatin regulation in controlling the timing of cell fate 

decisions. Such an approach would build on earlier findings of dynamic enhancer control by 

demonstrating that an endogenous timing enhancer could act in cis to control the delay of a 

cell-fate specifying gene through epigenetic chromatin regulation.

To this end we and others have generated transgenic models, in which distinguishable 

fluorescent proteins are separately inserted into the two endogenous copies of a cell-fate 

specifying gene51–53. Using this approach, we found direct evidence for a cis-acting 

mechanism that generates a long, multi-day delay in the activation of Bcl11b, which encodes 

a transcription factor essential for T-cell lineage commitment54.
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Bcl11b

Bcl11b encodes a transcription factor that is required for the development of T cells and type 

2 innate lymphoid cells (ILC2s) in the thymus and bone marrow, respectively41. Upon 

entering the thymus, T-cell progenitors progress through discrete developmental stages that 

are accompanied by restriction of alternative lineage potential and progenitor expansion. 

Switch-like expression of Bcl11b at the DN2 progenitor stage induces complete T-cell 

lineage commitment through the silencing of multipotency genes and restriction of 

alternative lineage potential55–57. Similarly, multipotent common lymphoid progenitors of 

the bone marrow progress through sequential stages of lineage restriction. The onset of 

Bcl11b expression occurs at the common helper innate lymphoid progenitor stage to induce 

ILC2 lineage commitment58. Thus, Bcl11b activation is carefully orchestrated during 

lymphocyte development to properly specify T-cell and ILC2 lineages.

Observations of Bcl11b activation during T-cell development reveal a strikingly long time 

delay incompatible with the prediction that trans-factors solely control gene activation 

dynamics. A collection of transcription factors known to bind and regulate Bcl11b 

expression are expressed in early thymic progenitors; however, the onset of Bcl11b 

expression occurs only after a multi-day time delay after entry into the subsequent DN2 

stage59,60. This delay suggests that the levels of trans-factors are not sufficient to explain the 

delay in Bcl11b activation, and that a cis-acting epigenetic mechanism may contribute. 

Indeed, the Bcl11b locus undergoes dramatic changes in chromatin state and conformation 

during activation, including changes in nuclear positioning, DNA methylation, histone 

modifications, and long-range chromatin looping interactions61–63.

To determine if these epigenetic mechanisms contribute to timing of Bcl11b activation, the 

locus was studied using the dual-color biallelic reporter approach described above (Figure 

4A). By separately tracking expression of each Bcl11b allele in single cells using live 

imaging, it was revealed that each allele turns on independently during T-cell development, 

with one allele frequently activating multiple days and cell divisions before another51. 

Activation occurred with equal probabilities per unit time for the two alleles, consistent with 

Bcl11b activation timing being controlled by a stochastic, rate-limiting step that is regulated 

in cis. These findings suggest the presence of rate-limiting epigenetic regulation at the locus 

consistent with a timing enhancer mechanism.

Previous studies had identified a putative enhancer that lies 850 kb downstream of Bcl11b59. 

To determine whether this enhancer is involved in regulating Bcl11b activation timing, we 

deleted it from a single allele in the dual-allele reporter model51 (Figure 4B, left). Mice 

harboring this single-allele enhancer deletion displayed a reduced fraction of DN2 

progenitors expressing the mutated allele while expression of the wild-type allele remained 

unaffected. However, the majority of cells at later stages of thymocyte development not only 

expressed the deleted-enhancer allele but expressed it at levels that were indistinguishable 

from that of the wild-type allele, suggesting that this enhancer controls the timing of Bcl11b 

expression, rather than its expression magnitude.

To characterize this element as a bona fide timing enhancer, DN2 progenitors mono-

allellically expressing the wild-type allele but not yet expressing the enhancer-deleted allele 
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were sorted and re-cultured in vitro to compare the time delay to that of a wild-type allele51 

(Figure 4B, right). These mono-allelically expressing cells necessarily express the required 

trans-factors at levels sufficient for activation. They thus provide an excellent way to isolate 

and characterize the rate-limiting epigenetic step at inactive alleles independently of events 

occurring in trans51,64. Consistent with predictions made for a timing enhancer, the 

enhancer-deleted allele switched to an active state more slowly than the wild-type allele. 

Furthermore, when bi-allelically expressing DN2 progenitors were re-cultured in vitro, the 

maintenance and amplitude of expression from the deleted-enhancer allele was identical to 

that of the wild-type allele. This suggests that the enhancer functions to accelerate initiation 

of Bcl11b expression, but is not required for its maintenance.

Due to its ability to regulate the timing of Bcl11b activation independently of expression 

magnitude, the Bcl11b timing enhancer enabled investigation of the functional impact of 

altered timing control during lymphocyte development. How does altering the timing of 

Bcl11b activation affect T cell and ILC2 production in vivo? Mice with the timing enhancer 

removed from both Bcl11b alleles have roughly half the total number of ILC2 cells 

compared to wild-type mice41. Similarly, mice lacking the Bcl11b timing enhancer have a 

reduced number of thymocytes (Pease et al. unpublished), indicating that proper control of 

Bcl11b activation timing is important for specifying T-cell population sizes.

Collectively, these findings provide evidence for an endogenous enhancer that behaves 

according to the predictions of the timing enhancer model. It controls gene expression 

primarily through alterations of cell fractions, without affecting expression magnitude. It 

appears to alter gene expression by altering the onset of stochastic switching between 

heritable chromatin states. It is able to explain how time delays over long timescales could 

be controlled where a trans-factor model is insufficient. Finally, perturbations of this 

enhancer alter immune cell output according to the predictions of a timing enhancer 

mechanism.

Based on their ability to alter gene expression kinetics and cell population fractions without 

altering magnitude, we argue that timing enhancers are prevalent throughout lymphocyte 

development and differentiation. However, few studies have perturbed endogenous 

regulatory elements and tracked their effects in cis as has been done for Bcl11b. Therefore, 

based on the insights that we have gained above, we define a list of distinguishing functional 

features to identify putative timing enhancers in the lymphocyte literature:

1. Timing enhancers, when disrupted, primarily lead to changes in the fraction of 

cells that express their target genes in an all-or-none fashion. In contrast, 

perturbations to amplitude enhancers change the expression magnitude of their 

target genes.

2. Timing enhancers are important for controlling the kinetics of gene activation, 

but are usually dispensable for maintaining expression once the gene has been 

turned on; however, there are notable exceptions where an enhancer can have 

both timing and amplitude control functions, or may also be required for 

preventing locus re-silencing caused by heterochromatin spreading20,65.
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3. Gene expression states established by timing enhancers are stable over time, and 

can be inherited through cell division. This property links timing enhancers to 

stable chromatin modifications associated with epigenetic states, such as DNA 

methylation or histone H3K27-trimethylation. However, the existence of these 

chromatin modifications does not necessarily imply heritability or timing 

enhancer action.

Evidence for generality

As mentioned previously, the strongest evidence for timing enhancers comes from studies 

that resolve gene expression at the single-cell and single-allele level. Across studies that 

have perturbed endogenous cis-elements and made single-cell measurements, there are a 

number of examples that are most consistent with the predictions of a timing enhancer 

mechanism. Many of these examples come from immunology, where extensive single-cell 

analysis by flow cytometry has enabled these observations. We note, however, that timing 

enhancers have been proposed to function across a range of developmental processes. For 

example, the MyoD “core enhancer” regulates the timing of MyoD expression in muscle 

lineages during embryonic development 66. Removal of this timing enhancer delays the 

onset of MyoD expression and myocyte differentiation for about two days. Similarly, 

enhancers at the Hoxc8 and Hoxd11 loci regulate the onset of their expression during 

embryonic development, but have no effect on the expression levels67–69. Removing the 

timing enhancer at the Hoxc8 locus results in morphological changes to the axial skeleton 

whereas mutations in the Hoxd11 timing enhancer result in premature Hoxd11 expression 

and an anterior shift of vertebrae68. While many of these studies lack single-cell resolution 

of expression states, they provide evidence that timing enhancers are pervasive throughout 

development and are important for shaping tissue size and composition.

Below, we provide examples from lymphocyte development and differentiation that show 

some of the strongest evidence for timing enhancers. Flow cytometry shows how 

perturbation of these cis-elements can primarily affect population fractions without altering 

magnitude, a key prediction of a timing enhancer mechanism. A few studies provide 

evidence for additional predictions of a timing enhancer mechanism such as: 1) an 

involvement with initiation but not maintenance, 2) a change in heritable gene activation 

states, and 3) an involvement of chromatin modifications associated with heritable gene 

activation states (e.g. DNA methylation or H3K27me3). We also discuss potential functions 

of these timing enhancers. In addition to these examples, we also provide a more 

comprehensive list of candidate timing enhancers that we have identified from the literature 

(Table 1).

Cd8

During T-cell development, CD4-CD8- double negative (DN)3 cells productively rearrange 

their T-cell receptor (TCR) β-chain and proliferate for 2–4 days before entering the 

CD4+CD8+ double positive (DP) stage, whereupon they rearrange their TCR α-chain and 

undergo selection70,71. During progression from the DN to DP stage, CD4 and CD8 co-

receptors must turn on in a timely manner, to ensure that cells are equipped to engage TCR 

signaling for productive selection.
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The Cd8 locus, which contains both the Cd8a and Cd8b genes, contains an intricate system 

of interacting cis-regulatory elements that together regulate Cd8 expression during T-cell 

development72. Within this system, there is evidence of multiple cis-regulatory elements that 

work, either singly or in combination, as timing enhancers for Cd8 activation during the DN 

to DP transition. In one study, combined deletion of two enhancer elements, E8I and E8II, 

led to a population of cells that did not activate Cd8 expression during the DN to DP 

transition73, resulting in a population of CD8-CD4+ single-positive cells with an immature 

phenotype. However, cells that did turn on Cd8 expressed it at levels similar to normal cells, 

consistent with a role for these two populations in controlling all-or-none Cd8 activation. In 

another study, deletion of the E8v enhancer also generated an immature population of Cd8 

non-expressing cells, consistent with delayed Cd8 activation during the DN to DP 

transition74. Using mice with two different Cd8 alleles, the authors determined the 

expression of Cd8 with or without the enhancer deletion and further confirmed that the delay 

in Cd8 activation is controlled in cis. Disruption of these Cd8 enhancers reduced the 

fractions of CD8+ cells in both the thymus and the periphery, suggesting that control of Cd8 

activation timing is important for ensuring that CD8+ cells are generated in proper numbers 

and fractions. Together, these studies support a view, where multiple timing enhancers 

collaborate to ensure proper CD8 co-receptor activation and mature CD8 T cell generation 

during T-cell development.

Cd4

After TCR α-chain rearrangement, DP thymocytes undergo positive selection, then silence 

expression of either the CD4 or CD8 co-receptors to commit to the MHC-class I restricted 

CD8+ cytotoxic T-cell lineage or the MHC-class II restricted CD4+ helper T-cell lineage72. 

How DP thymocytes enter the CD4+ and CD8+ lineages in response to selection on the same 

co-receptors is explained by the kinetic signaling model75. According to this model, DP 

thymocytes reduce Cd8 expression after positive selection to enter a CD4+CD8low state. In 

this intermediate state, MHC-class II restricted cells maintain TCR signaling due to 

continued Cd4 expression, resulting in CD4+ lineage commitment. On the other hand, 

MHC-class I restricted cells extinguish TCR signaling due to the decrease in Cd8 

expression. TCR signal extinction leads to Cd4 silencing, Cd8 re-activation, and CD8+ 

lineage commitment. Implicit in this model is a requirement for proper timing of lineage 

choice: to prevent spurious commitment in response to transient fluctuations in TCR signals, 

CD4+CD8low thymocytes must integrate information about TCR signal duration, such that 

they commit to the CD4+ (or CD8+) lineages only upon continuation (or cessation) of TCR 

signals of a sufficient length71.

The timing of CD4 and CD8 expression during this process may be regulated by timing 

control cis-regulatory elements at these loci. Pioneering work by Littman and coworkers 

identified an intronic silencer element, termed S4, responsible for terminating Cd4 

expression during CD8 lineage commitment76. Though not an enhancer, we include it in this 

review as it represents a paradigmatic example that can inform work in other systems. 

Subsequent follow-up studies showed that this silencer bears many functional characteristics 

of a timing control element as defined above77–79: First, deletion of the S4 silencer led to an 

additional population of peripheral CD8+ T cells that failed to silence Cd4 expression78. Cd4 
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expression levels in this cell population were similar to those in peripheral CD4+ T cells, 

suggesting that S4 controls the timing of probabilistic Cd4 silencing, and not its expression 

magnitude76,77. Second, by inducing S4 deletion before or after the silencing stage77, it was 

found that S4 is important for initiating Cd4 silencing during CD8+ lineage commitment, but 

is dispensable for maintaining a silent state after it has been established. Finally, upon S4 

deletion in mature CD8+ T cells, cells maintained the Cd4-silent state over multiple cell 

divisions, consistent with this element inducing a switch between chromatin states that are 

heritable over cell division. Together, these studies suggest that S4 acts as a “timing 

silencer” that generates a time delay in Cd4 silencing in response to withdrawal of TCR 

signaling. This time delay set by S4 may ensure that cells do not spuriously commit to the 

CD8+ lineage when TCR signals drop transiently, but are able to effectively silence Cd4 to 

maintain functionality of MHC-class I restricted cells.

Foxp3

The forkhead box protein P3 (FoxP3) transcription factor is essential for the development of 

regulatory T cells (Tregs)80,81. Foxp3 turns on in CD4+ T cells in either the thymus or the 

periphery to give rise to two Treg lineages with distinct functions: natural Tregs (nTregs) and 

induced Tregs (iTregs)80. Work from Rudensky and coworkers identified multiple cis-

regulatory elements within the Foxp3 locus, in which there exists two candidate timing 

enhancers, CNS1 and CNS3. Deletion of the CNS3 element results in a decreased fraction of 

FoxP3+ Tregs in the thymus and periphery, without affecting Foxp3 expression magnitude26. 

This suggests that CNS3 may act as a timing enhancer to control the kinetics of Foxp3 

activation in nTregs and iTregs. In contrast, CNS1 deletion has no effect on Foxp3 induction 

in thymic Tregs, but does affect Foxp3 activation in peripheral iTregs. Mice harboring a 

CNS1 deletion exhibit reduced fractions and numbers of FoxP3+ CD4+ T cells in peripheral 

tissues and display a wide-range of phenotypes including excessive Th2 inflammation of 

mucosal tissues, increased rates of embryo resorption, and spontaneous diabetes with severe 

insulitis82–84. These findings suggest that distinct timing enhancers at the Foxp3 gene are 

important for regulating the size of the Treg pool, and that their disruption alters immune 

homeostasis and leads to pathology.

Zbtb16

The PLZF transcription factor, encoded by Zbtb16, is required for optimal development and 

function of natural killer T cells (NKTs)85. A careful study of the functionality of putative 

regulatory elements at the Zbtb16 locus identified a timing enhancer, +21/23, that controls 

the onset of Zbtb16 transcription during NKT development40. By measuring PLZF 

expression at each stage of NKT development, Bendelac and coworkers found that mice 

harboring a deletion of +21/23 showed reduced fractions of PLZF+ cells at the early stages 

of NKT development, but expressed normal levels of PLZF at later developmental stages 

and in mature NKT. This delay in PLZF expression caused a moderate delay in NKT 

development in the thymus and resulted in dramatic decreases in the number of mature NKT 

cells found in peripheral tissues. Interestingly, the delay in NKT development had 

differential effects on different NKT subtypes, with NKT2 cell numbers being unaffected by 

the timing enhancer deletion. This suggests that in addition to regulating the total number of 

NKT committed cells that emerge during development, the timing of Zbtb16 activation is 
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also important for determining the relative proportions of NKT subtypes, possibly by 

altering the activation timing of downstream cell fate genes.

Cytokines

After development and migration to peripheral tissues, CD4+ T helper (Th) cells further 

differentiate into Th subsets which possess distinct functional responses upon TCR 

stimulation. Two cytokines, encoded by IFNG/Ifng and Il4, are critical for the differentiation 

and functionality of the Th1 and Th2 subsets, which are responsible for orchestrating type I 

and II responses, respectively. Over the past decade, both the IFNG/Ifng and Il4 loci have 

been finely dissected to identify functional non-coding regulatory elements. Remarkably, 

many functionally defined elements display the hallmarks of timing enhancers. For example, 

when CNS-4 or CNS+20 are removed from the IFNG locus, a smaller fraction of Th1 

polarized cells will express IFN-γ following stimulation; however, those cells that do 

activate IFNG express it at normal levels86. Similarly, when CNS-22 is removed from the 

Ifng locus in mice, IFN-γ expression is delayed in naive CD4+ T cells following TCR 

stimulation, but IFN-γ is ultimately expressed at normal levels at the single-cell level87.

The Il4 locus also harbors at least two candidate timing enhancers, each of which plays a 

critical role in mounting proper type 2 immune responses and pathogen clearance in vivo. 

Deletion of the hypersensitivity site 2 (HS-2) at the Il4 locus decreases the fraction of Th2 

polarized cells that express IL-4 following stimulation88. This delayed activation of Il4 does 

not affect the overall production of other type 2 cytokines, suggesting that this timing 

enhancer primarily functions by controlling the rate at which Th2 cells begin producing 

IL-4. In contrast, deletion of HS-V at the Il4 locus reduces the percentage of both IL-4 and 

IL-13 producing cells when Th2 polarized cells are stimulated89. This suggests that delay of 

IL-4 activation in this case may also affect Th2 polarization efficiency by reducing positive 

feedback signals from secreted IL-4. More recently, candidate timing enhancers have also 

been identified at other cytokine gene loci including Il9 and IL3/Il390,91. This suggests that 

timing enhancers are likely prevalent features of effector genes, and may be critical for 

ensuring that effector cell responses occur at proper contexts and timescales.

Mechanistic basis for timing enhancers

How do timing enhancers induce all-or-none switches in the expression states of their target 

gene loci that occur many hours or days after induction of upstream trans-factors? 

Transcription factors bind to genomic loci rapidly, within seconds, and initiation of 

transcription by RNA polymerase also occurs rapidly, within tens of minutes (Figure 1). 

Thus, transcription processes alone are unlikely to fully account for the significantly long 

delays associated with timing enhancer action. This disparity in timescales instead points to 

an involvement of chromatin mechanisms that heritably maintain silent or active states at 

gene loci over many cell generations.

Drawing upon literature evidence, we describe a model where genes are initially held in a 

stable and heritable repressed state through an epigenetic mechanism that involves repressive 

histone modifications. This state can switch in an all-or-none manner to an active expressing 

state upon prolonged exposure to enhancer-bound transcription factors (Figure 5). Because 
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of the stability of the repressed state, trans-factors that attempt to reverse these states do so 

inefficiently, such that state switching occurs with only low probabilities per unit time.

We discuss this model primarily in the context of our work on understanding the timing 

enhancer controlling Bcl11b activation; however, the mechanisms described here are more 

general and likely underlie switching at other loci. We note that in order to initiate chromatin 

remodeling at their target gene promoters, enhancers first need to search for and establish 

contacts with their target genes, sometimes over very long genomic distances. Recent work 

has identified cohesin-mediated loop extrusion as a candidate mechanism for organizing the 

genome to shape enhancer-promoter interactions94 (Figure 5, top). While proper 

establishment of enhancer-promoter contacts is critical for any enhancer, including timing 

enhancers, we do not discuss recent advances in this area, and instead refer the reader to 

these excellent reviews11,92–96.

Maintenance of a repressive chromatin state.

Prior to activation, genes must be held in a repressed state that is stable over days and 

persists through cell division. Two types of histone modifications, histone 3 lysine 27 

trimethylation (H3K27me3) or histone 3 lysine 9 di/tri-methylation (H3K9me2/3)15,97–99, 

can give rise to repressed states that are heritable over cell division. Both histone 

modifications have the ability to propagate a repressed state over time and across cell 

division, though underlying mechanisms are not completely clear. Earlier work showed that 

both H3K9me2/3 or H3K27me3 methyltransferases can bind the mark they write at an 

allosteric site, and be induced to write the same modification in its vicinity100,101. This 

creates a positive feedback that can potentially underlie stability of the silent state. More 

recently, H3K9me2/3 and H3K27me3 were both shown to bind reader proteins that undergo 

liquid-liquid phase separation102–104. These phase separated droplets may generate 

compacted chromatin assemblies that are inaccessible to the transcriptional machinery, and 

can also show remarkable stability105, providing a separate mechanism to explain how 

repressive states can persist over time.

Disruption of a repressive chromatin state by transcription factors.

To switch a gene on from a repressed state, enhancers must deliver transcription factors to 

the gene to reverse its stable, repressive chromatin state. Pioneer factors, a class of 

transcription factors that are capable of binding to repressed chromatin regions106–108, may 

act on timing enhancers to induce state switching (Figure 5, middle). Pioneer factors are 

defined by their ability to bind both nucleosomes and their cognate DNA motifs109. Upon 

binding, pioneer factors can open repressed chromatin, either by directly evicting 

nucleosomes in their vicinity, or through the recruitment of chromatin remodeling 

complexes110,111.

While these biochemical activities facilitate the dissolution of compacted chromatin 

assemblies, they do not directly aid in the removal of repressive H3K27me3 modifications. 

One possibility is that there are separate enhancer-bound factors that serve to recruit 

H3K27me3 and H3K9me2/3-specific demethylases to the target gene promoter112,113 

(Figure 5, middle). An alternative possibility, discussed further below, is that there is an 
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intrinsic coupling between chromatin compaction and histone methylation, such that 

changes in compaction state would affect methylation activities, and vice versa. We discuss 

this possibility in our model below. The Bcl11b timing enhancer binds two transcription 

factors that have previously been shown to have pioneering functions, Gata3 and 

TCF-161,114. Gata factors can bind and open repressive chromatin in a variety of cell 

types115. Strikingly, TCF-1 also binds to H3K27me3-marked regions, and, when expressed 

in fibroblasts, is sufficient to open a H3K27me3 repressed chromatin region at the Bcl11b 

promoter to induce reprogramming to the T-cell lineage116. Similar to the timing enhancer 

itself, both Gata3 and TCF-1 are required for initiation of Bcl11b expression, but do not 

regulate Bcl11b expression magnitude, nor are they required for maintenance of expression 

after activation60. Furthermore, depletion of these factors in early thymic progenitors delays 

the onset of Bcl11b expression to a similar degree as removal of the enhancer itself, 

suggesting that they act through a common mechanism to antagonize the repressive 

chromatin at Bcl11b promoter51,60.

Generation of extended switching time delays.

Transcription factors bound to timing enhancers are ultimately responsible for initiating 

chromatin state switches at target genes; yet, switching events occur only long after these 

transcription factors are up-regulated in the cell. Where is this temporal bottleneck? As 

transcription factors bind DNA rapidly, typically over timescales of seconds117–119, these 

slow, rate-limiting steps would most likely involve downstream chromatin modification or 

remodeling events. This view agrees with multiple studies on time courses of inducible 

pioneer factor binding and chromatin remodeling: upon transcription factor induction, 

binding sites for these factors became occupied rapidly48,113,120; however, chromatin 

opening events and activating histone modifications around these binding sites did not 

appear until hours or even days later. Similarly, when histone-modifying enzymes were 

inducibly targeted to genomic loci, they bound rapidly, but generated chromatin and gene 

expression state changes only hours to days later19,21.

Bound transcription factors may initiate chromatin state changes after long delays, because 

they act on chromatin states that are highly stabilized and not easily altered. To better 

understand the biophysical basis of chromatin state stability, and to determine its impact on 

switching control, we developed a mathematical model for gene activation at the Bcl11b 

locus64. In this model, the locus is an array of nucleosomes that can either be reversibly 

methylated, or can associate with other nucleosomes. This nucleosomal array initially exists 

in a compacted, silent state, but switches into an open, extended state in response to 

transcription factor binding. Transcription factors associated with timing enhancers can 

either recruit chromatin-modifying enzymes to remove histone modifications or directly 

displace nucleosomes upon binding.

We found that this model, where histone methylation and chromatin compaction are coupled 

to each other, recapitulates essential dynamic properties of timed chromatin state switching, 

as observed for Bcl11b and other gene loci. Gene loci switch from silent to active states in 

an all-or-none manner, and do so with a probabilistic time constant spanning multiple days 

and cell divisions. Transcription factors can tunably modulate switching times, and can do so 
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through either demethylase recruitment or nucleosome eviction. Notably, activation time 

constants in our model were unaffected by changes in cell cycle speed, in agreement with 

experimental measurements, implying that activation time delays set by the Bcl11b enhancer 

are set independently from cell division. The methylation-compaction model will still need 

to be further tested, both for Bcl11b and in other gene regulatory systems; nonetheless, this 

model provides a framework that can explain, on a biophysical level, how timing enhancers 

may execute their function and control delays over extended timescales.

If a timing enhancer functions by promoting chromatin decompaction at target genes, as 

predicted from the model, one would expect that removal of such a timing enhancer would 

increase repressive histone modifications and decrease DNA accessibility at the locus. 

Consistent with this idea, removal of the HS-V Il4 timing enhancer increases the repressive 

H3K27me3 modification at the Il4 locus121. Similarly, removal of the Il9 timing enhancer 

decreases the enrichment of the active H3K27Ac modification and transcription factor 

binding at the Il9 promoter90. In a variation of such a mechanism, removal of the putative 

timing enhancer at the IL3 locus results in the inability of a second IL3 enhancer to become 

accessible, suggesting that some timing enhancers may function by promoting chromatin 

state changes at additional enhancers which may themselves directly interact with the target 

gene promoter91.

Delayed gene activation by DNA demethylation.

The chromatin decompaction mechanism, described above, can generate long, enhancer-

modulated delays in gene activation; however, alternative mechanisms involving DNA 

demethylation may also generate delayed enhancer-mediated switches in chromatin state. 

DNA methylation, occurring primarily on CpG sites in the genome, is a heritable epigenetic 

mark associated with gene repression17,122. Its removal from gene promoters is important 

for gene expression. Timing enhancers could potentially drive delayed gene activation by 

facilitating removal of DNA methylation at gene loci. For instance, the combined E8I and 

E8II enhancer, which may regulate Cd8 activation timing as discussed above, may work by 

facilitating demethylation of the Cd8 locus123. Similarly, the E4p proximal enhancer, which 

regulates Cd4, also works by promoting DNA demethylation79. There are multiple candidate 

mechanisms through which DNA demethylation could proceed with slow kinetics at gene 

loci. One possibility is that removal of DNA methylation marks, as initiated by enhancers, 

may involve passive dilution through DNA replication124–126. In such a model, long 

activation delays could ensue if multiple cell divisions are needed for methylation mark 

levels to fall below a threshold required for gene expression. Another possibility is that DNA 

methylation may cooperate with repressive histone methylation marks to drive silencing, 

such that mechanisms involving chromatin compaction, as described above, may ultimately 

underlie the rate-limiting barrier to activation. Consistent with this idea, gene silencing at the 

Cd4 locus is enhanced by HP-178, a protein required for heterochromatin formation and 

gene silencing. HP-1 associates with both the maintenance DNA methyltransferase DNMT1 

as well as H3K9me2/3 modifications127, and could therefore work together with these 

different modifications to create a chromatin barrier for activation timing control.
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Timing enhancers in disease

The studies discussed suggest an importance of proper timing enhancer activity in the 

control of immune response kinetics and cell type proportions. Consequently, perturbations 

to timing enhancers, caused by genetic alterations, could disrupt immune function and lead 

to disease. Here, we explore specific examples where timing enhancers can be associated 

with immunopathological outcomes. While it is not yet established that timing contributes to 

disease risk, these findings point to the usefulness of viewing cis-elements through the lens 

of timing enhancer function.

A major finding from genome-wide association studies (GWAS) has been the identification 

of many disease-associated variants in putative enhancers128,129. Some of the strongest 

signals come from immune-related diseases, suggesting a significant role for genetic risk in 

immunopathology. It remains challenging to discern how enhancer-associated SNPs 

contribute to disease risk. While many SNPs change expression magnitude, some could act 

through alterations of gene expression kinetics.

IL2RA

The IL2RA locus encodes the α subunit of the IL-2 receptor, IL-2Rα, and confers the 

receptor with a high binding affinity for its ligand, the cytokine IL-2130. IL-2 has pleiotropic 

roles in the control of T-cell differentiation. It is expressed upon activation of naive CD4+ T 

cells and drives differentiation of Th1, Th2, and iTreg cells, while suppressing 

differentiation of Th17 cells. IL-2 is also required for the development of nTregs in the 

thymus.

IL-2 binding to IL-2 receptor, mediated by IL-2Rα, is critical for development and 

differentiation of Tregs and contributes to suppression of autoimmunity. IL-2Rα is 

constitutively expressed on nTregs where it is required for survival, whereas it is induced 

upon activation of naive CD4+ T cells to drive differentiation of iTregs. Thus IL2RA 

expression is critical for producing iTregs in balance with other T-cell effectors also induced 

by IL-2.

GWAS have identified SNPs in non-coding regions at the IL2RA locus associated with risk 

for several autoimmune diseases131. A CRISPR-Cas9 based activation screen revealed a 

stimulation-responsive intronic enhancer, named CaRE425. This locus harbors a SNP 

associated with increased risk for Crohn’s disease and decreased risk for type 1 diabetes 

(T1D). Interestingly, enhancer deletions or SNP mutations do not affect steady-state 

expression of Il2ra in peripheral nTreg populations. Upon in vitro stimulation of naive T 

cells, the authors observed a decrease in the fraction of IL2RA+ cells after one day. 

However, after three days, Il2ra expression fraction and magnitude reached wildtype levels, 

consistent with its role as a timing enhancer. Similarly, in vivo stimulation of enhancer-

deleted mice revealed decreased Il2ra expression in naive CD4+ T cells upon induction, but 

no significant changes in steady-state Il2ra expression magnitude in either mature nTreg or 

iTreg populations. Together, these results suggest that CaRE4 primarily affects gene 

expression kinetics during the induction stage rather than gene expression magnitude at 
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steady-state, consistent with its action as a timing enhancer to control the kinetics of Il2ra 

induction.

Il2ra expression is critical for iTreg differentiation from naive CD4+ T cells. A delay in Il2ra 

induction could alter polarization towards alternative cell fates. This could lead to functional 

consequences if there were increased differentiation of Th17 cells, which are normally 

suppressed by IL-2. Th17 activity is associated with increased risk for autoimmune diseases 

such as Crohn’s disease. To determine the functional consequences of an Il2ra delay, the 

authors stimulate naive CD4+ T cells in vitro and measure the resulting balance between 

Th17 and iTreg cells. A CaRE4 deletion results in increased polarization towards the Th17 

fate under conditions of low IL-2. This may occur if a delay in Il2ra and low IL-2 frees naive 

CD4+ T cells to differentiate to Th17 cells, whereas high amounts of Il2ra and IL-2 would 

induce formation of iTregs.

A more recent study tracked the occurrence of T1D in Non-obese Diabetic (NOD) mice with 

a CaRE4 deletion. The authors find that CarRE4 deletion protects against T1D132. The 

proposed model for this protection is that delayed IL2RA induction frees IL-2 for 

surrounding nTregs to suppress effector functions. These results suggest that subtle effects 

on gene expression timing, mediated through enhancer SNPs, may contribute to genetic risk 

for autoimmune diseases.

Lrrc32/GARP

A recent study attempted to characterize an intergenic SNP associated with increased risk 

for asthma, T1D, allergy, and Crohn’s disease133. The SNP localizes in an enhancer region 

that influences expression of the Lrrc32 gene, which encodes the protein glycoprotein A 

repetitions predominant (GARP). GARP is a transmembrane glycoprotein that anchors TGF-

β on the surface of Tregs, where its release contributes to the immunosuppressive function of 

Tregs134,135. Enhancer-deleted mice show decreased fractions of GARP+ Tregs in the 

thymus, spleen, and mesenteric lymph nodes. Notably, the magnitude of GARP expression 

does not appear to change, suggesting that the SNP may act through alterations of timing 

enhancer function. These mice proceed to develop loss in body mass, reduced colon length, 

and histopathologic features upon dextran sulfate sodium (DSS) induced colitis. Though a 

time course is needed to directly test timing enhancer function, this study suggests another 

case where alteration of timing enhancer function by a disease-associated SNP potentiates 

disease.

Beyond autoimmunity

Given the widespread involvement of the immune system throughout the body, it is possible 

that SNPs in timing enhancers may contribute to a wider range of diseases beyond 

autoimmune conditions. For example, given the increasing evidence for lymphocyte 

involvement in the brain, it is possible that timing enhancer SNPs could contribute to 

neuropsychiatric disorders136. Additionally, given the involvement of the immune system 

with cancer response, timing enhancers could underlie genetic predisposition to cancer or 

cancer immunotherapy responses137. Thus, continued study of timing enhancers may not 

only highlight novel mechanisms of timing in the immune system, but may also reveal 
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insight to the contribution of genetic risk in a wide range of diseases. In general, to establish 

a role for SNPs in altering gene induction timing, we will need to track gene expression over 

time at the single-cell level. Further studies designed to detect the contribution of timing 

enhancers to immune function may reveal the basis by which some SNPs contribute to 

immunopathology.

Conclusions and future directions

An ability to regulate the timing of cell state and lineage transitions is critical for immune 

system development and function. By drawing upon specific examples in lymphocyte 

biology, we have defined a distinct class of cis-regulatory elements, termed “timing 

enhancers”, that can modulate the timing of gene activation over hours, days, and possibly 

longer timescales. Timing enhancers control the activation times of lineage-specifying genes 

in immune development and function26,40,51,65,78, and could consequently set the sizes and 

fractions of different immune cell lineages that emerge. They can also control the expression 

kinetics of effector genes, such as cytokines, and thereby regulate the speed and the overall 

strength of an immune response88,90. From these examples, we suggest that timing 

enhancers could be more broadly utilized to control the temporal dynamics of the immune 

system.

Moving forward, it will be useful to systematically identify timing enhancers in 

lymphocytes, and determine their roles in immune development and function. To identify 

candidate timing enhancers, it will be useful to know what chromatin and genome 

architectural features distinguish timing enhancers from other types of cis-regulatory 

elements. Heritable chromatin features, such as DNA methylation and histone H3K27 

trimethylation, may indicate timing enhancer function, though we will need further study of 

the gene regulatory mechanisms operating at specific timing enhancer loci to reveal 

definitive distinguishing molecular features. Timing enhancers can also be identified by the 

effects of their disruption on gene activation and target cell population fractions. Such 

studies have mostly involved analysis of individual candidate elements through generation of 

mice with targeted enhancer deletions. Cas9-based approaches138,139, by enabling disruption 

of genomic elements in primary cells140,141, could enable a more high-throughput analysis. 

Ultimately, to conclusively demonstrate that an enhancer acts in cis to generate an activation 

delay, it will be necessary to make time course measurements of gene activation at the level 

of single alleles in single cells. The dual allelic reporter approach we used for Bcl11b could 

also be broadly used to reveal timing enhancer action for other genes.

Elucidating the physical basis by which timing enhancers control chromatin and gene 

expression will deepen our understanding of eukaryotic gene regulation and provide a basis 

for engineering immune gene regulatory circuits for therapy. We now have a fairly detailed 

parts list of genes and proteins that participate in chromatin regulation; however, it is not 

apparent how these parts can together implement switching dynamics over long timescales 

that are tunable by enhancer action. To ultimately explain these physical properties, we will 

need to develop physics-based models of gene activation64,142. We will then need to 

iteratively test these models using quantitative measurements of gene expression at the 

resolution of single alleles in single cells143,144. Ultimately, to elucidate the molecular basis 
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of timing enhancer action, we will also need to resolve chromatin modifications and 

conformational states at the single-allele, single-cell level. Such endeavours will be aided by 

recent advances in super-resolution microscopy and live-cell imaging which enable 

simultaneous visualization of chromatin-associated proteins and the chromatin accessibility 

state at endogenous genomic loci145–147. Ultimately, gaining a physical understanding of 

gene regulation in lymphocytes and other mammalian cell types will open the door to efforts 

to manipulate and engineer gene regulatory circuits for cell-based therapies.

In addition to forward engineering of immune cell circuits, a timing enhancer model may 

allow us to make sense of the vast amounts of genetic information collected for clinical use. 

Millions of DNA variations occur on average between individuals, with several thousand in 

coding-regions and only several hundred currently clinically actionable148. Non-coding 

SNPs are thought to underlie the bulk of genetic risk, but much of the effort to understand 

them assumes an effect on gene expression magnitude149. By drawing attention to their 

potential effects on gene expression kinetics, one may design experiments to detect the 

subtle effects of many SNPs that currently escape attention. A whole new landscape of 

genetic risk may be revealed by viewing gene expression control with the added dimension 

of time.

Acknowledgements

We thank members of the Kueh lab for discussions and input on this manuscript. This work was funded by a NIH/

NHLBI Pathway to Independence Award 5R00HL119638 (to H.Y.K.), NIH/NHLBI grants 5R01HL146478 (to 

H.Y.K), National Science Foundation URoL EF-2021552 (to H.Y.K.), and a John H. Tietze Foundation Trust Stem 

Cell Scientist Award (to H.Y.K.), University of Washington Institute for Stem Cell and Regenerative Medicine 

Scholarships (to N.P. and J.C.), and an NIH/NHLBI F31 Fellowship F31 HL151090 (to N.P.).

Data Availability Statement

Data sharing is not applicable to this article as no new data were created or analyzed in this 

study.

References

1. Heinzel S et al. A Myc-dependent division timer complements a cell-death timer to regulate T cell 

and B cell responses. Nature Immunology 18, 96–103 (2017). [PubMed: 27820810] 

2. Schmiedel BJ et al. Impact of Genetic Polymorphisms on Human Immune Cell Gene Expression. 

Cell 175, 1701–1715.e16 (2018). [PubMed: 30449622] 

3. Bender MA et al. The hypersensitive sites of the murine -globin locus control region act 

independently to affect nuclear localization and transcriptional elongation. Blood 119, 3820–3827 

(2012). [PubMed: 22378846] 

4. Larsson AJM et al. Genomic encoding of transcriptional burst kinetics. Nature (2019) doi:10.1038/

s41586-018-0836-1.

5. Blackwood EM & Kadonaga JT Going the Distance: A Current View of Enhancer Action. Science 

281, 60–63 (1998). [PubMed: 9679020] 

6. Weintraub H Formation of stable transcription complexes as assayed by analysis of individual 

templates. Proceedings of the National Academy of Sciences 85, 5819–5823 (1988).

7. Walters MC et al. Enhancers increase the probability but not the level of gene expression. 

Proceedings of the National Academy of Sciences 92, 7125–7129 (1995).

Chu et al. Page 18

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



8. Guy LG et al. The beta-globin locus control region enhances transcription of but does not confer 

position-independent expression onto the lacZ gene in transgenic mice. EMBO J 15, 3713–3721 

(1996). [PubMed: 8670875] 

9. Magis W, Fiering S, Groudine M & Martin DIK An upstream activator of transcription coordinately 

increases the level and epigenetic stability of gene expression. PNAS 93, 13914–13918 (1996). 

[PubMed: 8943035] 

10. Dekker J Gene Regulation in the Third Dimension. Science 319, 1793–1794 (2008). [PubMed: 

18369139] 

11. Schoenfelder S & Fraser P Long-range enhancer–promoter contacts in gene expression control. 

Nature Reviews Genetics (2019) doi:10.1038/s41576-019-0128-0.

12. Field A & Adelman K Evaluating Enhancer Function and Transcription. Annual Review of 

Biochemistry 89, 213–234 (2020).

13. Ong C-T & Corces VG Enhancer function: new insights into the regulation of tissue-specific gene 

expression. Nature Reviews Genetics 12, 283–293 (2011).

14. Witte S, O’Shea JJ & Vahedi G Super-enhancers: Asset management in immune cell genomes. 

Trends in Immunology 36, 519–526 (2015). [PubMed: 26277449] 

15. Schuettengruber B, Bourbon H-M, Di Croce L & Cavalli G Genome Regulation by Polycomb and 

Trithorax: 70 Years and Counting. Cell 171, 34–57 (2017). [PubMed: 28938122] 

16. Aloia L, Di Stefano B & Di Croce L Polycomb complexes in stem cells and embryonic 

development. Development 140, 2525–2534 (2013). [PubMed: 23715546] 

17. Bird A DNA methylation patterns and epigenetic memory. Genes Dev. 16, 6–21 (2002). [PubMed: 

11782440] 

18. Khan M, Vaes E & Mombaerts P Regulation of the Probability of Mouse Odorant Receptor Gene 

Choice. Cell 147, 907–921 (2011). [PubMed: 22078886] 

19. Hathaway NA et al. Dynamics and Memory of Heterochromatin in Living Cells. Cell 149, 1447–

1460 (2012). [PubMed: 22704655] 

20. Walters MC et al. Transcriptional enhancers act in cis to suppress position-effect variegation. 

Genes Dev. 10, 185–195 (1996). [PubMed: 8566752] 

21. Bintu L et al. Dynamics of epigenetic regulation at the single-cell level. Science 351, 720–724 

(2016). [PubMed: 26912859] 

22. Li Q et al. Locus control regions: coming of age at a decade plus. Trends in Genetics 15, 403–408 

(1999). [PubMed: 10498936] 

23. Whyte WA et al. Master Transcription Factors and Mediator Establish Super-Enhancers at Key Cell 

Identity Genes. Cell 153, 307–319 (2013). [PubMed: 23582322] 

24. Parker SCJ et al. Chromatin stretch enhancer states drive cell-specific gene regulation and harbor 

human disease risk variants. PNAS 110, 17921–17926 (2013). [PubMed: 24127591] 

25. Simeonov DR et al. Discovery of stimulation-responsive immune enhancers with CRISPR 

activation. Nature 549, 111–115 (2017). [PubMed: 28854172] 

26. Zheng Y et al. Role of conserved non-coding DNA elements in the Foxp3 gene in regulatory T-cell 

fate. Nature 463, 808–812 (2010). [PubMed: 20072126] 

27. Raser JM & O’Shea EK Noise in gene expression: origins, consequences, and control. Science 

(New York, N.Y.) 309, 2010–2013 (2005).

28. Raj A & van Oudenaarden A Nature, Nurture, or Chance: Stochastic Gene Expression and Its 

Consequences. Cell 135, 216–226 (2008). [PubMed: 18957198] 

29. Elowitz MB Stochastic Gene Expression in a Single Cell. Science 297, 1183–1186 (2002). 

[PubMed: 12183631] 

30. Larsson AJM et al. Genomic encoding of transcriptional burst kinetics. Nature (2019) doi:10.1038/

s41586-018-0836-1.

31. Fukaya T, Lim B & Levine M Enhancer Control of Transcriptional Bursting. Cell 166, 358–368 

(2016). [PubMed: 27293191] 

32. Bartman CR, Hsu SC, Hsiung CC-S, Raj A & Blobel GA Enhancer Regulation of Transcriptional 

Bursting Parameters Revealed by Forced Chromatin Looping. Molecular Cell 62, 237–247 (2016). 

[PubMed: 27067601] 

Chu et al. Page 19

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



33. Chen H et al. Dynamic interplay between enhancer–promoter topology and gene activity. Nature 

Genetics 50, 1296–1303 (2018). [PubMed: 30038397] 

34. Rodriguez J & Larson DR Transcription in Living Cells: Molecular Mechanisms of Bursting. 

Annual Review of Biochemistry 89, 189–212 (2020).

35. Abadie K, Pease NA, Wither MJ & Kueh HY Order by chance: origins and benefits of stochasticity 

in immune cell fate control. Current Opinion in Systems Biology 18, 95–103 (2019).

36. Kaech SM & Ahmed R Memory CD8+ T cell differentiation: initial antigen encounter triggers a 

developmental program in naïve cells. Nature Immunology 2, 415–422 (2001). [PubMed: 

11323695] 

37. Kaech SM & Ahmed R Memory CD8 + T cell differentiation: initial antigen encounter triggers a 

developmental program in naïve cells. Nature Immunology 2, 415–422 (2001). [PubMed: 

11323695] 

38. Raff M Intracellular Developmental Timers. Cold Spring Harbor Symposia on Quantitative 

Biology 72, 431–435 (2007). [PubMed: 18419301] 

39. Ebisuya M & Briscoe J What does time mean in development? Development 145, dev164368 

(2018). [PubMed: 29945985] 

40. Mao A-P, Ishizuka IE, Kasal DN, Mandal M & Bendelac A A shared Runx1-bound Zbtb16 

enhancer directs innate and innate-like lymphoid lineage development. Nat Commun 8, 863 

(2017). [PubMed: 29038474] 

41. Hosokawa H et al. Cell type–specific actions of Bcl11b in early T-lineage and group 2 innate 

lymphoid cells. The Journal of Experimental Medicine 217, e20190972 (2020). [PubMed: 

31653691] 

42. Walters MC et al. Transcriptional enhancers act in cis to suppress position-effect variegation. 

Genes Dev. 10, 185–195 (1996). [PubMed: 8566752] 

43. Bintu L et al. Transcriptional regulation by the numbers: models. Curr. Opin. Genet. Dev. 15, 116–

124 (2005). [PubMed: 15797194] 

44. Phillips R Napoleon Is in Equilibrium. Annual Review of Condensed Matter Physics 6, 85–111 

(2015).

45. Estrada J, Wong F, DePace A & Gunawardena J Information Integration and Energy Expenditure in 

Gene Regulation. Cell 166, 234–244 (2016). [PubMed: 27368104] 

46. Alon U Network motifs: theory and experimental approaches. Nature Reviews Genetics 8, 450–

461 (2007).

47. Bolouri H & Davidson EH Modeling transcriptional regulatory networks. Bioessays 24, 1118–

1129 (2002). [PubMed: 12447977] 

48. Mayran A et al. Pioneer factor Pax7 deploys a stable enhancer repertoire for specification of cell 

fate. Nature Genetics 50, 259–269 (2018). [PubMed: 29358650] 

49. Zhou W et al. Single-Cell Analysis Reveals Regulatory Gene Expression Dynamics Leading to 

Lineage Commitment in Early T Cell Development. Cell Systems 9, 321–337.e9 (2019). 

[PubMed: 31629685] 

50. Berry S, Hartley M, Olsson TSG, Dean C & Howard M Local chromatin environment of a 

Polycomb target gene instructs its own epigenetic inheritance. eLife 4, (2015).

51. Ng KK et al. A stochastic epigenetic switch controls the dynamics of T-cell lineage commitment. 

eLife 7, e37851 (2018). [PubMed: 30457103] 

52. Wu YL, Stubbington MJT, Daly M, Teichmann SA & Rada C Intrinsic transcriptional 

heterogeneity in B cells controls early class switching to IgE. The Journal of Experimental 

Medicine 214, 183–196 (2017). [PubMed: 27994069] 

53. Mariani L et al. Short-term memory in gene induction reveals the regulatory principle behind 

stochastic IL-4 expression. Molecular Systems Biology 6, (2010).

54. Yui MA & Rothenberg EV Developmental gene networks: a triathlon on the course to T cell 

identity. Nature Reviews Immunology 14, 529–545 (2014).

55. Ikawa T et al. An essential developmental checkpoint for production of the T cell lineage. Science 

329, 93–96 (2010). [PubMed: 20595615] 

Chu et al. Page 20

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



56. Li P et al. Reprogramming of T cells to natural killer-like cells upon Bcl11b deletion. Science 329, 

85–89 (2010). [PubMed: 20538915] 

57. Li L, Leid M & Rothenberg EV An Early T Cell Lineage Commitment Checkpoint Dependent on 

the Transcription Factor Bcl11b. Science 329, 89–93 (2010). [PubMed: 20595614] 

58. Yu Y et al. The transcription factor Bcl11b is specifically expressed in group 2 innate lymphoid 

cells and is essential for their development. J. Exp. Med. 212, 865–874 (2015). [PubMed: 

25964371] 

59. Li L et al. A far downstream enhancer for murine Bcl11b controls its T-cell specific expression. 

Blood 122, 902–911 (2013). [PubMed: 23741008] 

60. Kueh HY et al. Asynchronous combinatorial action of four regulatory factors activates Bcl11b for 

T cell commitment. Nature Immunology 17, 956–965 (2016). [PubMed: 27376470] 

61. Zhang JA, Mortazavi A, Williams BA, Wold BJ & Rothenberg EV Dynamic Transformations of 

Genome-wide Epigenetic Marking and Transcriptional Control Establish T Cell Identity. Cell 149, 

467–482 (2012). [PubMed: 22500808] 

62. Hu G et al. Transformation of Accessible Chromatin and 3D Nucleome Underlies Lineage 

Commitment of Early T Cells. Immunity 48, 227–242.e8 (2018). [PubMed: 29466755] 

63. Isoda T et al. Non-coding Transcription Instructs Chromatin Folding and Compartmentalization to 

Dictate Enhancer-Promoter Communication and T Cell Fate. Cell 171, 103–119.e18 (2017). 

[PubMed: 28938112] 

64. Nguyen PHB, Pease NA, Ng KKH, Irwin B & Kueh HY Temporal scaling in developmental gene 

networks by epigenetic timing control. bioRxiv 752170 (2019) doi:10.1101/752170.

65. Chong MMW et al. Epigenetic propagation of CD4 expression is established by the Cd4 proximal 

enhancer in helper T cells. Genes & Development 24, 659–669 (2010). [PubMed: 20360383] 

66. Chen JCJ & Goldhamer DJ The core enhancer is essential for proper timing of MyoD activation in 

limb buds and branchial arches. Developmental Biology 265, 502–512 (2004). [PubMed: 

14732408] 

67. Juan AH & Ruddle FH Enhancer timing of Hox gene expression: deletion of the endogenous 

Hoxc8 early enhancer. Development 130, 4823–4834 (2003). [PubMed: 12917291] 

68. Gérard M, Zákány J & Duboule D Interspecies exchange of a Hoxd enhancer in vivo induces 

premature transcription and anterior shift of the sacrum. Dev. Biol. 190, 32–40 (1997). [PubMed: 

9331329] 

69. Rodríguez-Carballo E et al. Chromatin topology and the timing of enhancer function at the HoxD 

locus. PNAS (2020) doi:10.1073/pnas.2015083117.

70. Kreslavsky T et al. β-selection-induced proliferation is required for αβ T cell differentiation. 

Immunity 37, 840–853 (2012). [PubMed: 23159226] 

71. Krueger A, Ziętara N & Łyszkiewicz M T Cell Development by the Numbers. Trends in 

Immunology 38, 128–139 (2017). [PubMed: 27842955] 

72. Issuree PDA, Ng CP & Littman DR Heritable Gene Regulation in the CD4:CD8 T Cell Lineage 

Choice. Front. Immunol. 8, (2017).

73. Ellmeier W, Sunshine MJ, Maschek R & Littman DR Combined Deletion of CD8 Locus cis-

Regulatory Elements Affects Initiation but Not Maintenance of CD8 Expression. Immunity 16, 

623–634 (2002). [PubMed: 12049715] 

74. Garefalaki A et al. Variegated expression of CD8 alpha resulting from in situ deletion of regulatory 

sequences. Immunity 16, 635–647 (2002). [PubMed: 12049716] 

75. Singer A, Adoro S & Park J-H Lineage fate and intense debate: myths, models and mechanisms of 

CD4- versus CD8-lineage choice. Nature Reviews Immunology 8, 788–801 (2008).

76. Sawada S A lineage-specific transcriptional silencer regulates CD4 gene expression during T 

lymphocyte development. Cell 77, 917–929 (1994). [PubMed: 8004678] 

77. Zou Y-R et al. Epigenetic silencing of CD4 in T cells committed to the cytotoxic lineage. Nature 

Genetics 29, 332–336 (2001). [PubMed: 11687799] 

78. Taniuchi I, Sunshine MJ, Festenstein R & Littman DR Evidence for distinct CD4 silencer functions 

at different stages of thymocyte differentiation. Mol. Cell 10, 1083–1096 (2002). [PubMed: 

12453416] 

Chu et al. Page 21

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



79. Sellars M et al. Regulation of DNA methylation dictates Cd4 expression during the development of 

helper and cytotoxic T cell lineages. Nature Immunology 16, 746–754 (2015). [PubMed: 

26030024] 

80. Josefowicz SZ, Lu L-F & Rudensky AY Regulatory T Cells: Mechanisms of Differentiation and 

Function. Annu. Rev. Immunol. 30, 531–564 (2012). [PubMed: 22224781] 

81. Lu L, Barbi J & Pan F The regulation of immune tolerance by FOXP3. Nature Reviews 

Immunology 17, 703–717 (2017).

82. Josefowicz SZ et al. Extrathymically generated regulatory T cells control mucosal T H 2 

inflammation. Nature 482, 395–399 (2012). [PubMed: 22318520] 

83. Samstein RM, Josefowicz SZ, Arvey A, Treuting PM & Rudensky AY Extrathymic Generation of 

Regulatory T Cells in Placental Mammals Mitigates Maternal-Fetal Conflict. Cell 150, 29–38 

(2012). [PubMed: 22770213] 

84. Schuster C, Jonas F, Zhao F & Kissler S Peripherally induced regulatory T cells contribute to the 

control of autoimmune diabetes in the NOD mouse model. European Journal of Immunology 48, 

1211–1216 (2018). [PubMed: 29604048] 

85. Savage AK et al. The transcription factor PLZF directs the effector program of the NKT cell 

lineage. Immunity 29, 391–403 (2008). [PubMed: 18703361] 

86. Collins PL, Henderson MA & Aune TM Diverse Functions of Distal Regulatory Elements at the 

IFNG Locus. J.I. 188, 1726–1733 (2012).

87. Balasubramani A et al. Deletion of a Conserved cis-Element in the Ifng Locus Highlights the Role 

of Acute Histone Acetylation in Modulating Inducible Gene Transcription. PLoS Genetics 10, 

e1003969 (2014). [PubMed: 24415943] 

88. Tanaka S et al. The enhancer HS2 critically regulates GATA-3-mediated Il4 transcription in T H 2 

cells. Nature Immunology 12, 77–85 (2011). [PubMed: 21131966] 

89. Vijayanand P et al. Interleukin-4 production by Follicular Helper T cells requires the conserved Il4 

enhancer HS V. Immunity 36, 175–187 (2012). [PubMed: 22326582] 

90. Koh B et al. A conserved enhancer regulates Il9 expression in multiple lineages. Nature 

Communications 9, 4803 (2018).

91. Bevington SL et al. Inducible chromatin priming is associated with the establishment of 

immunological memory in T cells. The EMBO Journal 35, 515–535 (2016). [PubMed: 26796577] 

92. Kloetgen A, Thandapani P, Tsirigos A & Aifantis I 3D Chromosomal Landscapes in 

Hematopoiesis and Immunity. Trends in Immunology 40, 809–824 (2019). [PubMed: 31422902] 

93. Beagan JA & Phillips-Cremins JE On the existence and functionality of topologically associating 

domains. Nature Genetics 52, 8–16 (2020). [PubMed: 31925403] 

94. Lakadamyali M & Cosma MP Visualizing the genome in high resolution challenges our textbook 

understanding. Nature Methods 17, 371–379 (2020). [PubMed: 32123395] 

95. Shaban HA & Seeber A Monitoring the spatio-temporal organization and dynamics of the genome. 

Nucleic Acids Res 48, 3423–3434 (2020). [PubMed: 32123910] 

96. Misteli T The Self-Organizing Genome: Principles of Genome Architecture and Function. Cell 

183, 28–45 (2020). [PubMed: 32976797] 

97. Grossniklaus U & Paro R Transcriptional Silencing by Polycomb-Group Proteins. Cold Spring 

Harbor Perspectives in Biology 6, a019331–a019331 (2014). [PubMed: 25367972] 

98. Nicetto D & Zaret K Role of H3K9me3 Heterochromatin in Cell Identity Establishment and 

Maintenance. Curr Opin Genet Dev 55, 1–10 (2019). [PubMed: 31103921] 

99. Ninova M, Tóth KF & Aravin AA The control of gene expression and cell identity by H3K9 

trimethylation. Development 146, (2019).

100. Margueron R et al. Role of the polycomb protein EED in the propagation of repressive histone 

marks. Nature 461, 762–767 (2009). [PubMed: 19767730] 

101. Bannister AJ et al. Selective recognition of methylated lysine 9 on histone H3 by the HP1 chromo 

domain. Nature 410, 120–124 (2001). [PubMed: 11242054] 

102. Larson AG et al. Liquid droplet formation by HP1α suggests a role for phase separation in 

heterochromatin. Nature 547, 236–240 (2017). [PubMed: 28636604] 

Chu et al. Page 22

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



103. Strom AR et al. Phase separation drives heterochromatin domain formation. Nature 547, 241–245 

(2017). [PubMed: 28636597] 

104. Plys AJ et al. Phase separation of Polycomb-repressive complex 1 is governed by a charged 

disordered region of CBX2. Genes & Development 33, 799–813 (2019). [PubMed: 31171700] 

105. Eeftens JM, Kapoor M & Brangwynne CP Epigenetic memory as a time integral over prior 

history of Polycomb phase separation. 2020.08.19.254706 https://www.biorxiv.org/content/

10.1101/2020.08.19.254706v1 (2020).

106. Iwafuchi-Doi M & Zaret KS Pioneer transcription factors in cell reprogramming. Genes & 

Development 28, 2679–2692 (2014). [PubMed: 25512556] 

107. Zaret KS Pioneer Transcription Factors Initiating Gene Network Changes. Annual Review of 

Genetics (2020) doi:10.1146/annurev-genet-030220-015007.

108. Zhang DX & Glass CK Towards an understanding of cell-specific functions of signal-dependent 

transcription factors. Journal of Molecular Endocrinology 51, T37–T50 (2013). [PubMed: 

24130129] 

109. Cirillo LA & Zaret KS An early developmental transcription factor complex that is more stable on 

nucleosome core particles than on free DNA. Molecular Cell 4, 961–969 (1999). [PubMed: 

10635321] 

110. Fernandez Garcia M et al. Structural Features of Transcription Factors Associating with 

Nucleosome Binding. Molecular Cell 75, 921–932.e6 (2019). [PubMed: 31303471] 

111. Minderjahn J et al. Mechanisms governing the pioneering and redistribution capabilities of the 

non-classical pioneer PU.1. Nature Communications 11, 402 (2020).

112. Vernimmen D et al. Polycomb eviction as a new distant enhancer function. Genes & Development 

25, 1583–1588 (2011). [PubMed: 21828268] 

113. Sardina JL et al. Transcription Factors Drive Tet2-Mediated Enhancer Demethylation to 

Reprogram Cell Fate. Cell Stem Cell 23, 727–741.e9 (2018). [PubMed: 30220521] 

114. Germar K et al. T-cell factor 1 is a gatekeeper for T-cell specification in response to Notch 

signaling. Proc. Natl. Acad. Sci. U.S.A. 108, 20060–20065 (2011). [PubMed: 22109558] 

115. Zaret KS & Carroll JS Pioneer transcription factors: establishing competence for gene expression. 

Genes Dev 25, 2227–2241 (2011). [PubMed: 22056668] 

116. Johnson JL et al. Lineage-Determining Transcription Factor TCF-1 Initiates the Epigenetic 

Identity of T Cells. Immunity 48, 243–257.e10 (2018). [PubMed: 29466756] 

117. Chen J et al. Single-Molecule Dynamics of Enhanceosome Assembly in Embryonic Stem Cells. 

Cell 156, 1274–1285 (2014). [PubMed: 24630727] 

118. Izeddin I et al. Single-molecule tracking in live cells reveals distinct target-search strategies of 

transcription factors in the nucleus. eLife 3, e02230 (2014).

119. Liu H et al. Visualizing long-term single-molecule dynamics in vivo by stochastic protein 

labeling. PNAS 115, 343–348 (2018). [PubMed: 29284749] 

120. Li R et al. Dynamic EBF1 occupancy directs sequential epigenetic and transcriptional events in 

B-cell programming. Genes & Development 32, 96–111 (2018). [PubMed: 29440261] 

121. Vijayanand P et al. Interleukin-4 Production by Follicular Helper T Cells Requires the Conserved 

Il4 Enhancer Hypersensitivity Site V. Immunity 36, 175–187 (2012). [PubMed: 22326582] 

122. Du J, Johnson LM, Jacobsen SE & Patel DJ DNA methylation pathways and their crosstalk with 

histone methylation. Nature Reviews Molecular Cell Biology 16, 519–532 (2015). [PubMed: 

26296162] 

123. Bilic I et al. Negative regulation of CD8 expression via Cd8 enhancer–mediated recruitment of 

the zinc finger protein MAZR. Nature Immunology 7, 392–400 (2006). [PubMed: 16491076] 

124. Wu X & Zhang Y TET-mediated active DNA demethylation: mechanism, function and beyond. 

Nat Rev Genet 18, 517–534 (2017). [PubMed: 28555658] 

125. Messerschmidt DM, Knowles BB & Solter D DNA methylation dynamics during epigenetic 

reprogramming in the germline and preimplantation embryos. Genes & Development 28, 812–

828 (2014). [PubMed: 24736841] 

Chu et al. Page 23

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



126. Kagiwada S, Kurimoto K, Hirota T, Yamaji M & Saitou M Replication-coupled passive DNA 

demethylation for the erasure of genome imprints in mice. EMBO J 32, 340–353 (2013). 

[PubMed: 23241950] 

127. Smallwood A, Estève P-O, Pradhan S & Carey M Functional cooperation between HP1 and 

DNMT1 mediates gene silencing. Genes Dev 21, 1169–1178 (2007). [PubMed: 17470536] 

128. Maurano MT et al. Systematic Localization of Common Disease-Associated Variation in 

Regulatory DNA. Science 337, 1190–1195 (2012). [PubMed: 22955828] 

129. Roadmap Epigenomics Consortium et al. Integrative analysis of 111 reference human 

epigenomes. Nature 518, 317–330 (2015). [PubMed: 25693563] 

130. Mitra S & Leonard WJ Biology of IL-2 and its therapeutic modulation: Mechanisms and 

strategies. Journal of Leukocyte Biology 103, 643–655 (2018). [PubMed: 29522246] 

131. Farh KK-H et al. Genetic and epigenetic fine mapping of causal autoimmune disease variants. 

Nature 518, 337–343 (2015). [PubMed: 25363779] 

132. Simeonov DR et al. T cell subset-selective IL2RA enhancers shape autoimmune diabetes risk. 

http://biorxiv.org/lookup/doi/10.1101/2020.07.22.216564 (2020) 

doi:10.1101/2020.07.22.216564.

133. Nasrallah R et al. A distal enhancer at risk locus 11q13.5 promotes suppression of colitis by T reg 

cells. Nature 583, 447–452 (2020). [PubMed: 32499651] 

134. Andersson J et al. CD4+FoxP3+ regulatory T cells confer infectious tolerance in a TGF-β–
dependent manner. J Exp Med 205, 1975–1981 (2008). [PubMed: 18710931] 

135. Nakamura K et al. TGF-β1 Plays an Important Role in the Mechanism of CD4+CD25+ 

Regulatory T Cell Activity in Both Humans and Mice. The Journal of Immunology 172, 834–842 

(2004). [PubMed: 14707053] 

136. Nott A et al. Brain cell type–specific enhancer–promoter interactome maps and disease-risk 

association. Science 366, 1134–1139 (2019). [PubMed: 31727856] 

137. Lim YW et al. Germline genetic polymorphisms influence tumor gene expression and immune 

cell infiltration. PNAS 115, E11701–E11710 (2018). [PubMed: 30463956] 

138. Ryan GE & Farley EK Functional genomic approaches to elucidate the role of enhancers during 

development. WIREs Systems Biology and Medicine 12, e1467 (2019). [PubMed: 31808313] 

139. Gasperini M, Tome JM & Shendure J Towards a comprehensive catalogue of validated and target-

linked human enhancers. Nature Reviews Genetics 21, 292–310 (2020).

140. Diao Y et al. A tiling-deletion-based genetic screen for cis-regulatory element identification in 

mammalian cells. Nature Methods 14, 629–635 (2017). [PubMed: 28417999] 

141. Gasperini M et al. CRISPR/Cas9-Mediated Scanning for Regulatory Elements Required for 

HPRT1 Expression via Thousands of Large, Programmed Genomic Deletions. The American 

Journal of Human Genetics 101, 192–205 (2017). [PubMed: 28712454] 

142. Angel A, Song J, Dean C & Howard M A Polycomb-based switch underlying quantitative 

epigenetic memory. Nature 476, 105–108 (2011). [PubMed: 21785438] 

143. Berry S, Hartley M, Olsson TSG, Dean C & Howard M Local chromatin environment of a 

Polycomb target gene instructs its own epigenetic inheritance. Elife 4, (2015).

144. Sneppen K & Ringrose L Theoretical analysis of Polycomb-Trithorax systems predicts that 

poised chromatin is bistable and not bivalent. Nature Communications 10, (2019).

145. Kundu S et al. Polycomb Repressive Complex 1 Generates Discrete Compacted Domains that 

Change during Differentiation. Molecular Cell 65, 432–446.e5 (2017). [PubMed: 28157505] 

146. Xu J et al. Super-Resolution Imaging of Higher-Order Chromatin Structures at Different 

Epigenomic States in Single Mammalian Cells. Cell Reports 24, 873–882 (2018). [PubMed: 

30044984] 

147. Li J et al. Single-Molecule Nanoscopy Elucidates RNA Polymerase II Transcription at Single 

Genes in Live Cells. Cell 178, 491–506.e28 (2019). [PubMed: 31155237] 

148. Dorschner MO et al. Actionable, Pathogenic Incidental Findings in 1,000 Participants’ Exomes. 

The American Journal of Human Genetics 93, 631–640 (2013). [PubMed: 24055113] 

149. Consortium T Gte. The GTEx Consortium atlas of genetic regulatory effects across human 

tissues. Science 369, 1318–1330 (2020). [PubMed: 32913098] 

Chu et al. Page 24

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



150. Altan-Bonnet G & Germain RN Modeling T Cell Antigen Discrimination Based on Feedback 

Control of Digital ERK Responses. PLoS Biology 3, e356 (2005). [PubMed: 16231973] 

151. Murphy K & Weaver C Janeway’s Immunobiology. (Garland Science, 2016).

152. Obst R The Timing of T Cell Priming and Cycling. Front Immunol 6, (2015).

153. Macallan DC, Busch R & Asquith B Current estimates of T cell kinetics in humans. Current 

Opinion in Systems Biology 18, 77–86 (2019). [PubMed: 31922055] 

154. Placek K et al. MLL4 prepares the enhancer landscape for Foxp3 induction via chromatin 

looping. Nature Immunology (2017) doi:10.1038/ni.3812.

155. Harly C et al. A Shared Regulatory Element Controls the Initiation of Tcf7 Expression During 

Early T Cell and Innate Lymphoid Cell Developments. Front. Immunol. 11, (2020).

156. Ronai D, Berru M & Shulman MJ Variegated Expression of the Endogenous Immunoglobulin 

Heavy-Chain Gene in the Absence of the Intronic Locus Control Region. Molecular and Cellular 

Biology 19, 7031–7040 (1999). [PubMed: 10490640] 

157. Ronai D, Berru M & Shulman MJ Positive and Negative Transcriptional States of a Variegating 

Immunoglobulin Heavy Chain (IgH) Locus Are Maintained by a cis-Acting Epigenetic 

Mechanism. The Journal of Immunology 169, 6919–6927 (2002). [PubMed: 12471125] 

Chu et al. Page 25

Immunol Rev. Author manuscript; available in PMC 2021 March 29.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



Figure 1. Timescales in lymphocyte biology.

From left to right: Transcription factor (TF) residence on DNA (seconds to minutes)117; T-

cell receptor (TCR) signaling (seconds to minutes)150; Inflammatory response (minutes to 

hours)151; Cytokine activation (hours)151; T-cell effector differentiation (3 – 5 days)152; T-

cell lineage commitment (1 – 2 weeks)71; Affinity maturation (3 – 4 weeks)151; 

Hematopoietic stem cell (HSC) lifetime (months)71; T-cell memory half-life in mice (> 60 

days)153.
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Figure 2. Timing enhancer versus amplitude enhancer.

(A) A timing enhancer alters the activation time (τ) for a gene locus to switch from an 

inactive to an active expression state. An increase in transcription factor concentration [TF] 

shortens activation time as its primary action. A timing enhancer is predicted to produce 

stable subpopulations of cells with discrete gene expression states. Modulations in timing 

enhancer activity change the probability that these subpopulations arise over time, without 

affecting gene expression magnitude. (B) An amplitude enhancer alters the transcription rate 

(v), which measures transcript production as a result of RNA polymerase II loading and 

elongation. An increase in [TF] increases transcription rate. An amplitude enhancer is 

predicted to give rise to a single population of cells with graded changes in expression 

magnitude. Modulations in amplitude enhancer activity change expression magnitude 

without altering timing.
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Figure 3. Timing enhancers could modulate the timing of regulatory events and differentiated 

cell population sizes.

(A) When gene activation is unconstrained by competing factors, changes in timing 

enhancer strength would have no effect on the fraction of output cells, because all cells 

would eventually turn on the target gene. (B, top) When gene activation timing is limited to 

a finite time window, changes in timing enhancer strength could alter the final fraction of 

cell fates. (B, bottom) When two competing cell fate genes express antagonistic regulators, 
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changes in timing enhancer strength at one gene would simultaneously alter the fraction of 

both cell fates.
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Figure 4. Tracking two copies of the same gene in single cells reveals cis-timing control and 

timing enhancer action.

(A) Separately tracking the activation of two gene copies, marked with distinguishable 

fluorescent reporters, distinguishes cis versus trans control of gene activation timing. When 

activation is limited by cis events at single loci, the two alleles turn on asynchronously in 

single cells, with time differences that can span extended timescales. In contrast, when 

activation is limited by trans events occurring in the nucleus, the two alleles turn on 

synchronously. (B) Single-allele perturbations of non-coding regulatory elements enable the 

unperturbed wild-type allele to serve as a same-cell internal control to ensure all trans-

factors necessary for gene expression are present. To interrogate the function of a candidate 

enhancer, single-cells expressing the unperturbed allele (yellow) can be isolated and re-

cultured. This allows monitoring of the perturbed allele (red) by live-cell imaging. Single-

cell, single-allele tracking enables quantification of the cis-activation timing delay and 

uncovers the function of the candidate enhancer.
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Figure 5. Model for timing enhancer control of gene activation.

Gene loci reside in stable, inactive chromatin states that must be overcome in order for them 

to switch to accessible and transcriptionally active chromatin states. Conformational changes 

at inactive gene loci, possibly driven by loop extrusion, increase the probability or duration 

that a timing enhancer physically interacts with its target gene promoter. Timing enhancers 

bind and localize pioneer transcription factors and chromatin-remodeling factors that disrupt 

condensed chromatin states. Disruptions to the condensed chromatin state can lead to all-or-
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none switching to an active chromatin state that is accessible to the transcriptional 

machinery.
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Table 1:

Candidate timing enhancers from the literature. As discussed in the main text, these enhancers were selected 

based on the observed effects of enhancer perturbation on (1) population sizes of cells expressing the target 

gene, (2) initiation, but not maintenance of expression, and (3) the stability of enhancer-controlled inactive and 

active states over cell division. Details for individual studies are provided above.

Target 
Gene

Candidate 
Timing 
Enhancer

Location Effect of Deletion References

Cd4 S4 Mutation of individual binding motifs within intronic silencer S4 results in 
variegated derepression of CD4 in lymph node T cells. This leads to a 

reduced fraction of CD8+ T cells in periphery. Suggests that the silencer 
regulates the locus by tuning the probability of heterochromatin silencing. A 
time course of CD4 expression could reveal whether the element affects the 
timing of CD4 silencing.

78

Cd8 E8I/E8II
E8V

Cd8 enhancers lie 
in a 36 kb 
intergenic region 
between Cd8b 
and Cd8a.

Combined deletions result in variegated expression of Cd8 in thymocytes 

during DN-DP transition. This leads to a reduced fraction of CD8+ T cells in 
lymph nodes, although Cd8 magnitude remains unaffected. A time course 
suggests a delay in Cd8 activation.
Deletion results variegated expression of Cd8 in thymocytes during DN-DP 

transition. This leads to a reduced fraction of CD8+ T cells in lymph nodes, 
although Cd8 magnitude remains unaffected.

73

74

Foxp3 CNS1
CNS3
MML4BS

−1 intron 
downstream 
Foxp3 promoter
+1 intron 
downstream 
Foxp3 promoter
−8.5 kb upstream 
Foxp3

CNS1-KO does not affect the percentage of FoxP3+ Tregs in the thymus but 

results in a reduced percentage of FoxP3+ induced Tregs found in the 

periphery and also show a decrease in the fraction of FoxP3+ cells upon in 
vitro stimulation of naive T cells without affecting expression magnitude. 
CNS1-KO mice display a wide-range of phenotypes including excessive 
Th2 inflammation of mucosal tissues, increased rates of embryo resorption, 
and spontaneous diabetes with severe insulutis.

Deletion of CNS3 decreases the fraction of FoxP3+ thymocytes without 
affecting expression magnitude. CNS3-deficient mice have reduced fraction 

of FoxP3+ cells upon in vitro TGF-β stimulation without affecting 

magnitude. Increased Ki67+FoxP3+ thymocytes and peripheral cells in 
CNS3-KO mice suggests compensation to maintain T-cell compartment 
size.
Deletion of this MLL4 binding region delays the onset of Foxp3 expression 

and reduces the fraction of FoxP3+ CD4+ lymphocytes following 
stimulation. Mice with this element removed exhibited an increase in the 
percentage of Treg precursor cells found in the thymus, but a decrease in 
mature Treg cells found in the peripheral lymphoid organs.

26,82–84

26

154

Bcl11b Major Peak +850 kb 
downstream 
Bcl11b

Deletion of 2 kb region lying 850 kb downstream of Bcl11b delays 
expression of Bcl11b in cis. The affected allele eventually expresses Bcl11b 
at wildtype magnitude. Evidence that an enhancer regulates the timing of 
expression without affecting magnitude. Deletion of this element results in a 
decline of ILC2 output.

51,59

Tcf7 Region 3 −30 kb upstream 
Tcf7

Deletion of a 1 kb region impedes initiation of TCF-1 expression in T-cell 
and ILC progenitors. TCF-1 eventually gets expressed at later stages at 
lower magnitude, suggesting that the enhancer has properties of both timing 
and amplitude enhancers. Deletion results in a decline of thymic and 
peripheral T-cell output. This region harbors a SNP, rs244689.

155

Igh LCR VDJ-Cμ intron Deletion of the LCR leads to variegated expression of Igh in a hybridoma 
cell line. These all-or-none states are heritable and partially mediated in cis. 
By controlling the delay in Igh expression in cis, these elements are 
proposed to contribute to allelic exclusion of antigen receptor genes.

156,157

Il2ra CaRE4 +1 intron 
downstream Il2ra 
promoter

SNP rs61839660C:T in the intronic CaRE4 region delays induction of Il2ra 
in naive T cells from 1 to 3 days. Il2ra eventually expresses at wildtype 
magnitude. 12-nucleotide deletion of the region surrounding rs61839660 
results in a stronger delay effect. In vitro, the deletion skews polarization 
toward Th17 cells, possibly contributing to increased risk for Crohn’s 
disease. In NOD mice the deletion protects against T1D, suggesting that the 
delay factors Treg suppression in response to IL-2 signals.

25,132
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Target 
Gene

Candidate 
Timing 
Enhancer

Location Effect of Deletion References

Lrrc32 
(encodes 
GARP 
protein)

Lrrc32 
enhancer

+69.8 kb 
downstream 
Lrrc32

Deletion of 2.3 kb region containing SNP rs11236797 results in reduced 

fraction of GARP+ Treg. Mice with deletion show loss in body mass, 
reduced colon length, and histopathologic features upon dextran sulfate 
sodium (DSS) induced colitis. A time course could confirm whether 
deletion alters GARP expression kinetics without affecting magnitude.

133

Zbtb16 +21/23 +1 intron 21 kb 
downstream 
Zbtb16

Deletion of +21/23 intronic region reduces the fraction of Zbtb16+ NKT 
precursor cells at Stage 0 but has no effect on Zbtb16 expression levels at 
later stages of NKT development. Mice carrying a +21/23 deletion display a 
moderate delay in thymic NKT development and have reduced numbers of 
NKT cells found in peripheral tissues.

40

Il4 HS-2
HS-V

+2 intron 
downstream Il4
3’ of Il4

Removal of HS2 enhancer decreases the percentage of Th2 polarized cells 
that produce IL-4 in response to TCR stimulation. Mice harboring an HS2 
deletion exhibit diminished IgE production and eosinophil generations 
resulting in airway pathogenesis in response to OVA immunization.
Removal of HS-V decreases the fraction of Th2 polarized cells that produce 
IL-4 in response to PMA stimulation. Mice harboring HS-V deletion display 
diminished IgE production and increased parasite burden following 
Leishmania infection.

88

89

Ifng CNS-22,
CNS-4,
CNS+20

−22, −4, +20 kb 
to Ifng TSS

Deletion of either CNS-22, CNS-4, CNS+20 decreases the fraction of Th1 
polarized lymphocytes that express Ifng following stimulation. Expression 

levels of IFN-γ in IFN-γ+ cells are unaffected.

86,87

Il9 CNS-25 −25 kb upstream 
Il9

Removal of CNS-25 decreases the fraction of Th9 polarized CD4+ 

lymphocytes that produce IL-9 following PMA stimulation. CNS-25 

deficient mice have a reduced percentage IL9+ CD4+ lymphocytes and less 
mast cell and mucus production in response to Aspergillus fumigatus 
challenge.

90

IL3 −34 DHS −24 kb upstream 
IL3

Deletion of −34 DHS in Jurkat cells results in delayed IL3 transcription 
following PMA stimulation.

91
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