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Abstract

This work tackles the issue of fairness in the
context of generative procedures, such as image
super-resolution, which entail different definitions
from the standard classification setting. Moreover,
while traditional group fairness definitions are typ-
ically defined with respect to specified protected
groups — camouflaging the fact that these group-
ings are artificial and carry historical and politi-
cal motivations — we emphasize that there are no
ground truth identities. For instance, should South
and East Asians be viewed as a single group or
separate groups? Should we consider one race
as a whole or further split by gender? Choosing
which groups are valid and who belongs in them
is an impossible dilemma and being “fair” with
respect to Asians may require being “unfair” with
respect to South Asians. This motivates the intro-
duction of definitions that allow algorithms to be
oblivious to the relevant groupings.

We define several intuitive notions of group fair-
ness and study their incompatibilities and trade-
offs. We show that the natural extension of de-
mographic parity is strongly dependent on the
grouping, and impossible to achieve obliviously.
On the other hand, the conceptually new defini-
tion we introduce, Conditional Proportional Rep-
resentation, can be achieved obliviously through
Posterior Sampling. Our experiments validate our
theoretical results and achieve fair image recon-
struction using state-of-the-art generative models.

1. Introduction

Fairness, accountability, and transparency have taken a front-
row seat in the machine learning community. Numerous
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recent controversies have erupted over how current machine
learning systems already in use can be racist (Simonite,
2018), sexist (Kay et al., 2015), homophobic (Morse, 2017),
or all of the above (Moore, 2016). In a recent controversy, a
low-resolution image of Barack Obama was put into PULSE,
a super-resolution generative model (Menon et al., 2020b),
but the resulting image was of a distinctly White man. While
we generally have to be careful when identifying the race
of a person that does not exist, such as the one represented
by the generated image, multiple other reconstructions by
PULSE strongly suggest that this algorithm contributes to
the systemic bias against people of color.

Accuracy of representation as a fairness notion is a signif-
icant leap from the more traditional classification setting,
in which we require some form of independence (or condi-
tional independence) between the sensitive attributes and
the algorithm prediction. In the context of image reconstruc-
tion, the output itself can be considered as having sensitive
attributes, and we want the sensitive attributes of the input
to match the sensitive attributes of the output — which is fun-
damentally different from an independence condition. This
leads us to introduce and discuss new fairness definitions,
specific to the field of image generation, reconstruction,
denoising and super-resolution.

In light of the “White Obama” controversy (Menon et al.,
2020b), it has been suggested that reconstruction algorithms
are biased because the datasets are not representative of the
true population distribution. While it is true that the datasets
are biased (Buolamwini & Gebru, 2018; Khosla et al., 2012),
current algorithms also play their part in widening this gap
(Wang et al., 2019; Terhorst et al., 2020), such that major-
ity classes get overrepresented, and minorities get further
underrepresented. Indeed, when applying PULSE (Menon
et al., 2020b) to an unbalanced dataset with 80% dogs (ma-
jority class) and 20% cats, we observe that 80% of cats are
mistakenly reconstructed as dogs, while only 2% of dogs
are reconstructed as cats (see Figure 4b). When cats are
the 80% majority, the situation reverses to 1% and 98%
mistakes, respectively (see Figure 4d).

There is a simple intuitive reason why reconstruction algo-
rithms designed to maximize accuracy will increase bias.
Assume we observe a noisy version y of an image x* that
is either a dog or a cat. Assume cats are the minority, with
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Figure 1. Super-resolution reconstructions on Barack Obama and four faces from the FFHQ dataset. The top row shows original images,
the second row shows what the algorithms observe: blurry measurements after downsampling by 32 in each dimension. The third row
shows reconstructions by PULSE, and the last row shows reconstructions by Posterior Sampling via Langevin dynamics, the algorithm we
are advocating for. These faces were chosen to compare performance on various ethnicities. Please see Appendix A for images chosen at

random from the dataset.

the prior Pr(z* € Dog) = 0.8. Further, assume that the
measurements are always noisy and cannot definitively iden-
tify the species, so cat-like measurements are such that
p(y | «* € Cat)/p(y | z* € Dog) < 2. Using Bayes, the
posterior is

Pr(a® € Dog | y) = ply | =" € Dog) - - %)

p(y)

S1. 0.8
- 08-1+02-2
=2/3.

Therefore, regardless of the measurement, an algorithm that
maximizes accuracy will always produce images of dogs.

This issue relates to a rich area of work on fairness in ma-
chine learning, including for classification or generation
without measurements (see Section 1.1 for an overview).
However, to the best of our knowledge, previous approaches
always assume that the sensitive attributes are well-defined
and unambiguous. While this assumption might hold for

cats and dogs, as (Benthall & Haynes, 2019; Hanna et al.,
2020) emphasize, race cannot be treated in the same way.
First, it is unclear when to include subgroups within the
larger group or when to treat them separately (for instance,
when to consider South Asians as their own subgroup, or
as Asians). This has major implications, as choosing which
groups exist and what sensitive attributes are valid can al-
ready widen existing discrimination, as the long line of re-
search on intersectionality shows. Second, even if we could
decide on which groups are relevant, races are multidimen-
sional and cannot be reduced to a simple categorical value:
studies show that we can arrive at inconsistent conclusions
about the same data depending on how race is measured (e.g.
self-reported or observed) (Howell & Emerson, 2017). Our
work therefore focuses on moving away from classifying
people into partitions.

Problem Setting. Suppose that we have a distribution
of users z*; each user z* is observed through some lossy

































