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Absfraci— Counterfelt electronics entering the global-
ized supply chain are a growing problem impacting man-
ufacturers and consumers allke. This article Introduces
Flash-DNA, a new technique for Identifying the original
chip manufacturer of NanD flash memory, which will help
preventing the proliferation of rebranded or cloned flash
memory chips. Flash-DMNA relles on extracting intrinsic vari-
ations In MaND arrays using a partial block erase opera-
tion. Our experimental evaluation, conducted on multiple
memory chips from four major manufacturers, shows that
Flash-DNA captures fundamental properties of the manu-
facturing process, providing a unique Identifier for a family
of nanD flash memory chips that can be used for tracing thelr

origins.

Index Terms— Counterfeiting, flash-DNA, Flash memo-
ries, foundry identification.

. INTRODUCTION

OUNTERFEIT electronics entering the globalized semi-

conductor supply chain have become a source of signifi-
cant concern for both manufacturers and consumers. Recycled,
rebranded, over-produced, defective, cloned, or tempered with
integrated circuits (ICs) can enter the supply chain, and thus
end up in a variety of products, from low-end consumer
cadgets to mission-critical systems used in transportation,
finance, healthcare, and military applications [1]. For example,
reports of counterfeit ICs in the supply chain quadrupled from
2009 to 2011 [2]. Sales of counterfeit parts result in substantial
economic losses to the semiconductor industry, reportedly as
high as U.S. $7.5 billion per year for U.S.-based companies
alone [3].

Flash memory chips have become one of the primary
targets of counterfeiters [4]. There are multiple pathways for
counterfeit flash memory chips to enter the supply chain. First,
the flash chips in electronic gadgets in most cases remain
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functional even after the end of the product lifecycle. This
provides an opportunity for counterfeiters to retrieve the used
flash memory chips from the printed circuit boards and sell
them as new for higher prices. Second, the rejected dies or
the fall-out chips that fail postfabrication tests can enter the
supply chain through counterfeiters having access to the chip
packaging sites, which are located in various countries. Even
though the flash foundry marks some of the dies as rejected
during die-sort testing, those dies can re-enter the supply
chain through counterfeiters. Third, the counterfeiters may buy
inferior flash chips from less reputed manufacturers and sell
them for a higher price by rebranding the chip packaging.
Finally, counterfeiters with access to foundry facilities can
manufacture cloned flash memory chips. The use of inferior
or defective counterfeit nonvolatile flash memories results not
only in economic losses for the original chip manufacturers,
but also in the failures of end-user applications, ranging from
a loss of data and premature end-of-life to more serious
catastrophic events.

The existing approaches for tracing the origins of flash
memory chips can be easily circumvented by motivated and
resolute counterfeiters. For example, flash memory chip man-
ufacturers typically store the chip identity information (the lot
and wafer number, manufacturer ID, and date) in a dedicated
memory block of the die. Unfortunately, counterfeiters can
erase and reprogram all this information once they get physical
access to the chip. Hence several research groups have recently
proposed flash memory-based physical unclonable functions
(PUFs) [5]-[9] to track the memory origins. Unfortunately,
a PUF-based chip authentication requires detailed characteri-
zations of individual chips and maintenance of large databases
with an entry for each manufactured flash memory chip, which
is cumbersome and not a common practice in the indusiry.
Thus, developing a cost-effective technique for tracing the
origins of flash memory chips remains a significant challenge.

This article introduces Flash-DNA, a technique for securing
global supply chains of nonvolatile NAND flash memory
chips by using systematic variations in the properties of
NAND arrays that are fundamentally related to the specific
manufacturing process [10], [11]. The systematic variations
within the array are wvsually unique for a given family of
memory chips as these variations often originate from the
unique nature of the underlying fabrication process. In other
words, the chips manufactured from a given foundry will
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share the same variation patterns, or family traits, that are
different from family traits of chips that come from different
foundries/manufacturers. In this article, we utilize these flash
memory family traits to identify the origins of NAND memory
chips, thus the name of the proposed technique: Flash-DNA.

Flash-DNA relies on extracting variations in the physical
properties among the pages of a flash memory block using
partial erase operations. We find that erase efficiency varies
significantly among different pages of a NAND flash block.
These variations create a pattern that is unique for a given
family of chips and differs significantly from patterns observed
in chips from other manufacturers. We have performed an
extensive experimental evaluation on a dozen of NAND flash
memory chips from four major manufactures to confirm the
robustness of our technique. We use the Pearson's correlation
coefficient, r, to quantify the similarity of extracted pairs
of Flash-DNA. The experimental evaluation shows a very
high correlation (r > 0.9) of the Flash-DNAs extracted from
the same family of chips and significantly lower correlation
{r =< 0.5) between pairs of Flash-DNAs belonging to different
families.

Flash-DNA addresses many of the limitations of exist-
ing anticounterfeiting methods. For example, extraction of
Flash-DNA can be done in the flash controller firmware using
standard flash interface commands. Consequently, it can be
fully automated without any manual intervention. Second,
Flash-DNA does not require any extra hardware (e.g., anti-
fuse memory) or modification to the chip design/fabrication
process. Thus, the method is universally applicable to all flash
memory chips irrespective of the manufacturer. Third, unlike
PUE-based anticounterfeit methods, the proposed method does
not require maintenance of large, chip-specific databases at
the manufacturing sites, nor do system integrators need to
contact the original chip manufacturer to verify the authen-
ticity of each chip. Since the method fundamentally relies on
systematic process variations inherent to the NAND array due
to the idiosyncrasy of the specific foundry, the presence of a
correct signature in chips will guarantee their authenticity to
the system integrators.

The rest of this article is organized as follows. Section 11
zives a brief summary of related research work. Section I11
zives NAND flash memory preliminaries. Section I'V describes
our characterization method and extraction of physical prop-
erties of NAND arrays through a standard digital interface.
Section V describes the proposed chip family identification
scheme. Section VI describes the results of the experimental
evaluation, and Section VII concludes this article.

Il. RELATED RESEARCH

Most of the recently proposed techniques for counterfeit
IC detection rely on physical and electrical inspection tests
using high-tech imaging solutions and parametric/functionality
tests [1]. These techniques require costly imaging instruments
and rigorous analysis by an expert. In many cases, these
techniques are invasive and suffer from limited effective-
ness. Another approach for tracing ICs is to use electronic
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Fig. 1. (a) Cross saction of a floating gate flash memory cell. (b) Symibol
of FG-MOSFET. (c) &V charactenstics of FG-MOSFET. (d) Threshold
voltage (V) distribution of erased and programmed states.

chip identifiers (ECIDs) programmed into antifuse or one-
time-programmable memory [12]. Unfortunately, ECIDs are
not common in flash memory chips; in addition, they require
dedicated on-chip resources and changes to the physical chip
masks. Yet another class of techniques relies on deriving PUFs
that are unique for each chip [5]-{9]. However, the use of
PUFs for the detection of counterfeits requires a lengthy PUF
extraction as well as maintenance of large databases with
entries for every manufactured chip. In addition, PUF-based
chip authentication requires a method for contacting the chip
manufacturer to verify the authenticity of each chip, which
may place an additional burden on system integrators, increas-
ing the time and cost of chip verification. Recently, a few tech-
niques have been introduced that specifically target detection
of recycled flash memory chips in the supply chain [4], [13].
Whereas these techniques can detect recycled flash memory
chips, they may not be readily applied to detect other types of
counterfeiting.

There have been a few research efforts targeting IC foundry
identification [14], [15]. Wendt ef al. [14] propose extracting
the distributions of channel lengths and threshold voltages
after employing a variant of the Boolean satisfiability prob-
lem. Helinski ef al. [15] manufactured a number of test
ICs with on-chip circuitry that extracts variations of main
device parameters for resistors, capacitors, and oscillators.
Whereas the first article offers a purely theoretical framework,
the latter presents a feasibility study on a limited subset
of basic devices. Talukder ef al [16] proposed a machine
learning approach to identify the DRAM and SRAM origins.
Their technique requires detailed characterization data with
26 features to train a statistical one-class classifier that is
then used to identify chips origins. To the best of our knowl-
edge, our work is the first that proposes and demonsirates a
technique for identifying chip origins on COTS maND flash
memories.

1. manD FLASH MEMORY PRELIMINARIES

Fig. 1{a) shows the structure of a flash memory cell,
essentially a floating gate (FG) metal oxide semiconductor
field-effect transistor (MOSFET), fabricated using a planar
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process. The FG is electrically insulated from the terminals
[Fig. 1(b)] and can trap charge that stays on it even when the
power is turned off. The trapped negative charge effectively
increases the transistor’s threshold voltage (ViyVy) relative
to the case when there is no charge on the FG. Thus, a flash
memory cell is a charge-based analog memory. The program
operation charges the FG with electrons via Fowler—Nordheim
tunneling, whereas the erase operation removes the charges
from the FG.

A flash memory cell read operation involves applying a
read voltage on the control gate (Vper) and sensing the
cell Vpy as shown in Fig. 1(c). An erased cell conducts the
current, which is sensed as a logic “1,” whereas a programmed
cell does not conduct the current, which is sensed as a
logic “0." The read reference voltage (Vygg) is set in between
the erased and programmed state distributions, so that there
is enough of a noise margin to correctly identify the cell
states as shown in Fig. 1(d). Traditional flash memory cells,
ak.a. SLCs or single-level cells, store one bit of information.
Recent advances [17] in controlling and sensing different
levels of charge on the FG allow for flash memory cells
that can store two bits of information (MLC—multilevel
cell), three bits (TLC—triple-level cell), or even four bits
{QLC—quad-level cell).

A NAND flash memory block is organized as a 2-D array
of memory cells, as shown in Fig. 2. Cells in a row constitute
a page, and their control gates are connected to a shared
word line (WL). The page size varies from 2 to 16 KB
depending on the manufacturer. A collection of pages forms a
flash memory block. A flash memory chip typically includes
multiple blocks. The cells in a vertical column are connected
to a metal bit line (BL) at one end and to the ground
at the other end. Thus, a BL can be pulled down to the
ground only if all cells in the column are active (resembling
the operation of the NAND gate). The NAND architecture
means that data are read or programmed at the page level,
whereas erase operations are performed at the block level.
Any flash cell that is set to a logic “0" by a program
operation can only be reset to a logic “1" by erasing the entire
block. Thus, to change the content of a flash memory page,
the new content should be programmed into a new, previously
erased page.

IV. CHARACTERIZING SYSTEMATIC VARIATION IN NAND
ARRAY USING PARTIAL ERASE

Exploring the physical properties of a NAND array using
digital interfaces is not straightforward, because COTS
flash memory chips come with a fixed command set and
chip-interfacing protocol defined by Open NAND Flash Inter-
face (ONFI) [18]. The key ONFI commands are block erase,
page program, and page read, all providing digital-only infor-
mation. The bit error rate (BER), or the number of flipped
bits, is the only readily accessible quantity to characterize the
variability within the array. However, a NAND flash memory
shows a very low BER, usually zero per page for an SLC
memory, right after programming. Thus, it is quite challenging
to design a noninvasive, easily accessible characterization
tool that can be used by system integrators for identifying
foundry-specific systematic variability.

In this work, we show that the page-to-page variability of
the erase efficiency after a partial erase operation provides a
unique signature of the foundry-specific traits. A full block
erase operation in a NAND flash memory typically takes from
1 to 10 ms, depending on the chip type. A block erase
operation can be prematurely terminated using a RESET
command, and this process is usually called a partial erase
operation. The partial erase operation leaves the memory block
in a nondeterministic state, where certain bits are read as
logic-1s and others are read as logic-0s. The nondeterministic
state of the memory block reveals the page-to-page variability
in the erase efficiency defined by the number of erased bits
expressed as a percentage of the total number of bits in a page.
Mathematically, the erase efficiency of a page with index n,
P,, for a given partial erase time, 1%, is defined as follows:

# oferased bits in Pn
page size

Afier a full block erase operation, all the pages will have

= 100%. However, a partial erase operation will lead to
differentiation of pages within a block to those with higher or
lower erase efficiency.

Fig. 3(a) illustrates a partial erase operation. The solid
black line represents the status of the R/B pin of the NAND
chip during a regular block erase operation. The pin is low
when the memory chip is busy performing an erase operation
that typically takes between | and 10 ms (f;). The partial
erase operation is implemented by issuing a RESET command
after the BLOCK ERASE command; it terminates the erase
operation prematurely as illustrated with red dashed line in
Fig. 3(a). The exact command sequence for implementing the
partial erase operation is given in Fig. 3(b). The partial erase
time (t%;) can be controlled by the time delay (7;) parameter
from the host as illusirated in line 3 of the command sequence.
Usually, ti; = fy because of the fixed overhead introduced by
the setup. We monitor the R/B pin status to measure the 15
during the partial erase operation. If f; is too short, m =2 0,
whereas a longer f; results in s, = 100% for all pages
in a block. It is thus important to recognize that there is
a specific transition time window suitable for partial erase
characterization.

x 100%. (1)

fers (P, 15) =
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Fig. 3. (a) llustration of partial erase operation through R/B pin status

of the NAND chip. (b) Command sequence for implementing partial
erase operation on an ONFl-complaint MAND chip. (c) Threshold voltage
distribution as a function of @,5. (d) Erase efficiency (merg) on different
memory pages after partial erase operation.

Fig. 3(c) shows the threshold voltage distribution as a
function of the partial erase time. The programmed state is
represented with solid black line. If a partial erase operation
is performed on the array the distribution shifts toward the left
as shown with dotted lines in the figure. Longer the partial
erase time, higher is the shift in the resulting distribution. The
memory bits with Vry < Vygp are read as erase bits whereas
the bits with Vyy > Vgppp are read as program bits. The
cells that cross Vygp earlier are called fast erase bits and the
cells that cross Vypp later are called slow erase bits. Fig. 3(d)
shows the erase efficiency for individual pages (0—63) in a
block as a function of tf; on a 4-Gb SLC NAND memory
chip from Toshiba. We show the partial erase resulis in the
following transition time window: 260 us < t& < 360 us
since fes 2 0% for th; < 260 us and g = 100% for
ths = 360 us for all pages of a block in this particular
chip. More importantly, we find that we; values for pages
within a block create a fixed pattern. Even though the absolute
values of e increase with an increase in the partial erase
time, the page-dependent e pattern of a memory block
remains the same, as long as the partial erase time lies within
the transition window. The transition window varies among
chips from different manufacturers and needs to be determined
experimentally. It can be formally determined for a given
family of chips by defining the bounds for the average block
erase efficiency, e.g., 209% < Wo; < 80%. In the remainder of
the article, we use the term Flash-DNA to refer to the page-
by-page n.; pattern extracted after a partial erase operation of
a memory block.

V. PROPOSED CHIP IDENTIFICATION SCHEME
The proposed technique for extracting Flash-DNA is per-
formed by system integrators to identify origins of NAND

flash memory chips. It relies on extracting the n.; pattern
from a random sample of memory chips using the process

TABLE |
DETAILS OF THE EVALUATED MAND FLASH MEMORY CHIPS

Manufacturer Part numbser Page detalls Block erase | Partial erase
time (ps) tima [ps)
Toshiba 460 5LC | TOSENVGISOFTA Pages per block: 64 3000 285
132 nem node) DO-ND Page size: 4096 byte
Toshiba 4G0 5LC | TCSBMVGISSETA Pagas per block: 54 2500 am
{43 nm node] OO-MD Page size- 2048 byte
Micran 8Gh SLC | MT29FBGOBABA Pages per block: 64 2000 435
135 nm node) CAWPL Page sizn: 4096 byte
Samsung 2Gh SAC | KSFIGOELUOARE | Pages per block: 64 1500 418
132 i node) BO Page size: 2048 byte
Hynix AGh SLC HZTURIE4G2M Pages per block: 64 2000 316
Page size: 4096 byte

described in Section IV. The extracted Flash-DNA is then
compared to the original Flash-DNA that is provided by the
chip manufacturer. A high similarity between the DNAs is
accepted as a proof of chip origins.

In order to quantify the similarity of two Flash-DNAs,
we use Pearson’s correlation coefficient (r). A high value
of correlation coefficient (r = 0.9) indicates that DNAs are
similar, whereas a low value of r { <0.5) indicates a mismatch
between two DNAs. Thus, to ensure its effectiveness, the pro-
posed Flash-DNA-based chip identification scheme relies on
the following assumptions.

1) Flash-DNA needs to be a robust signature representing a
ziven family, i.e., Flash-DNAs extracted from the same
family of chips from a single manufacturer should be
similar to each other.

2) Flash-DNA needs to be unique, i.e., Flash-DNAs
extracted from similar chips fabricated by different man-
ufacturers should be different from each other.

3) Flash-DNA needs to be unique per technology node,
i.e., Flash-DNAs extracted from chips produced by a
single manufacturer using different technology nodes
and/or fabrication processes should be different from
each other.

In Section VI, we will evaluate these assumptions by
extensive experimental evaluation.

V1. EXPERIMENTAL EVALUATION

The experimental evaluation is performed on several 2-D
NAND SLC chips from four major NAND manufacturers—
Toshiba, Micron, Samsung, and Hynix. Table | summarizes
part numbers and other relevant parameters for the selected
flash memories. Please note that it may be possible to identify
the original manufacturer based on several generic features
of the chip such as page size, number of pages per block,
number of blocks per chip, and timing characteristics of the
memory. However, the goal of the article is to introduce a
technique for tracing NAND flash memory origins by exploiting
inherent array properties that a counterfeiter cannot copy,
even if they try to emulate the exact features of a chip.
With this goal, we chose chips with features as close to
each other as possible. For example, all the chips have the
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same number of pages in a block, similar page sizes, and
bit-densities.

A. Evaluation of the Robusiness of Flash-DNA

We start our evaluation by analyzing the Flash-DNAs for
different memory blocks of the same chip. Fig. 4(a) illustrates
the DNAs for 12 different memory blocks within a single
chip, while keeping a fixed partial erase time (15; = 285 us).
We observe that the block-to-block variations of the DNAs
are minimal, that is, the n: pattern remains the same for
all memory blocks within a chip. Fig. 4(b) shows a strong
correlation between the DNAs belonging to two different
memory blocks (block; and block;) within a single chip.
However, the most important and interesting observation is
a very high correlation coefficient between DNAs from two
different blocks (r = 0.98). Fiz. 4(c) summarizes the pair-wise
correlation coefficients for 12 memory blocks with 66 data
points. All correlation coefficients are larger than 0.95, indi-
cating that Flash-DNA is a robust and invariant property of
the entire chip, i.e., the extracted Flash-DNA is not a function
of the block index.

MNext, we characterize the Flash-DNAs extracted from
five different 4-Gb Toshiba memory chips having the same
part number. Fiz. 5(a) shows the extracted DNAs for five
sample memory chips. First, we observe a chip-to-chip
variability in the absolute 5. values obtained for 1l
285 ps. Such variability is common for NAND flash mem-
ory chips due to process variations. Interestingly, however,
the extracted Flash-DNAs exhibit the same pattern. Fig. 5(b)
shows the page-by-page correlation for randomly selected
blocks from different chips. The plot shows a high correlation
between Flash-DNAs extracted from two chips (r == 0.98).
Fig. 5(c) summarizes correlation coefficients for all 10 pairs
of chips. The plot quantitatively confirms a high similarity of
Flash-DNAs extracted from different chips within the same
family (r = 0.92).

the same family. (&) Page-by-page comelation plot between nag pattemn.
(c) Correlation coefficient for each pair of chips.

B. Evaluation of the Uniqueness of Flash-DNA

To evaluate the uniqueness of Flash-DNA, we extract them
from a population that includes four major NAND flash man-
ufacturers, each family with three sample chips. Fig. 6 gives
a praphical illustration of Flash-DNAs for all four families.
The chips within a family have similar DNAs, whereas chips
from different families do not. For example, Hynix SLC chips
show a unique wave-like ne; pattern, distinct from the other
manufacturers. Similarly, Samsung chips have the lowest erase
efficiency for edge pages, which is opposite to the Toshiba
and Micron chips. In general, the odd and even pages of the
Hynix and Micron chips show a zig-zag pattern, which is
very different from the patterns observed for the Toshiba and
Samsung chips that show the zig-zag only on consecutive pairs
of pages. Since these features of the m. pattern are common
among all the chips within the same family, we believe that
they are fundamentally related to the array structure and the
underlying fabrication processes.

Even though a visual inspection of the Flash-DNAs in
Fig. 6 indicates their unigqueness, we quantify the dissimi-
larity by performing pair-wise correlation across 12 chips.
Fig. 7 shows the correlation coefficients for all 66 pairs
of chips. We exclude the first two and the last two pages
from the calculation because those pages skew the corre-
lation coefficient. The red points with higher r values in
the figure represent correlation coefficients for Flash-DNA
pairs from the same manufacturer, whereas the red points
with lower r values represent the correlation coefficients of
Flash-DNA pairs from different manufacturers. A significant
gap between these two clusters indicates that Flash-DNA is a
promising technique for identifying origins of flash memory
chips.

Next, we evaluate the uniqueness of Flash-DNA based on
the underlying technology node. Fig. 8 shows Flash-DNAs
extracted from a pair of Toshiba flash memory chips that share
the same array parameters (SLC, 4 Gb, identical organization),
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but differ in the technology node used in their fabrication
(32 versus 43 nm). Visual inspection indicates a sufficient
difference in the Flash-DNAs that is also confirmed by the
correlation coefficient (r = 0.168038).

C. Limitations

We acknowledge the fact that the conclusions made in
this article are based on a relatively small sample size.
A larger population size study would be more accurate but
would require resources that may exceed capacity of a Uni-
versity research group. Although larger sample sizes may
reduce the gap between the correlation coefficients of pairs
of Flash-DNAs extracted from chips within a single family
and pairs coming from different families, the results from
Fig. 7 give us confidence in the proposed technique. Even
though our experimental evaluation exclusively focuses on
SLC memory chips, we believe the technigue can be extended
for other flash technologies, such as MLC, TLC, and QQLC by
choosing the appropriate page type for Flash-DNA extraction.
However, the proposed technique needs to be extended to
perhaps deal with the effects of the internal data randomizer
typically employed in the advanced flash chips. In addition,
we would like to mention that all our measurements are
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Fig. 8. Flagh-DMAs extracted from a pair of Toshiba chips with two

different technology nodes. (a) 32 nm. () 43 nm.

performed at room temperature. However, cross temperature
issues will not alter the Flash-DNA shape as the relative erase
efficiency between different pages should remain the same
under different temperatures.

VIl. CoNCLUSION

This article describes Flash-DNA, a technique for extracting
the fundamental array properties that are unique and robust for
a given family of NAND flash memory chips. The technique
relies on partial erase operations to enable extraction of
page-to-page variation of erase efficiency. The technique is
successfully demonstrated on a number of chips from four
major flash memory manufactures. The experimental evalua-
tion shows a very high correlation (r > 0.9) in the Flash-DNAs
extracted from the same family of chips and significantly lower
correlation (r < (.5) in the Flash-DNAs extracted from chips
belonging to different families.
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