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Abstract Morphogen profiles allow cells to determine their position within a developing
organism, but not all morphogen profiles form by the same mechanism. Here, we derive
fundamental limits to the precision of morphogen concentration sensing for two canonical
mechanisms: the diffusion of morphogen through extracellular space and the direct transport of
morphogen from source cell to target cell, for example, via cytonemes. We find that direct
transport establishes a morphogen profile without adding noise in the process. Despite this
advantage, we find that for sufficiently large values of profile length, the diffusion mechanism is
many times more precise due to a higher refresh rate of morphogen molecules. We predict a
profile lengthscale below which direct transport is more precise, and above which diffusion is more
precise. This prediction is supported by data from a wide variety of morphogens in developing
Drosophila and zebrafish.

Introduction

Within developing organisms, morphogen profiles provide cells with information about their position
relative to other cells. Cells use this information to determine their position with extremely high pre-
cision (Dubuis et al., 2013; Erdmann et al., 2009; Gregor et al., 2007a; Houchmandzadeh et al.,
2002; de Lachapelle and Bergmann, 2010). However, not all morphogen profiles are formed via
the same mechanism and for some profiles the mechanism is still not well understood. One well-
known mechanism is the synthesis-diffusion-clearance (SDC) model in which morphogen molecules
are produced by localized source cells and diffuse through extracellular space before degrading or
being internalized by target cells (Akiyama and Gibson, 2015; Gierer and Meinhardt, 1972;
Lander et al., 2002; Miiller et al., 2013; Rogers and Schier, 2011; Wilcockson et al., 2017). Alter-
natively, a direct transport (DT) model has been proposed where morphogen molecules travel
through protrusions called cytonemes directly from the source cells to the target cells (Akiyama and
Gibson, 2015; Bressloff and Kim, 2018; Kornberg and Roy, 2014; Miiller et al., 2013;
Wilcockson et al., 2017). The presence of these two alternative theories raises the question of
whether there exists a difference in the performance capabilities between cells utilizing one or the
other.

Experiments have shown that morphogen profiles display many characteristics consistent with the
SDC model. The concentration of morphogen as a function of distance from the source cells has
been observed to follow an exponential distribution for a variety of different morphogens
(Driever and Niisslein-Volhard, 1988; Houchmandzadeh et al., 2002). The accumulation times for
several morphogens in Drosophila have been measured and found to match the predictions made
by the SDC model (Berezhkovskii et al., 2011). In zebrafish, the molecular dynamics of the morpho-
gen Fgf8 have been measured and found to be consistent with Brownian diffusion through extracel-
lular space (Yu et al., 2009). Despite these consistencies, recent experiments have lent support to
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the theory that morphogen molecules are transported through cytonemes rather than extracellular
space. The establishment of the Hedgehog morphogen gradient in Drosophila is highly correlated in
both space and time with the formation of cytonemes (Bischoff et al., 2013), while Wnt morpho-
gens have been found to be highly localized around cell protrusions such as cytonemes (Huang and
Kornberg, 2015; Stanganello and Scholpp, 2016). Theoretical studies of both the SDC and DT
models have examined these measurable effects (Berezhkovskii et al., 2011; Bressloff and Kim,
2018; Shvartsman and Baker, 2012; Teimouri and Kolomeisky, 2016a), but direct comparisons
between the two models have thus far been poorly explored. In particular, it remains unknown
whether one model allows for a cell to sense its local morphogen concentration more precisely than
the other given biological parameters such as the number of cells or the characteristic lengthscale of
the profile.

Here, we derive fundamental limits to the precision of morphogen concentration sensing for both
the SDC and DT models. We investigate the hypothesis that sensory precision plays a major role in
the selection of a gradient formation mechanism during evolution, and we test this hypothesis by
quantitatively comparing our theory to morphogen data. Intuitively one might expect the DT model
to have less noise due to the fact that molecules are directly deposited at their target. Indeed, we
find below that the noise arises only from molecular production and degradation, with no additional
noise from molecular transport. However, we also find below that for sufficiently large morphogen
profile lengthscales, the SDC model produces less noise than the DT model due to it being able
achieve a higher effective unique molecule count. By elucidating the competing effects of profile
amplitude, steepness, and noise, we ultimately conclude that there should exist a profile lengthscale
below which the DT model is more precise and above which the SDC mechanism is more precise.
We find that this prediction is quantitatively supported by data from a wide variety of morphogens,
suggesting that readout precision plays an important role in determining the mechanisms of mor-
phogen profile establishment.

Results

Several past studies have focused on the formation dynamics of morphogen profiles
(Berezhkovskii et al., 2011; Bressloff and Kim, 2018; Shvartsman and Baker, 2012; Teimouri and
Kolomeisky, 2016a). Here, we model profiles in the steady state regime, as most of the experimen-
tal measurements to which we will later compare our results were taken during stages when the
steady state approximation is valid (Grimm et al., 2010; Gregor et al., 2007b; Kicheva et al.,
2007; Yu et al., 2009; Kanodia et al., 2009). Precision depends not only on stochastic fluctuations
in the morphogen concentration, but also on the shape of the mean morphogen profile, as the
shape determines concentration differences between adjacent cells that may adopt different fates.
Therefore, as in past studies (Gregor et al., 2007a; Tostevin et al., 2007), we define the precision
as P = Am;/a;, where o is the standard deviation of the number of morphogen molecules arriving at
cell j, and Am; = m; — mj; is the difference between the molecule number in that cell and the adja-
cent cell. As is typical in studies of both the DT (Teimouri and Kolomeisky, 2016a; Bressloff and
Kim, 2018) and SDC (Berezhkovskii et al., 2011; Shvartsman and Baker, 2012; Teimouri and
Kolomeisky, 2016b) mechanisms, we focus on a one-dimensional line of target cells. However, we
derive analogous results for 2D and 3D systems, and we generally find that the dimensionality does
not qualitatively change our results, as we discuss later. In 1D, cells extend in both directions from
the source cell, with N cells on each side (Figure 7). We note that in the case of the Bicoid morpho-
gen in the Drosophila embryo, target cells extend only on one side of the source. This will introduce
a factor of 2 in the means of both the DT and SDC models and a factor slightly greater than 2 in the
variance of the SDC model. This will not affect the agreement of the Bicoid data with our theory in
Figure 4B.

A common method for determining the statistical properties of stochastic systems is to express
the dynamics of their probability distributions in the form of a master equation. The first moment of
the master equation then dictates the dynamics of the mean and becomes the rate equation. Higher
order moments can be similarly used to calculate other statistical properties such as the variance. As
we will show, in the case of the DT mechanism only the rate equation will be needed as the relevant
statistical properties are identical to that of a simple birth-death system which is fully characterized
by its mean. Conversely, the SDC mechanism has more complicated noise properties, which we will
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Figure 1. Source cell (green) produces morphogen which is delivered to N target cells (blue) on either side via (A) direct transport (DT) or (B) synthesis-

diffusion-clearance (SDC).

calculate via the first and second moments. Specifically, we will use a Langevin description which is
expressed as a rate equation with noise terms Gardiner, 2004.

Direct transport model

We first consider the DT case, where morphogen molecules are transported via cytonemes that con-
nect a single source cell to multiple target cells (Figure 1A). Cytonemes are tubular protrusions that
are hundreds of nanometers thick and between several and hundreds of microns long
(Kornberg and Roy, 2014; Kornberg, 2014). They are supported by actin filaments, and it is
thought that morphogen molecules are actively transported along the filaments via molecular
motors (Kornberg and Roy, 2014; Kornberg, 2014; Sanders et al., 2013; Huang and Kornberg,
2015). It was recently shown that a DT model that includes forward and backward transport of mole-
cules within cytonemes reproduces experimentally measured accumulation times (Teimouri and
Kolomeisky, 2016a; Bressloff and Kim, 2018), although the noise properties of this model were
not considered. Here, we review the steady state properties of this model and derive its noise

properties.

Consider a single source cell that produces morphogen at rate 8. Morphogen molecules enter
each cytoneme at rate y. The cytoneme that leads to the jth target cell has length 2ja, where a is the
cell radius. Once inside a cytoneme, morphogen molecules move forward toward the target cell
with velocity v or backwards toward the source cell with velocity v~, and can switch between these
states with rates ' (forward-to-backward) or {~ (backward-to-forward). Once a molecule reaches
the forward (backward) end of the cytoneme, it is immediately absorbed into the target (source) cell.
Molecules within a target cell spontaneously degrade with rate v. An alternative model could involve
neglecting this degradation step by counting the arrival of morphogen molecules rather than the
concentration. This method can at best reduce the variance by a factor of 2 as the noise from degra-
dation is eliminated but the noise from arrival remains. This would cause negligible change to our
results presented in Figure 3 and Figure 4 given the order of magnitude difference in precision seen

between our two models.

The dynamics of the mean number of morphogen molecules in the source cell my(¢) and jth target
cell m;(t), and the mean density of forward-moving molecules u" (x,7) and backward-moving mole-

cules u; (x,?) in the jth cytoneme are (Bressloff and Kim, 2018)
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runs from j=—N to j=N excluding O (the source cell).
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Additionally, the boundary conditions v*u;(0,7) = ymo(r) and v-u; (L;j,t) =0 are imposed to reflect
the rate at which morphogen molecules enter the cytoneme from either end. This creates a steady-
state solution of the form

mPT = ﬁ;};f, where I'; = M. (2)
! 2V2k=1 T, 1 — e—9—2lilxa

This solution is identical to that found in Bressloff and Kim, 2018 with the exception of the factor
of 1/2 that accounts for target cells existing on both sides of the source cell in our model. Here, yI;
is the effective transport rate of morphogen molecules to the jth target cell, and ¢ =log(d~/d*) and
k=(d")"'=(d)"" are defined in terms of the average distance a molecule would move forward
d™=vt/{" or backward d~ =v~/{~ within a cytoneme before switching direction. The parameter ¢
sets the shape of I, and thus of m;: when ¢ <« —1 the profile is constant, T';=1; when ¢>>1 it is
exponential, Tj=¢ 2%, and when |¢| < 1 it is a power law for large j, T;=(1+2jla/d")"". The
parameter k sets the lengthscale of the profile, defined as

I-T
ADT_Z 1"]; |K‘ Wﬁl)(“b‘*bg( ld)‘fl)) &)

where we approximate the sum as an integral for N > 1. We use this expression to eliminate «, writ-
ing T in Equation 2 entirely in terms of ¢ and A = /a.

Despite the complexity of the transport process in Equation 1, we find that it adds no noise to
mj. In fact, here we prove that any system in which molecules can only degrade in the target cells
and cannot leave the target cells has the steady-state statistical properties of a simple birth-death
process. First, consider the special case of only one target cell. Because each morphogen molecule
produced in the source cell acts independently of every other morphogen molecule, we define p(7)
as the probability density that any given molecule will enter the target cell a time 7 after it is created
in the source cell. Next, we define Q(8¢) as the probability that a morphogen molecule will enter the
target cell between t and ¢ + 8. This event requires the molecule to have been produced between
t— 17 and t — (7 +dt), which occurs with probability Bd7; to arrive at the target cell a time 7 later
and to enter the target cell within the window &7, which occurs with probability p(7)6t; and we must
integrate over all possible times 7. Therefore,

0(51) = / " (Bdz]lp(z)s1] = Bt / " drp(r) = poi, @

where the last step follows from normalization.

This generalized version of the DT model is visualized in Figure 2. We see that regardless of the
form of p(7), the probability of a morphogen molecule entering the target cell in any given small
time window &t is simply B6t. Since the mechanism by which morphogen molecules go from the
source cell to the target cell can only affect p(7), this result holds regardless of the specifics of the
mechanism so long as the condition that the morphogen cannot leave the target cell other than by
degradation is maintained. This result also holds when the system is expanded to have multiple tar-
get cells, as then p(7) is replaced with p;(7), the probability density that the molecule enters the jth
target cell a time 7 after being produced. In this case, [, d7p;(7) evaluates to m;, the total probabil-
ity the morphogen molecule is ultimately transported to the jth target cell, and Bé&r is simply
replaced with Bmr;8t. Combined with the constant degradation rate » of morphogen molecules within
the target cell, this is precisely a birth-death process with birth rate Bm; and death rate v. For our

system m; =T;/25% T} in Equation 2. The conditions that morphogen molecules act indepen-
dently and can only degrade within the target cell are critical as the former ensures the noise sources
are linear and the later will be violated by the SDC mechanism.

We now assume that each cell integrates its morphogen molecule count over a time T (Berg and

Purcell, 1977; Gregor et al., 2007a). The variance in the time average T~! fOT dt >mj(t) is simply that

of a birth-death process, given by o7 = 2m;/(T/t) (Fancher and Mugler, 2017), so long as T > 7,

1

where 7 =v~! is the correlation time. We see that, as expected for a time-averaged Poisson
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process, the variance increases with the mean m;
. and decreases with the number T/7 of indepen-
Birth ‘ Transport | Target Cell . ;
2 t/\ sport ot Ce dent measurements made in the time T. The pre-
£ ir{ @ (N cision is therefore
t—1
2
" m?TT [ Am; 1
2 J J :

=— | 57| , with TpTr=—. (5)

.) .}515 t bT 2Tpr <m/DT> 14

~

probability: Sdr p(7) ‘ Q (1) We see that the precision increases with the
profile amplitude m;, the number of independent

measurements T/7, and the profile steepness

Figure 2. Diagram outlining a generalized version of Am;/m;. The transport process influences the pre-
the DT model. Between timest— (7 +dz)andt— 7 a

molecule is produced with probability Bdz. This cision only via mj, not 7. For a given N, j, and A,

molecule then undergoes a transport process over a VYe find t*hat th_e precision 1s maX|m|zed. at a par-
time 7 with probability density p(z). Finally, the ticular ¢*>0 (Figure 3A). The reason is that an
molecule is deposited into the target cell at the end of exponential profile (¢ > 1) has constant steep-

the transport process. Integrating over all possible ness but small amplitude, whereas a power-law
values of 7 then yields Q(8¢), the probability of the profile (¢ < 1) has low steepness but large ampli-
molecule entering the target cell between times tand ~ tude due to its long tail; the optimum is in
1+t between.

SDC model

We next consider the SDC case (Figure 1B).
Again a single source cell at the origin x = 0 produces morphogen at rate 8. However, now morpho-
gen molecules diffuse freely along x with coefficient D and degrade spontaneously at any point in
space with rate v. The dynamics of the morphogen concentration c(x,t) are

0
afj:szchanvcanJr<B+nﬁ)6(x), (6)

where the noise terms associated with diffusion, degradation, and production obey

(oY (1)) =2D8(t = )V Vee(x)d(x — ¥)
(0,(¢, ), (x,0)) = ve()(t— ) (x— ), %
(me(!)mg(0)) = BB —1),

respectively (Gardiner, 2004; Gillespie, 2000; Fancher and Mugler, 2017; Varennes et al., 2017).
Here, the time independent c(x) = Be /1 /(2vA) is the steady state mean concentration, with charac-
teristic lengthscale Aspc = \/D/v. We imagine a target cell located at x that is permeable to the mor-
phogen and counts the number m(x,7) = [, dyc(x+y,t) of morphogen molecules within its volume V.
We use this simpler prescription over explicitly accounting for more realistic mechanisms such as sur-
face receptor binding because it has been shown that the two approaches ultimately yield similar
concentration sensing results up to a factor of order unity (Berg and Purcell, 1977). For a cell in
steady state at position x = 2ja, the integral evaluates to

mEPC = (B/v)sinh(1/A)e 2, (8)

Importantly, in the model presented here the morphogen molecules can diffuse both into and
out of the target cells, thus violating the condition that they can only degrade once in a target cell
and disallowing our previous argument depicted in Figure 2. However, because Equation 6 is linear
with Gaussian white noise, calculating the time-averaged variance o7 is straightforward: we Fourier
transform Equation 6 in space and time, calculate the power spectrum of m(x,r), and take its low-fre-
quency limit (Appendix 1). So long as 7> v~!, we obtain the same functional form as Equation 5,

. 2
T (e o
SPC = D1 e mC |
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Figure 3. Comparing theoretical DT precision to SDC precision for a single cell. (A) DT precision shows a maximum as a function of shape parameter ¢
for any value of the profile lengthscale. (B) Ratio p; of DT to SDC precision shows a crossover (p; = 1) as a function of profile lengthscale A /a for 1D, 2D,
and 3D geometries. Here j = 50 is the central cell of N = 100 target cells. For each value of A the value of ¢ which maximizes precision in the DT model
(") as seen in A is used.

because diffusion is a Poisson process. This result is distinguished from that of the DT system by the
correlation time taking the form
(2/A) +sinh(2/A)

1
Tope == |1 — A TIMAE/A) 10
CTY 4sinh(1/A)e!/A 10

The factor in brackets is always less than one and decreases with X. It reflects the fact that, unlike
in the DT model, molecules can leave a target cell not only by degradation, but also by diffusion.
Therefore, the rate 77! at which molecules are refreshed is larger than that from degradation alone.
This effect increases the precision because more independent measurements (7/7) can be made.

To understand this effect more intuitively, consider a simplified SDC model in which diffusion is
modeled as discrete hopping between adjacent target cells at rate h. The autocorrelation function is
C;(t) = mily(2ht)e~ ") (Appendix 2), where Iy is the zeroth modified Bessel function of the first
kind. The correlation time is 7 = [, dt C;(t)/C;(0) = [V(4h+V)]_l/2, and we see explicitly that it
decreases with both degradation (v) and diffusion (h). In fact, in the limit of fast diffusion (2 >> v), the
expression becomes 7 = (4vh)71/2. Correspondingly, in the fast-diffusion limit of Equation 9 (A > 1),
the term in brackets reduces to A, and it becomes 7 = (vA) /% = [4vD/(2a)2]71/2. These expres-
sions are identical, with D/(2a)* playing the role of the hopping rate h, as expected.

Comparing the models

We now ask which model has the higher precision. We first note that while the precision in both
models has the same form when expressed in terms of the means and correlation times (Equations 5
and 8), substituting in the corresponding expressions reveals how the precision depends on the vari-
ous parameters of each model. Specifically, the precision in the DT model is seen to depend on N, j,
the product BT, A, and ¢. Importantly, it is independent of » so long as the condition T > 7pp = v}
is met. This is due to the mean molecule count scaling as v~! (Equation 2) and the number of inde-
pendent measurements (T'/7pr = vT) scaling as v, thus causing their product and in turn the preci-
sion to be independent of ». In the SDC model, the precision depends on j, the product BT, and A.
For similar reasons as in the DT model, » does not explicitly appear once Equations 7 and 9 are
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inserted into Equation 8, but it is present implicitly in the definition of A = \/D/v/a.

To properly compare the two models, we equate several variables. Specifically, we wish to com-
pare the precision of each model within a specific system, which requires N and j to be the same in
both models. Additionally, 8 and v are restricted by the energy and material costs of producing and
degrading morphogen molecules while T is restricted by the need of the system to properly develop
in a finite amount of time. These restrictions are assumed to be independent of the method of mor-
phogen profile establishment, which implies that both the DT and SDC systems will adopt the same
maximal values of 8 and T. While the value of v is restricted in a similar manner, explicitly equating it
between the two models does not reduce the number of free parameters, as the precision is inde-
pendent of » in the DT model, and v is insufficient to fully define the value of A in the SDC model.
Therefore, we equate the characteristic profile length scale A, as this parameter is consistently
defined across both models and is also measured in experiments, allowing us to compare our theory
with data as discussed below. Finally, we optimize over ¢ as it is unique to the DT model.

We now observe how the precision of the DT and SDC models compare in a representative sys-
tem. Figure 3B shows p; = P}, /P¥p as a function of profile length A for a cell in the center (j = N/2)

of a line of N =100 target cells, where for each A we use the ¢* that maximizes P}, as seen in
Figure 3A. Since B and T have been equated between the two models, p; is independent of both.
We see that for short profiles the DT model is more precise (p;>1) whereas for long profiles the SDC
model is more precise (p;<1). This effect holds for a single source cell providing morphogen for a 1D
line of target cells as well as for a 1D line of source cells with a 2D sheet of target cells and a 2D
sheet of source cells with a 3D volume of target cells. For the DT model, the 2D and 3D cases are
identical to the 1D case as we assume that cytonemes extend perpendicular to the source cells; for
the SDC model see Appendix 1.

The reason that the SDC model is more precise for long profiles is that long profiles correspond
to fast diffusion, which increases the refresh rate T§Sc as discussed above. Conversely, the reason
that the DT model is more precise for short profiles is that it has a larger amplitude. It also has a
smaller steepness, but the larger amplitude wins out. Specifically, whereas the SDC amplitude falls

off exponentially, m;~e2i/A, for sufficiently small ¢* the DT amplitude falls off as a power law,
m;j~1/lj|. The steepness Am;/m; of the SDC profile is constant, while the steepness of the DT profile
also scales like 1/j. Thus, the product of the ratio of amplitudes and the square of the ratio of steep-

nesses, on which p; depends, scales like XA J|j®. For small A, the exponential dominates over the
cubic for the majority of j values. Consequently, the DT model has the higher precision.

Comparison to data

We now test our predictions against data for various morphogens. In Drosophila, the morphogen
Wingless (Wg) is localized near cell protrusions such as cytonemes (Huang and Kornberg, 2015;
Stanganello and Scholpp, 2016), and the Hedgehog (Hh) gradient correlates highly in both space
and time with the formation of cytonemes (Bischoff et al., 2013), suggesting that these two mor-
phogen profiles are formed via a DT mechanism. Conversely, Bicoid has been understood as a
model example of SDC for decades (Driever and Niisslein-Volhard, 1988; Gregor et al., 2007a;
Houchmandzadeh et al., 2002). Similarly, Dorsal is spread by diffusion; however, its absorption is
localized to a specific region of target cells via a nonuniform degradation mechanism, making it
more complex than the simple SDC model (Carrell et al., 2017). Finally, for Dpp there is evidence
for a variety of different gradient formation mechanisms (Akiyama and Gibson, 2015; Miiller et al.,
2013; Wilcockson et al., 2017).

In zebrafish, the morphogen Fgf8 has been studied at the single molecule level and found to
have molecular dynamics closely matching the Brownian movement expected in an SDC mechanism
(Yu et al., 2009). Similarly, Cyclops, Squint, Lefty1, and Lefty2, all of which are involved in the
Nodal/Lefty system, have been shown to spread diffusively and affect cells distant from their source
(Miiller et al., 2013; Rogers and Miiller, 2019). This would support the SDC mechanism, although
Cyclops and Squint have been argued to be tightly regulated via a Gierer-Meinhardt type system,
thus diminishing their gradient sizes to values much lower than what they would be without this reg-
ulation (Gierer and Meinhardt, 1972; Rogers and Muiiller, 2019).
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For all these morphogens, we estimate the profile lengthscales A from the experimental data
(Kicheva et al., 2007; Wartlick et al., 2011; Gregor et al., 2007b; Liberman et al., 2009; Yu et al.,
2009; Miiller et al., 2012) (Appendix 3). Figure 4A shows these A values and indicates for each mor-
phogen whether the evidence described above suggests a DT mechanism (red), an SDC mechanism
(blue), or multiple mechanisms including DT and SDC (white). We see that in general, the three cases
correspond to short, long, and intermediate profile lengths, respectively, which is qualitatively con-
sistent with our predictions.

To make the comparison quantitative, we estimate the values of cell radius a and cell number N
from the experimental data (Kicheva et al., 2007; Gregor et al., 2007a; Liberman et al., 2009,
Yu et al., 2009; Kimmel et al., 1995) (Appendix 3) in order to calculate p; from our theory in each
case. The background color in Fig. Figure 4B shows the percentage of cells within each system for
which we predict that the SDC model is more precise as a function of A. The data points in Fig.
Figure 4B show the values of A from the experiments, also normalized by Aso, the value of A at which
50% of cells are more precise in SDC, from the theory. For each morphogen species, we assume a
1D system for simplicity as we have checked that considering higher dimensions yields negligible dif-
ferences to the results presented in Figure 4B. We see that our theory predicts the correct thresh-
old: the morphogens for which the evidence suggests either a DT or an SDC mechanism (red or
blue) fall into the regime in which we predict that mechanism to be more precise for most of the
cells, and the morphogens with multiple mechanisms (white) fall in between. This result provides
quantitative support for the idea that morphogen profiles form according to the mechanism that
maximizes the sensory precision of the target cells.

Discussion

We have shown that in the steady-state regime, the DT and SDC models of morphogen profile for-
mation yield different scalings of readout precision with the length of the profile and population
size. As a result, there exist regimes in this parameter space in which either mechanism is more pre-
cise. While the DT model benefits from larger molecule numbers and no added noise from the trans-
port process, the ability of molecules to diffuse into and away from a target cell in the SDC model
allows the cell to measure a greater number of effectively unique molecules in the same time frame.
By examining how these phenomena affect the cells’ sensory precision, we predicted that morpho-
gen profiles with shorter lengths should utilize cytonemes or some other form of direct transport
mechanism, whereas morphogens with longer profiles should rely on extracellular diffusion, a
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Figure 4. Comparing theory and experiment. (A) A values for morphogens estimated from experiments, colored by whether experiments support a DT
(red), SDC (blue), or multiple mechanisms (white). (B) Data from A overlaid with color from theory using values of a and N estimated from experiments.
Color indicates percentage of cells for which SDC is predicted to be more precise with dots signifying 0% and 100%, dashed lines signifying 25% and
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prediction that is in quantitative agreement with measurements on known morphogens. It will be
interesting to observe whether this trend is further strengthened as more experimental evidence is
obtained for different morphogens, as well as to expand the theory of multicellular concentration
sensing to further biological contexts.

Despite the quantitative agreement between our theory and experiments, it is clear that the mod-
els presented here are minimal and thus cannot be directly applied to all systems. This is exemplified
by morphogen such as Dorsal, which due to aforementioned diffusive spreading and nonuniform
degradation mechanism clearly does not strictly follow either model. Additionally, the SDC model
can be violated if the diffusion of morphogen through a biological environment is hindered by the
typically crowded nature of such environments, leading to possibly subdiffusive behavior
(Ellery et al., 2014; Fanelli and McKane, 2010). For the DT model, we explicitly ignored the dynam-
ics of the cytonemes themselves due to the growth rate of the cytonemes being sufficiently fast so
as to traverse the entire system size in significantly less time than is required for the cells to integrate
their morphogen counts over (Bischoff et al., 2013; Chen et al., 2017). This assumption is problem-
atic if cytonemes continue to behave dynamically after reaching the source cell. In particular, the
process of cytonemes switching between phases of growing and retracting can introduce super-Pois-
sonian noise sources to the morphogen count within the target cells. Super-Poissonian noise can
also be introduced by relaxing the assumption that the morphogen molecules behave independently
of each other as this was a critical component of our proof that the molecule count in the target cells
is statistically identical to a birth-death process. Finally, it is conceivable that a hybrid system which
utilizes a combination of diffusion and directed transport could be developed. However, we are
unaware of any experimental study into such a possibility and as such have not considered it in this
particular work. It will be interesting to explore the implications of each of these complications in
future works.

Materials and methods

Methods are described in Appendices 1, 2, and 3 along with more detailed evaluations of 2D and
3D SDC systems and further discussion of data used in Figure 4. Additionally, code used to gener-
ate the plots seen in Figure 3 and Figure 4 can be found at Fancher, 2020.
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Appendix 1

Time-averaged variance in the SDC model

Here we calculate the time-averaged variance of the morphogen molecule number using the low-fre-
quency limit of the power spectrum. We first introduce the power spectrum, and then we calculate
the variance for the 1D, 2D, and 3D geometries.

Power spectrum

We first discuss the correlation function and power spectrum to establish some definitions and nota-
tion. Specifically, we show that the variance in the long-time average of a variable is given by the
low-frequency limit of its power spectrum. For a one-dimensional function x(¢) with mean 0, the cor-
relation function C(r) takes the form

Clt—1) = (x(£')x(1)). (11)

Since absolute time is irrelevant in the steady state of any physical system with no time depen-
dent forcing, 7 can be set to 0 without loss of generality. This leads to a definition for the power
spectrum of x(z) as

2

:/dtdz’C(z—t’)ei“’S(t’):/dtC(t)e"“’.

Slw) = / dLJ,(i*(wl)i(w)) =% / dw'drdt (x(!')x(t))e" e " N
1

Thus, under this definition the power spectrum is seen to be the Fourier transform of the correla-
tion function. Additionally, when x(¢) is averaged over a time T, the time averaged correlation func-
tion of x(¢) takes the form

1
12,

dz'/ dr'C(t —1').
p

Lety=(r—17')—(t—7)and z= (7 +7') — (¢t +7). This transforms Equation 13 into

27— b\
r(t—1) / / Cly+r—7)
Iyl

dy(T = |y[)C(y+1—1).

(14)
T2

By inverting the relationship found in Equation 12, C(y+t—17) can be replaced with an inverse
Fourier transform of S(w) to produce

r(t—1) / / dw — |y))S(w)e et
wT (et
: —iw(t—1")
/2w<wTsn(2)) S(w)e .

The factor of (wT)™? in the integrand of Equation 15 forces only small values of w to contribute
when T is large. Thus, the approximation S(w)=S$(0) can be made since only values of w near 0 are
contributing. This causes Cr(0), which we will denote as o2 through this and the main text, to be

exactly calculable to
2
7 =cri0)-s0) [ §2(Zn(F) ) = (16

(15)
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Of important note is the fact that this approximation only works if S(w) varies slowly compared to
(2sin(wT/2)/wT)* near w=0. Since C(f) must be time symmetric, S(w) must also be symmetric and
thus an even function of w. Thus, near w =0 the lowest order correction term for each function will
be the second order term. Normalizing each term by the O-frequency value of each function then

lets us to impose the condition
» o /2 . WwT\\ 2
— | —=sm| —
0w? \wT 2 -

So long as this condition is satisfied, the approximation given in Equation 16 is valid.
We now cast Equation 16 into a more intuitive form by considering the correlation time 7, which
can be defined as

2
- (17)

1 PS(w)
6

S(0) Ow?

w=0 —0

_ [T C)
T_/O ot (18)

Continuing the use the fact that C(f) must be time symmetric and thus an even function of t,
Equation 12 can be used to produce the result

S(O)z/dtC(t)zZ/ dtC(t) =27C(0). (19)
0
Inserting this result into Equation 16 produces

o’ %C(o), (20)

thus relating the long-time averaged variance, a2, to the instantaneous variance, C(0), and the num-
ber of correlation times the system averages over, T/7.

Variance and precision

We now consider a model for the Synthesis-Diffusion-Clearance system. We still assume there is a
single source cell which produces morphogen at rate 8, but now the morphogen is released into the
extracellular environment where it freely diffuses at rate D. The morphogen can also spontaneously
degrade at rate v. Even though in the main text we focus on a zero-dimensional source in a one-
dimensional space, here we will look at diffusion in a multitude of different spaces with different
dimensions as well as morphogen sources that span a multitude of different dimensions. In each
case, the sources will secrete morphogen molecules into a density field ¢ which must follow

dc 2 SP—SO (=

azDVc-‘rnD—VC—n,,-‘r(B—O—nB)S ), 21)
where SP is the number of spatial dimensions, SO is the dimensionality of the source, and V? is taken
over all SP dimensions. Each 1 term is a Langevin noise term that represents Gaussian white noise
for the diffusion, degradation, and production processes respectively. Of important note is that
85P=50(%) is a & function only in the last SP—SO dimensions of the space. So, for example, if there
was a one dimensional source in three dimensional space, then 8°~!(¥) would be a & function in the
and z directions but not the x direction. This means that 8 and 7 will have units of 7-'L5?, where T
is time and L is space.

We can now assume c has reached a steady state and separate it into ¢ =¢ + d¢, which in turn

allows Equation 21 to separate into

0=DV?*¢—ve+B5F50(%) (22)

0
% =DV?8c+mnp — vde—n, + "qﬁﬁspfw(ic'). (23)

where
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Fourier transforming Equation 22 in space and dividing it by v then yields
(2m)%0550 (E)
2
1+ A%R]

A= \/§ (25)
14

Of similarly important note is that 65¢ (I_c') is a 6 function only in the first SO dimensions of k-space.

0= -2 -2 4L am©s(7) = 2=

<™

where

So in the one-dimensional source, three-dimensional space example §%° (75) would be a § function in

the % direction of k-space but not the y or Z directions.
This allows ¢ to be written as

SP o _, SP _ (2m)%08%0(k
E‘()_C') :/ &k —zk»x: ,B/ 'k —zk ()

an? 2 el (26)

ﬁ/ dSP SOk 7”2; 1 'B)\—(SP—SO)P (|x|)

SP— SO 12 = SP—-SO )

2m) 1+)\2‘k) v A
where
N
|
- [ e 1
(2m) 1+ ]

It is important to note that Py does not integrate over all available dimensions, but only over the
last N dimensions of the space. This in turn means that its argument can only depend on the last N
dimensions of any input vector. Returning to the one dimensional source, three dimensional space
example, P;_(|X|/A) should only take the y and z components of ¥ into account. The x component is
made irrelevant by the translational symmetry of the system along the x-axis.

Moving on to the noise terms, Equation 23 can be Fourier transformed in space and time to
yield

’;]D_’;?V_F’;]ﬁ

|2 ’
v(l +22[E| —if)

where 7, (l?,w) depends only on the first SO dimensions of k-space. Assuming the 7 terms are all

~ L2 - ~ ~
_iwe = fD‘k‘ S+ fp — vBe — i, +ijy = ¢ = (28)

independent of each other allows the cross spectrum of c to be

(5 (R)oe(fe)) = ( )\ZH )(1+A2k’ +i ) 29)
(b (@)1 (o) )+ (i (R ) s () )+ oy () 1 (Ro) )

The cross spectrum of i, can be obtained from its correlation function. To derive such a correla-
tion function, we first consider a separate Markovian system comprised of a 1-dimensional lattice of
discrete compartments that a diffusing species Y can exist in. The dimensionality is chosen purely for
simplicity, as the method outlined below can be easily generalized to higher dimensions to produce
the same result. Let y;(r) be the number of Y molecules in the ith compartment at time t and d be
the rate at which these molecules move to the i —1 or i+ 1 compartment. Given a sufficiently small
time step &7, the probability of a molecule moving from the ith compartment to the i+ 1 compart-
ment is
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P({yi(l+5t)7yi1(l‘+8l‘)} = {yi(l) — 17Yii1 (t) + 1}) :yi(l‘)dﬁt. (30)

Higher order interactions in which multiple molecules are transfered within the time step 8¢ will

have probabilites of order (57)* or higher and can thus be ignored. This allows the mean of 8y;(1) =
yi(t+81) — y;(t) to take the form

(8yi(1)) = (i1 () +yis1 (1) = 2yi(1))ddt, (31)

where the first two terms come from molecules moving into theith compartment from the i — 1 and
i+ 1 compartments respectively and the third term comes from the two different ways molecules
can leave the ith compartment. As 8¢ is small, each of these transfer processes can be treated as
being Poissonianly distributed. This allows the variance of 8y;(¢) to simply be the right-hand side of
Equation 24 but with each term taken to be its absolute value so there are no subtractions. Addi-
tionally, this approximation allows the covariance between 8y; and 8y;1; to be taken as the negative
of the sum of the expected number of molecules moving from the ith compartment to the i+ 1 com-
partment and vice versa. With these, the correlation function between 8y;(¢) and 8y;() can be written
as

(8y;(1)8yi(1)) = (yim1 (1) 4 i1 (1) + 2y:(1))d618;; — (vi(t) + yi1 ())d818;1 j — (yi(t) + yis1(£))d618is1 . (32)

We now take the system to continuous space by letting yi(r) — le(x, 1) and 8;; — £8(x —x') with any
intances of +1 in the indices also being converted to +¢. Putting these substitutions into Equation 25

and dividing by (£81)* yields

<%§”)36g’ t)> :%((c(xfé, 1) +c(x+£,1) +2¢(x,1))8(x — x')
—(c(x,t) +e(x—£,1)8(x — £ —x)—(c(x,1) + c(x + £,1))8(x + £ — X))
=%((c(x+£,t)5(x—x’) —c(x+6,)8(x+£—x))

(c(e,)8(x — € —x) — c(x,8)8(x — X)) (c(x,1)8 (x — x')
c(x,0)8(x+£€—x)) = (c(x—£,6)8(x — € —x') —c(x—£,)0(x — X'))).

(33)
Equation 33 has been rearranged into this form so as to easily apply the operators 3 defined as

fo+0—-f(x)

o f(x) = 7 , (34a)
o) =T =20 _f;("_ 2 (34b)
Using this notation, Equation 33 can be simplfied into
dc(,t)bec(x,t)\  ld , ,
<TS—Z> =5 (05 (c(x,0)8(x — € —X') = c(x,1)8(x — X))
+0, (c(x,0)8(x — ) — c(x,1)3(x + £ —X))) (35)

Cd, ,
=5 (Gx 0, +0, 6)a) (c(x,0)8(x —x)).

Taking the ¢ — 0 limit while holding D = ¢?d constant allows d* and 07 to converge to true deriva-
tives, 0, and 0. Additionally, if the 8c¢(x',7) /87 term on the left-hand side of Equation 35 is replaced
with &c(x',7')/8t for ¢ #1¢, then the entire right-hand side must go to 0 as the system is Markovian.
This can be accomplished by multiplying the right-hand side by a factor of §,,. Taking the 6:— 0
limit then turns the two terms on the left-hand side into true derivatives in time, 0, and 9,, acting on
c(x,t) and c¢(x', 1) respectively while the factor of 8, /6t on the right-hand side becomes 5(r —¢'). Alto-
gether, this transforms Equation 35 into

(Opc(x ,1)0;c(x,1)) = 2D8(t — £')0, 0y (c(x,1)8(x — X')). (36)
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Finally, by approximating the system as being in steady state, ¢(x,) can be replaced with ¢(x) and
0,¢(x,t) becomes equivalent to m,(x,7). Making these substitutions and generalizing Equation 36 to
arbitrary dimensions yields

(p®, ) p(X,1)) =2D8(t — )V - V' (¢(%)8°" (X —X')). (37)

Fourier transforming Equation 37 can be easily performed due to the § functions, integrating the
spatial terms by parts, and utilizing Equation 24 to yield

<”7)E (E’,w’) i (Ia w)> _ /dspdeerdtdtreiEze—ﬂ?-?aeiwe—iw’z’ (@, )np(E 1))
=2D / AP xdS" X didt' € YeF ¥ ¢ e §(1 — 1)V -V (e(3)8 (- X))
= 20278 (w—u)) / A xdS" X F e F IV (e(R)8% (R— X))
=2D(2md(w - o)) / A xd K e(2)p (-7 )V -V (FFe HT)
>z iz, i@ (38)
=2Dk-K (278(w—)) / &SP xd5Px ¢ (%)85F (% — X )T e "
= 2Dk -k (278 (w— ') /dSPxE()_c')ei’?(lzfp)
— 2Dk ié’é(i? - 12) Qmd(w—u'))
%K

— W (B(27T)SO+18(w — /)85 <E— E’)) .
+ _x

Moving on to 1, its correlation function must be 8 correlated in time and space since it is a purely
local reaction and as such, at steady state, must take the form

(n,(®.0)n, (F 1)) = ve(@)3(t — )8 (F - X). (39)

Fourier transforming Equation 39 is again easily performed due to the § functions and Equa-
tion 24. This yields

<ﬁi (E/’ w’) 7, (E, w)> _ /dSdeSerdtdtreiI?)?e—iI?’»?Heiure—iw’t’ (n, (&, 1), 1))
= V/dSdeSPx’dtdt'ei':"?efilz/'y e W e (R)8(t— )8 (X —X)
= (278 (w— o)) / AP xdSPx e Fe K ¥ 5(7)85P (x — X)
- (40)
=v(2mé(w—u')) /dSPxe’x'(k_k )E()_c')
=ve (1_5 - l?) (2mé(w—u'))

= m (,B(Z’IT)SO-HS(W — /)55 (l? B l?)) '

Finally, the cross spectrum of nz must be 8 correlated in w-space as well as all source dimensions
of k-space since it is merely a uniform production term that does not depend on space or time. This
yields

(50 ) = - 55,

Combining Equations 29, 38, 40, and 41 then yields
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B2+ (w— )55 (1‘(' _ E/)

(oc (B.w)oe(kw) ) = 2 (1 +)\2‘l_€]2—i%’> (1 +A*

512
K +i%)
202k K 1
) - - 2+1
1+)\2‘k7k’ 1+)\2‘k7k’
22 42
3(277)S0“5(w—w’)830(1?—l’é’) 2+)\2(’k‘ +|K ) 42)
= 2 2. T
Vz(l-i-)\z‘k’ —if) (1+A2 I +i“7) 14A ‘kfk’
e 2 L2
E(k—k/)(ZTrS(w—w’))(2+)\2(‘k) +|e ))
= 2 VI :
v<1+)\2‘k‘ —if) (1+)\2 4 +i%)
We now define m as
m(E, 1) = / AP re(R+7,1), (43)
V(a)

where V(a) is a SP-dimensional sphere with radius a. This allows the mean value of m to be written

as
)2~ (5P—S50) 2
wE) = / SPreEen =P / dSPrpSP,SO(‘””)
V(a) D V(a) A (44)
BASC ¥ a
== Msp_so.sp o)
where
My ()= [ A (45)
V(y

Since Py(|X|) can only depend on the last N dimensions of its input vectors, the same must be
true of My n.. From here we define S(X) as the O-frequency limit of the cross spectrum in w-space of
m. This allows the time averaged variance, o(x) to take the form
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by /
a(x) = &;f) = %ul)i_r% / gi (8m* (%, )8m(¥,w))

SP SP
:llim / a5 rds? // d I;P—d kS/P k() ik - (”’)<Sc*(l_€/ w’)5~c(l_€ w)>
Tw—0 (2m)*" (2m) ’ ’
_ 1 / 4P rdSPy / ISP IdSP I, ¢ % () ik (347
SP
vT Jv(a)

(2m)?
{(i-F) <2+)\2 (\z)ﬂ v 2))
| )

52 -
(1+)\2‘k) )(1+A2 '
1 / BPrdSEy / PrdSPK dSPze—iE-(z+7) oK EHT) eﬁ'(’?’]?)
(a)
22 -2
2+)\2(‘k‘ +|7 )
)

em)®hr )y
(@) — —
(1 +/\2‘k’ ) (1 2w
/ ISP rdSPy / ISP RSP P g~ (7-2) -7 —3)
(@)

1
B @m)*Pvr Jy

-€(2) ! !

J’_
o2 =
1+)\2‘k) 1+ A2|7

sP
R - / dFrd®*y / d**ze(2) / 5P - 2m) 8T E 47 —2)
25P
(27T) vT V(a) 1_‘_/\2’](‘

+ dSPK ¥ -(F+7=2) (277)3’)755; ( Jrz?iz))
1422 |

pA>—(8P=50) / SP._iSP 1 / SP Izl
= drd d>" zPsp_so | —
AT I rd>'’r Psp-so|
I S o
.(55”(%?72)1)@(—‘”; Z')Ms"(ﬂﬁZ)Psp(i'”; Z'))
B/\47(23P7S0)/ SP._ISP 1 [F—7| ¥+ 7
= d> rd>" r'P. Pgp_ Pgp_
DT v rd=r Pse\ /1 sp-so |y + Psp—so

B0 (e (@ T 7
= d>'rM, P
DT v "Mspsp\ oy | Fsp-so| —

s () (7))

2BA4(5P=50) < |7 a X+ 7
= a>rM. P
D2T /V @ rMsp sp 2 a ) spso

20 [ @) _2m() Zsp-sosr (2.5
- V2T SP—SO,SP A /\ T M (
SP—-SO,SP

-

|X+7|

))

~—— >

I

>[=1

~——

a
A

where
ZNA,N’(X,_)’) :/ dN/uMN’,N’(u7y)PN(|5C'+ﬁl)‘ (47)
V(y)

Wherein once again only the last N dimensions of the input vectors can be taken into account.
Combining Equations 44 and 46 yields the full precision to be
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X|4+2a ¢

S mA(®) (Am(®)\® T B % a MSPfsoﬁsP(l S vx)
PX)="F—=%) =5-"Msp-sosp| > | | 1 ————F—] - (48)

a?(%) \ m(%) 2t v ATA M (m g)

SP—SO,SP\ ")\ »x
where
sp-sosp (2,8

7=t () (49)

v X a)
Msp_so,5p <|)\—‘ ; %)

With Equation 48, once the forms of Py, My, and Zy ' are determined for a given SP and SO,
the full form of the noise-to-signal ratio can be found. We now calculate these forms for specific
choices of SP and SO.

1D space, OD source

To begin, we start with the simple scenario in which SP =1 and SO = 0. This allows Py, M;;, and Z; ;
to take the forms

du _; 1 1,
P — —iux — 50
1(x) /2778 14 u? 2°¢ al (50)

y 1 /Y
M) = [ dunr(per )= [ aue

y -y
B { 1 —ecosh(x) x<y S

e *“sinh(y) x>y

¥ 1/
Zua) = [ dadtys ()Pt =3 [ (1= coshue

-y -y

1- %e’y((S +2y—e ?) cosh(x) — 2xsinh(x)) x<y 52)

1€ "(4sinh(y) — e (2y+sinh(2y))) x>y

Equation 51 and Equation 52 can then be put into Equation 48 along with the assumption |x|>a
to obtain

0 7’71(X)T 72)\_/1 2

P =" (1= ) (53)
and

! o3 +sinh(3)

as in Equations 9 and 10 of the main text.

Next we apply the condition given by Equation 17 to determine the regime in which these results
are valid for the SP =1 and SO = 0 case. A similar methodology can be done for each of the other
cases we will look at, though this is the only one we do explicitly. To begin, we will reperform the
calculation done in Equation 46 but without taking the w — 0 limit so as to obtain the full form of
S(w, x).

Fancher and Mugler. eLife 2020;9:€58981. DOI: https://doi.org/10.7554/eLife.58981 19 of 27


https://doi.org/10.7554/eLife.58981

ELIfe Research article Physics of Living Systems

S(w,x) _/iw <8m (x,u)8m(x, w))
/dw drdr /dkdk —ik(x+r) tk’ (x+r") <3€ )BNC(k,w)>

Fk— k) (2 A2 (k2 + k’2)>
(1+A%2 = i) (1+ 22K +i2)

¢ drdr//dkdk/e—ik(x+r)eik’(x+f)
d (

(14222 — i) (1+A%K* +i2)

a Iy R J 1 l
drdr’ / dkdk' dze M=) o =205 +
@ T+A%K —i2 14+A%K% 402

1 a . / __ , _
_ L v [ae)| [ ake ot FTOCH T =) e 2T H T 2)
2 2 2712
m) vt 1+A%k2 — i< L+AK" +ie
1 Cairey C(x47) wr_y clx+r)
d d dke—(r ")74_/‘1]{ ih(r'=r) )
") (/ ¢ 1+ A% — = R P T

a , r—r w B r—r w
zaladrdr (c(x+r)Q( 3 77;>+c(x+r)Q( 3 ,;)),

du _,; 1 1 .
— —iux — —|x|\/T+iy
0(x.y) /27re T+iy+i2 2VT1hy (56)

2 /fa
a _ o 24+ 22 (K2 K2
_ 1 drdr’ kdk/dze—tk x+r) elk (x4-r )etz(k—k )E(Z ( )
2m)*v)-a

where

and /T+iy is assumed to be the branch with a positive real component. Plugging this and the
explicit form of ¢ into Equation 55 then yields

B[ i [l A e e
S =— drd 1 VIt
(w,x) 2D, rdr _1_i;e _I_H_e e

(57)
B el 7&\/@ 2B |x| a )
= X v | = T —.— 1 _
2VDRe 7drdr\/__w e 7 VzRe X ‘HV )
where
y 1 ,
'I‘(x7y7w):/ dudy' — e~ ¥l g lu—i], (58)
—y 4w

The function T(x,y,w) limits to X; ;(x,y) when w — 1 and as such has different forms when x is less
or greater than y. As the purpose of this exercise is to determine the regime in which our theoretical
approximations are valid and our model obeys |x| > 2a for all cells, here we will only present the x>y
solution for simplicity. Using this to perform the integrals in Equation 58 and applying the result
toEquation 57 then yields

. . sinh (@ h(9) — cosh (2W) sinh (¢
S(w,x) = %e_‘h_‘Re {Lz sinh (%) —eV Wsin ()‘ W) CO‘;/z((AV)Vz _C(ib) ()‘ W) o ()‘) , (59)

where W =, /T+i%, which in turn implies w = —iv(W? — 1). With this, it is easier to perform all further
calculations with respect to W and take the W — 1 limit as that is equivalent to the w — 0 limit.
We can now combine this with the known form of S(0,x) given in Equation 46 to evaluate Equa-

tion 17 to take the form
o (30) 85 (20) T
S ow ow? oWZow
J’_

1 96sinh(§) - e¥(48+30(¢) +8(¢) +335inh (29) ) + 6% (3g ®°)
212 4sinh(§) — e (24 +sinh(24))

T2 > é@ —
S0w? S Ow OW \ Ow OW

e (s

o V=1 60)
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The right-hand side of Equation 60 is a function that monotonically increases from 9/21? to
21/2v* as a/A goes from O to . Thus, regardless of the value of A, v sets the timescale to which T
must be compared.

2D space, OD source
For SP =2 and SO =0, Py, M,,, and X, , each take the form

du gz 11
P2<x>;/ e 61)

2 R 2 dzu/ i (7)) 1
Mos(xy) = [  duP(3+id)= | d°u L L
' V(y) V(y) (2m) 1+ |i7|
:x/duiﬂﬁgﬂ
0

14 uw?

Saalny) = / Puby (], y)P (7 + i)

d2 dzu” Jo \u|u Jl(yu) — il - (X+1i)
1+M/2 ]_"_‘ﬁ//‘Z (63)

. / oy M"JO(XM")JI (o) 0Ty v}y () — "oy )y (")
0 (M/Z_u//Z)(1+u/2)(1+u//2) ’

where J,(x) and K,(x) are the Bessel functions of the first kind and modified Bessel functions of the
second kind, respectively. Unfortunately, the complicated nature of Bessel functions makes the
remaining integrals unsolvable analytically, and therefore we evaluate them numerically. Similar
problems arise whenever SP=2 or SP — SO =2.

3D space, 0D source
For SP =3 and SO =0, P3, M33, and X33 each take the form

3
Prl) = [ e e (64)
Cay¢ TP am
M;3(x,y) =fv(y>d3uP3(|fc+u\ fv ) Pu rm ‘e —lx+
B 1 -2V sinh(x) x<y (65)
| Le*(ycosh(y) —sinh(y)) x>y

Sia(ny) = / | s s )
Viy

1 1 1 -
— d3u(1 - __‘Tyefysinh(m\)) L
4’7T V(y) |u\ |X+M| (66)
1 ,
1 74—efy(1 +y)((5+2y +e72") sinh(x) — 2xcosh(x)) x<y
X
1

¢ @(ycosh(y) —sinh(y)) +¢7(1+y)(2y —sinh(2y))) x>y

2D space, 1D source

For SP =2, SO =1, Py and M, are known from Equations 50 and Equations 62. This leaves M,
and X, to take the forms
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M2 (x,y) :/ d*uP, (|3 +ii]) = / du/ dOue2tl
V()

2 ) (67)
o /"dal 5O (1 4 ysin(8))
0 2(sin(h))
Sia(ny) = / Puy ([, )P (174 i)
(68)

/du/27d9/ a0 Jl(y”) —|o-+usin(0)]

Again, we evaluate the remaining integrals numerically.

3D space, 2D source

For SP =3, SO =2, Py and M3 are known from Equations 50 and Equations 65. This leaves M, 3
and X, 3 to take the forms

1
M) = [ dunieri) =3 [ duet
V(y) V(y)

_2 (69)
-1 x<y

e (1 +y)cosh(x)+
e *(ycosh(y) —sinh(y)) x>y

=27

1 1
Zi3(x,) :/ d3uM373(|ﬁ|,y)P1(|)_c'+ ﬁ|):—/ d3u(1 — J:yefysinh(m))e’l”*”ﬂ
V0 2Jvy) i

742 =2y 2 _ 2
e (1+4y) (&Cosh(x) - Esinh(x) — cosh(y)) NI | X<y (70)
o 4 2 2

—x (‘ly@%e—y +%673y +%cosh(y) — %Slnh(y)) x>y
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Appendix 2
Hopping model for SDC case

To obtain a more intuitive understanding of why the SDC model results in the scaling properties
seen in the various calculations of Mgp_g0gp and Zgp_sosp, We now look at a simpler version of one
dimensional diffusion in which we discretize space into compartments of uniform size. Let molecules
still be produced in the Oth compartment at rate 8 and degrade anywhere in space at rate v. The
process of diffusion can be approximated by letting the molecules hop to neighboring compart-
ments with rate h with equal probability of moving left or right. This allows the dynamics of mj, the
number of molecules in the j compartment for j € Z, to be written as

Omy

o :B(S()j +h(mj'+1 +mj_ — ij) —vm;. (71)

By setting the left-hand side of Equation 45 to 0, the resulting system of equations can be easily
solved by assuming 7m; = Aexp(—2lj|/A) and calculating A and A. Imposing this assumption on Equa-
tion 45 and taking j>0 yields

20+ 2(j—1)

_ _2 _Y Y _2 2
0 :h<Ae AT 24 A>7VAe ¥ — Ae A(he A+heA72h7v)

3 1 v (72)
=Ae (4h sinh? ()—\) — V) —)\ = asinh™! ( E) .

With A solved for, we solve for the proportionality constant by noting that the total number of
molecules in the whole system must follow a simple birth-death process with a mean of 8/v. This in
turn implies

g =Y7 At =A(2(S e ) —1) =A(251) :A(Smf(%) - 1> — Acoth(l) 73

=A= gtanh (Al),

This in turn gives the average value of m; to be
1 2
;= gtanh (X) et (74)

Next, we calculate the full distribution of m; by assuming that at any given moment in time each
molecule in the system has probability P; of being in the jth compartment. This can be combined
with the aforementioned fact that N, the total number of molecules in the system, must follow a
birth-death process and thus to Poissonianly distributed with mean B/v. For any given value of N,
P(mj|N) must be a binomial distribution with success probability P; since each molecule is indepen-
dent. This allows the marginal distribution P(m;) to be calculated to be

©

w B\N
Plm) =3 Pplm) = 3 e (M-

(75)

=e

B mooo (B N—m; B m B m;
s ER)” 3 GU=P) " sGP) saopy _ on GR)
mlt = (N —m)! mj! mj!

Thus, m; is seen to be Poissonianly distributed with mean BP;/v. Comparing this mean to that

derived in Equation 46 then implies

%)

Il

P;=tanh ()l\) e r. (76)

We now consider the joint distribution of m; and my for j# k. Since molecules cannot be in the jth
and kth compartment simultaneously, the joint conditional distribution P(m;,m|N) must be trino-
mially distributed. This allows for the joint distribution to be calculated in a manner similar to Equa-
tion 75 to produce
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P(mjm) = Y P(N)P(mj,mN)
N=mj+my
© N
= > ef(g—)( N )P{njpzu(l—P'—Pk)Nimfmk
N=mj+my N! m;, M ! !

my —mj—my (77)
e CR)" EP)" & B -P-P))" "

mj! my! N=mj+m (N_mi _mk)!
R CR)"™ iy an CP) [ e CP)™
mj! mk! mj! mk! '

Thus, the joint probability distribution of m; and my is seen to be separable into the product of
the two marginal distribution, meaning that same-time, instantaneous measurements of m; an my
must be uncorrelated.

From here we can begin to calculate the full correlation function for m; and my. We start by defin-
ing 8m;(r) = m;(t) — m; and 8my(t) = my(t) — my. Since im; is known to set the right-hand side of Equa-
tion 45 to 0, the dynamics of 8m; can be written as

66mj
ot

= h(émjﬂ -+ 5mj_1 — 251’)1]) — 1)6}'}'1]‘7 (78)

with the same being true for 8my;. Additionally, we assume the system is at steady state so that all
mean expressions are invariant to time translation. Given this, we can without loss of generality take
the correlation function between 8m; and 8m; to have the form

Cia(1) = (dmy(1)m;(0)), (79)

where 1>0. Applying the dynamic result given in Equation 78 then yields
6C]k <65mk

> = <(h(6mk+| ([) +6mk,1 (t) — 25mk(t)) — VBmk(t))ﬁm](0)>

=h(Cixp1 + Cix—1) = (2h+v)Cjx.

(80)

The final form of Equation 80 can be split into the term —(2h+v)Cj; which implies Cj;
exp(—(2h+v)r) and the term h(Cjy41 + Cjx—1) which is the recursion relation for I,(2ht), the modified
Bessel function of the first kind, where ¢ is some function of j and k. This means C;,(t) can be written
as

Ci(t) = Aly gy (2ht)e™ @1, (81)

for some proportionality constant A.

To determine the forms of A and £(j, k), we can utilize the initial condition that m; is Poissonianlly
distributed and thus has a variance equal to its mean while being completely uncorrelated with my
when both are measured at the same time. This means C;4(0) can be written as

Cix(0) = %P_;S_ih (82)

which in turn implies £(j,j) =0 as I,(0) = 8y, for n € Z. To satisfy the recursion relation term of Equa-
tion 80, it must then be the case that £(j,j+ n) =n. Setting k =j+n thus yields £(j,k) =k —j. Since k
and j are integers, £(j,k) =j—k is equally valid as I, =1_, again for n € Z. Combining these results
together yields the final form of C;.(r) to be

Cj)k(t) = %lek_j(2hz)e’(2h+")’. (83)
Next, let 7 be the autocorrelation time of m;. This quantity is typically defined by integrating

C;,(1)/C;;(0) over all time. Using the known properties of modified Bessel functions, this can be
solved to yield
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‘L'=/ a1 G =/ dt >10(2ht)e_(2h+”)’=; (84)
0

Gii(0) Jo Vv(dh+v)

If we now define M =T/7 where M is the number of effectively independent measurements that
can be made in a time T, we see that for 4> v, M~2+/vhT. Additionally, from Equation 72 we see
that in the 7> v regime A=2,/h/v. By equating this A to the nondimensionalized Aspc/a from the
SDC model we see that M=AvT = (Aspc/a)vT. This is consistent with the fact that for Aspc > a the
right-hand side of Equation 54 becomes approximately a/Aspcv, which allows
M= T/TSDCz (/\SDC/(J)VT.

In the h < v regime, we find M = vT. Once again, this consistent with Equation 54 when Aspc < a
as this causes the right-hand side to become approximately v~!. Thus, the SDC model is seen to
have a correlation time that agrees with Equation 84 in both the large and small h regime.
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Appendix 3

Comparison to experimental data

To compare our theory to experimental data, we focus on ten of the morphogens presented
in Table 1 of Kicheva et al., 2012 and obtain data from the references therein. For Bicoid,
we obtain a value of A of ~100 um from the text of Gregor et al., 2007b with and error of
+10 um from the finding in Gregor et al., 2007a that cells have a ~10% error in measuring
the Bicoid gradient. We then take the a value of the Drosophila embryo cells that are sub-
jected to the Bicoid gradient to be ~2.8 um based on Figure 3A of Gregor et al., 2007a.
We use the same figure to estimate the size of the whole embryo to be ~500 um or ~90
cells. This value of a is also used for Dorsal as measurements of both Bicoid and Dorsal
occur in the Drosophila embryo at nuclear cycle 14. For the value of A for Dorsal, we use
Figure 3D from Liberman et al., 2009 to obtain a full width at 60% max of 45 £ 10 um.
Since this represents the width of Gaussian fit on both sides of the source whereas our
model uses an exponential profile, we assume the appropriate A value for such an exponen-
tial fit would be half this value, 22.5 + 5 um. Figure 3A from the same source also shows
that the distance from the ventral midline to the dorsal midline is ~200 um or ~35 cells.

For Dpp and Wgq, Kicheva et al., 2007 provides explicit measurements of A for each. These val-
ues are 20.2 + 5.7 um and 5.8 £ 2.04 um respectively. For Hh, we use Figure S2C in the supplemen-
tary material of Wartlick et al., 2011 to determine A to be 8 + 3 um. Dpp, Wg, and Hh all occur in
the wing disc during the third instar of the Drosophila development. As such, we use a common
value of a for all three. This value is taken to be 1.3 um based on the area of the cells being reported
as 5.5 = 0.8 um? in the supplementary material of Kicheva et al., 2007 and the assumption that the
cells are circular. Additionally, the scale bar for Figure 1A in Wartlick et al., 2011 shows the maximal
distance from the morphogen producing midline of the wing disc to its edge to be ~250 um or ~100
cells.

The A value of Fgf8 is reported as being 197 &+ 7 um in Yu et al., 2009. Additionally,
based off the scale bars seen in Figure 2C-E of Yu et al., 2009, we estimate the value of
a for the cells to be ~10 um. For the morphogens involved in the Nodal/Lefty system
(cyclops, squint, lefty1, and lefty2), measurements of A for each are taken from Figure 2C-F
of Miiller et al., 2012 by observing where the average of the three curves crosses the 37%
of max threshold with error bars given by the width of the region in which the vertical error
bars of each plot intersect this threshold line. We assume the a value of each morphogen in
the Nodal/Lefty system to be equivalent to the a value of cells in the Fgf8 measurements
performed in Yu et al., 2009. This is because the measurements made in Miiller et al.,
2012 were taken during the blastula stage of the zebrafish development while measure-
ments taken in Yu et al., 2009 we taken in the sphere germ ring stage. These stages occur
at ~2.25 and ~5.67 hpf respectively, but the blastula stage can last until ~6 hpf based on
the timeline of zebrafish development presented in Kimmel et al., 1995. As such, since
there is potential overlap in the time frame of these two stages, we assume the cells main-
tain a relatively fixed size and thus that the value of a for the Nodal/Lefty system can be
taken as the same value of a used for Fgf8. Additionally, as seen in Figures 8F and 11B in
Kimmel et al., 1995, these two stages also share a rougly equal overall diameter of the
embryo of ~500 um at the largest point. This creates a circumference of ~1600 um or ~80
cells, which in turn means the morphogen must travel a maximum distance of ~40 cells
away from the source.

Morphogen Organism A (pm) a (um) N
Bicoid Drosophila 100 + 10 2.8 90
Fof8 Zebrafish 197 £7 10 40
Lefty2 Zebrafish 150 + 25 10 40
Lefty1 Zebrafish 115+ 20 10 40
Dpp Drosophila 20.2 +5.7 1.3 100

Continued on next page
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continued

Morphogen Organism A (um) a (um) N

Dorsal Drosophila 225+5 2.8 35

Squint Zebrafish 65 + 10 10 40

Cyclops Zebrafish 30+5 10 40

Hh Drosophila 8+3 1.3 100

Wg Drosophila 58 +£2.04 1.3 100
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