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Noise-induced switching from
a symmetry-protected shallow
metastable state

Yukihiro Tadokoro!™, Hiroya Tanaka! & M. I. Dykman?™

We consider escape from a metastable state of a nonlinear oscillator driven close to triple its
eigenfrequency. The oscillator can have three stable states of period-3 vibrations and a zero-amplitude
state. Because of the symmetry of period-tripling, the zero-amplitude state remains stable as the
driving increases. However, it becomes shallow in the sense that the rate of escape from this state
exponentially increases, while the system still lacks detailed balance. We find the escape rate and

show how it scales with the parameters of the oscillator and the driving. The results facilitate using
nanomechanical, Josephson-junction based, and other mesoscopic vibrational systems for studying, in
a well-controlled setting, the rates of rare events in systems lacking detailed balance. They also describe
how fluctuations spontaneously break the time-translation symmetry of a driven oscillator.

Fluctuation-induced switching from a metastable state underlies a broad range of phenomena and has been
attracting much interest in diverse areas, from statistical physics to chemical kinetics, biophysics, and population
dynamics. Where fluctuations are weak on average, switching is a rare event, with the rate much smaller than the
relaxation rate of the system. For classical and quantum systems in thermal equilibrium, switching has been well
understood! . Here the major mechanisms of switching are thermal activation over the free energy barrier or,
for low temperatures, tunneling. The corresponding theory has been standardly used to characterize Josephson
junctions*, to study magnetic systems’~"!, and for other applications.

Much progress has been made over the last few decades on the theory of switching in systems far from ther-
mal equilibrium, see refs. 12718 for a review. However, many problems remain open on the theory side, and much
remains to be learned on the experimental side.

The experiments require well characterized nonequilibrium systems that remain stable for a time much longer
than the relaxation time. A class of systems that stand out in this respect are resonantly driven mesoscopic vibra-
tional systems where switching occurs between the states of forced vibrations. The examples range from electrons in
a Penning trap to cold atoms to nano- and micromechanical systems to Josephson junction based systems, cf.!*-3>.

A most detailed comparison of the theory and the experiment can be done for “shallow” metastable states.
These are states with a comparatively low barrier for escape. A simple example is a state at the bottom of a shallow
potential well. Even a comparatively weak noise can lead to escape from a shallow state with an appreciable rate.
This significantly simplifies the experiment. Typically, a stable state becomes “shallow” when one of the parame-
ters of the system approaches the value where the state disappears (a bifurcation point). The rate of switching from
a shallow state displays a characteristic scaling with the distance to the bifurcation point in the parameter space.
For stable states of forced vibrations such scaling has been found in the classical and quantum regimes**-* and
has been observed both for the vibrations at the frequency of the driving resonant field?**263132 and for paramet-
rically excited vibrations at half the drive frequency®>*.

A major feature that underlies the scaling is that, even though the stable states are vibrational, the problem can
be mapped on fluctuations of an overdamped particle in a one-dimensional potential well. This is a consequence
of the onset of a “soft mode” that controls the motion near the relevant bifurcation points®’. Moreover, because
there is only one slow variable, the corresponding slow motion has detailed balance.

In this paper we consider escape from a shallow metastable state with no detailed balance. We show that such
a state exists even in a simple system which has only two dynamical variables. The dynamics is not controlled by
soft modes. Rather the emergence of the shallow state is a consequence of the symmetry of the system. The con-
sidered model is minimalistic: the scaled equations of motion without noise contain a single parameter.
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Figure 1. (a) The phase portrait of the mode that displays period tripling; Q and P are the quadratures (the
coordinate and momentum in the rotating frame). Circles and squares show the stable states and the saddle
points, respectively. The lines show the separatrices. The plot refers to x =0.4 and f=2 in Eq. (4). (b) The part of
the phase portrait inside the dashed square in (a) in the scaled coordinate and momentum g, =fQ and g, =fP.
For f>> 1the dynamics is described by Eq. (7). The green line that comes from the stable state shows the most
probable path followed in escape for xk = 0.4. (c) The effective Hamiltonian (8) of motion around the shallow
state g, =g, =0 in the absence of dissipation. With dissipation, the local maximum at the origin becomes a
stable state. (d) The contour plot of the Hamiltonian (c). The squares show the saddle points. These points shift
in the presence of dissipation, as seen in (b), but the stable state remains at g, = ¢, =0.

The physical system we consider is a vibrational mode driven close to triple eigenfrequency. The classical
dynamics of such a mode in the absence of noise has been well understood*®. For sufficiently strong driving, the
mode can have three stable period-3 vibrational states, which all have the same amplitude and differ in phase by
27/3. However, the state with no vibrations (except maybe vibrations at the drive frequency with a very small
amplitude) is also stable. It remains stable as the driving amplitude increases. We call it a zero-amplitude state.

The basin of attraction of the zero-amplitude state, i.e., the range in which the mode approaches this state from
an initially prepared state, can be seen from Fig. 1(a,b). It is the interior of the region centered at the origin and
limited by the solid lines (the separatrices). As we show, the size of this region decreases with the increasing driv-
ing. However, it remains nonzero for a finite driving amplitude. Indeed, annihilation of the zero-amplitude state
would require that it merges simultaneously with the three saddle points, which correspond to unstable period-3
vibrations and are shown by squares in Fig. 1. The persistence of the zero-amplitude state is therefore a conse-
quence of the symmetry, which is the symmetry of the period-3 vibrational states with respect to incrementing
their phase by 271/3 or, in other words, the symmetry of Fig. 1 with respect to rotation by 27/3.

As the basin of attraction of the zero-amplitude state shrinks with the increasing driving, this state becomes
more and more shallow. Thus, for strong driving, the zero-amplitude state is a symmetry-protected shallow met-
astable state. We are not aware of a simpler shallow metastable state with the dynamics that is not controlled by a
soft mode no matter how small the basin of attraction becomes.

Resonant period tripling leads to unusual quantum dynamics of a vibrational mode**~*2. In the quantum
regime, a period tripling was recently observed in a superconducting resonator with several nonlinearly coupled
modes***, There is a significant difference between quantum fluctuations about the shallow zero-amplitude state
and the shallow states near bifurcation points. Quantum fluctuations near a bifurcation point are very similar to
classical fluctuations, since the dynamics is controlled by a single slow variable®. In contrast, the dynamics near
the considered shallow zero-amplitude state is described by two non-commuting dynamical variables, and there-
fore quantum fluctuations qualitatively differ from classical fluctuations. In the present paper we study escape due
to classical fluctuations.

The model

Mesoscopic vibrational systems, from nano- and micro-mechanical modes to Josephson-junction based systems,
are nonlinear. A major effect of nonlinearity is the dependence of the vibration frequency on the amplitude. To
the leading order in the nonlinearity, this dependence is well described by the Duffing model, in which one takes
into account the quartic term in the expansion of the potential energy in the mode coordinate gq. To resonantly
excite period-3 vibrations one has to apply a force at frequency wy close to triple the eigenfrequency wj. The sim-
plest Hamiltonian that describes the mode dynamics is

1 > 22y, 1 4 1.3
H=—(p" 4+ wq) + - — —Fg’ coswyt.

2 p 09 4 7 3 q F (1)
Here, p is the mode momentum, v is the nonlinearity parameter, F is the driving amplitude, and we have set the
mass of the mode m = 1. The condition of the driving being resonant means that the frequency detuning éw is
small,

1
|bw| € wp,  bw = F9F T “
While assuming the detuning small, we will further assume that it is nonzero and that both éw and -y are positive.
These conditions are not necessary, the results immediately extend to the cases where 6w, v < 0 and also to w=0;
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the results extend also to the case where the driving is additive and the term in Eq. (1) that describes the driving
has the form —F'g coswpt, cf.41.

Along with the detuning, we will assume that the nonlinearity and the driving are also small, so that the vibra-
tions are nearly sinusoidal and, equivalently, the change of the mode frequency due to the nonlinearity is small for
the typical displacement g, i.e., 73°, F§ < wg-

The rotating wave approximation. Resonant dynamics of the mode is conveniently described by the
amplitude and phase of the vibrations at frequency wy/3, which vary on the time scale that largely exceeds the
vibration period 27/wp. To describe this dynamics we switch to the frame that rotates at frequency wy/3 and intro-
duce the scaled coordinate Q and momentum P in this frame. The corresponding transformation is

q(t) + Gilwp)p(t) = (Bwpbw/97)?[Q(t) + iP(t)]exp| — iwpt/3] 2)

[note that these are two equations for two real variables Q(¢) and P(#)].

The transformed Hamiltonian H contains time-independent terms and terms that oscillate at the fre-
quency 2wy/3 and its overtones. The effect of these terms is small in the considered parameter range and can
be disregarded, i.e., the dynamics can be analyzed in the rotating wave approximation (RWA). In the RWA, the
Hamiltonian (1) in the variables Q, P becomes

H — [8(wp6w)*/2791g(Q, P),  (Q, P) = i(QZ +P 1) §f<Q3 — 3pQP),

f= Fl(8wpybw)'*. (3)

The Hamiltonian g contains a single parameter, the scaled amplitude of the driving field f. In the considered range
of small nonlinearity and small detuning éw, parameter f can be large even for weak driving.

The coupling of the mode to a thermal reservoir leads to decay of the vibrations and to noise. For several
microscopic mechanisms of the coupling, on the time scale that largely exceeds w; ' and the correlation time of
the relevant fluctuations of the reservoir, the dynamics of the weakly nonlinear mode is Markovian (Methods). In
the simplest case of the coupling linear in the mode coordinate, the dynamical equations of motion in the dimen-
sionless time 7 = (dw)t read

aQ

7 Ko(Q P) + (), Ko = Opg — KQ,

dp

E = K)(Q, P) + fP(T), K, = —6Qg — KP. @

Here & is the dimensionless decay rate of the mode. It is simply related to the friction coefficient I used when the
mode dissipation is phenomenologically described by a friction force —2I'dg/dt and the friction is weak, I < wy;
in this case, & = I'/éw. However, Eq. (4) can apply even where in the laboratory frame the dynamics is
non-Markovian (Methods).

The terms £ Q(T) and &,(7) in Eq. (4) are independent 6-correlated Gaussian noises,

(ENELD) = (£,(NE,(0)) = 2D5(7). )

For thermal noise D = 81kyTrry/8w; Sw.

The phase portrait of the mode in the rotating frame in the absence of noise is shown in Fig. 1(a). For
f 252001 + k)2 — 1), Eq. (4) has three stable stationary solutions, which correspond to three stable period-3
vibrational states with nonzero scaled squared amplitude Q az + Pa2 in the laboratory frame, three saddle points,
which correspond to unstable vibrational states with scaled squared amplitude Q7 + P2, and a stable state with
Q=P=0,

2 2 Lo 1 4 2 24172
(@ + P =14 —f" £ (" + 4 —4n) " ©)
The stable states and the saddle points with the squared amplitudes (6) are located at the vertices of equilateral
triangles, cf. Fig. 1(b). In a standard fashion, the separatrices go through the saddle points and divide the phase
plane (Q, P) into the basins of attraction of different stable states. Importantly, the basins of attraction of the states
with nonzero vibrational amplitude have a common boundary only with the zero-amplitude state, but not with
each other.

With the increasing amplitude of the driving field f, the stable states with nonzero amplitude (6) move away
from the origin. In contrast, the saddle points move toward the origin, (Q* + P?), ~ (1 + «)/f* for large f.
Therefore, the basin of attraction of the zero-amplitude state shrinks, but at the same time, this state remains
stable for any finite f.

Results

Dynamics near the zero-amplitude state for large driving amplitudes. For strong driving, the
dynamics of the system in the vicinity of the zero-amplitude state can be conveniently studied by switching to the
variables ¢, = fQ and g, =fP. They can be thought of as components of a vector q=(q;, g,). For f > 1, from Eq.
(4) the equations of motion for ¢, , in the range |q1)2| = (0(1) have the form
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dq _ — (V) —
L - k@ +&0n), k=(EV)g - @)

Here € is the Levi-Civita tensor, &; = 0and &, = — &, = L'V = (9,, 9, ) is the gradient,
1 2

oy Ll 1.5 2

8@ =~ -9~ 4 —399) ®)
and &, ,(7) are two independent white Gaussian noises,

(M) = 2D8é(r), D = f*D.

Function g(q) is an analog of a Hamiltonian, if one thinks of g, as a coordinate and ¢, as a momentum. It
determines the conservative motion of the strongly modulated mode in the absence of dissipation and noise. It
has no parameters. Its structure is therefore universal. It is shown in Fig. 1(c,d). As seen in this figure, §(q) has a
local maximum at q=0 and three saddle points. The local maximum corresponds to the zero-amplitude state, in
the presence of dissipation.

The phase portrait of the system (7) in the presence of dissipation but with no noise is shown in Fig. 1(b).
Dissipation shifts the saddle points of g(q), but they remain saddle points. We use the same color coding for the
saddle points of g(q) in Fig. 1(d) and the saddle points of the full dynamics (7) in Fig. 1(a). The separatrices in
Fig. 1(b) are the boundaries of the basin of attraction to the zero-amplitude state.

Overall, in the absence of noise the dynamics described by Eq. (7) depends on only one parameter, the scaled
decay rate x. Varying « leads only to a quantitative change of the phase portrait, the structure remains intact, as
seen from Fig. 1(b). The simple topology of the phase portrait indicates the universality of the dynamics. Quite
remarkably, this universality is not related to the onset of a soft mode. There is no slowing down.

Another important feature of the dynamics (7) is that the effective noise intensity D increases with the increas-
ing driving amplitude F o f. Such increase is essentially a consequence of the rescaling of the dynamical variables.
As the basin of attraction of the zero-amplitude state on the original (Q, P) phase plane shrinks with the increas-
ing f, the noise becomes effectively stronger. This is what makes the zero-amplitude state “shallow”.

By linearizing equations of motion about q = 0 we see that, for weak noise, the mean-square displacement
about the zero-amplitude state is

() = 2D/k.
The linearization makes sense only if (qz) < qsz, where

qs2 =1+

is the squared distance of the saddle points from the origin, with the account taken of the dissipation. The posi-
tions of the three saddle points can be written as q,, + iq,, = q.exp(ic,) withexp(3id,) = — (1 — ik)/ g, The latter
equation gives three values of ¢, that correspond to different saddle points and differ by 27/3.

With the increasing D oc f2, the mean-square displacement (q*) increases. Once it approaches ¢, fluctuations
about the stable state may no longer be assumed small. Physically, it means that the system placed initially near
the zero-amplitude state quickly escapes from the basin of attraction of this state and switches to one of the states
of period-3 vibrations. For smaller fthe escape rate is smaller, but still it may be not exceedingly small even for a
weak noise, justifying the term “shallow metastable state” as applied to the zero-amplitude state.

Escape rate from the shallow state with no detailed balance. The theory of escape from a meta-
stable state of a white-noise driven system is well-established!’. The underlying idea is that, when the noise is
weak on average, escape occurs as a result of a rare fluctuation. In this fluctuation, a large outburst of noise drives
the system over the boundary of the basin of attraction of the initially occupied stable state. Once the boundary
is crossed, noise is no longer needed, the system moves to another state “on its own”. An outburst of noise is a
certain realization of a random force. The outbursts needed for switching are exponentially unlikely for a weak
Gaussian noise. In addition, the probabilities of different appropriate outbursts are exponentially different. The
rate of escape is determined by the most probable of them, i.e., by the least improbable appropriate evolution of
the random force in time. Through the equations of motion, such force leads to the corresponding trajectory of
the system®. This trajectory is often called®*® the most probable escape path (MPEP).

We will consider escape from the zero-amplitude state using Eq. (7). The conventional analysis refers
to systems with no symmetry. In contrast, our system has a three-fold symmetry. The attraction basin of the
zero-amplitude state is bound by three separatrices, which can be obtained from each other by a rotation by 27/3
on the (g, g,) plane, see Fig. 1(b). The probability to cross any of them in escape is the same, and therefore the
total escape rate is three times the escape rate for crossing one of them.

For weak noise, it is most probable to cross a separatrix near the saddle point***”#%, For the system (7), the rate
of escape over one of the separatrices W, for small noise intensity has the form

W, = Cexp(—R/D), D <1, ©)
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where C is a constant that smoothly (nonexponentially) depends on the parameters. Equation (9) reminds the
Kramers formula! for the rate of activated escape from a potential well. However, the dynamics (7) does not cor-
respond to Brownian motion in a potential well, and R is not a height of a potential barrier.

The effective activation energy R for the considered fluctuating dissipative system is given by the action of an
auxiliary conservative system'?,

1. 0o dq dq ] 1{dq ]2
R=-— ar?|—=,q|, Z|—,q|=—-— -k .
2 o j:oo i [dT q] [dT d 2|dr @

(10

Here L is the Lagrangian of an auxiliary system; this is a Hamiltonian system, with no relaxation and no noise. Its
appropriate Hamiltonian trajectory q,,(7) gives the MPEP, i.e., the trajectory which the initial dissipative noisy
system is most likely to follow in escape. This trajectory starts at =0 for 7— —oo and goes to one of the saddle
points for 7— oo (Methods).

The effective activation energy in the limiting cases. Equation (10) allows one to calculate the effective activation
energy R for any s by numerically solving the variational equations of motion, or the corresponding Hamiltonian
equations, with the appropriate boundary conditions (Methods). Analytically, explicit values of R can be calcu-
lated in the limiting cases of large and small x. We start with the case & < 1. For x =0 the noise-free trajectories
of the system (7) are closed loops with §(q) = const, as seen in Fig. 1(d). For small  the noise-free trajectories
become tight spirals that spiral toward q =0, with g(q) slowly increasing toward §(0) = 0. The MPEP q,,,,(7) is
also a tight spiral, but it spirals from q =0 toward the saddle points. To the lowest order in &, the value of R is
determined by the action (10) accumulated on this trajectory until § reaches its value at the saddle point***»*.

Importantly, the multiplicity of the saddle points makes no difference, to the leading order in «. Indeed, for
x— 0 all saddle points have the same gs = g(qs) = —1/6, cf. Fig. 1(c,d). Therefore the variational equations for
the optimal path can be solved in the same way as in systems with a single saddle point. The resulting general
expression for R is**4>0

& . M@) - 1 2
R~ dg—==, M) = dqdq,, N(@) =— v dq,d < 1),
fffo g N@) @) fL@ 9,49, @) 5 fl,/@ 2(qQ)dqdq, (k< 1) a1
where .o/(g) is the interior of the orbit dq /dr = 0§/0q,, dq,/dT = —0g/0q, with a given g. Such orbits are
shown in Fig. 1(d). From Eq. (7), the orbit is a circle ¢ = —2g for small [§| and becomes a triangle for
§ =g = —1/6, with the two sides given by q, = + (g, + 1)/+/3 and the 3rd side given by g, = 1/2.
From Eq. (7), V2§ = —2, and therefore

R=kxl/6, k<1 (12)

This expression shows that the effective activation energy R linearly increases with the scaled decay rate x
where « is small.

We now consider the case of fast decay, x > 1. Still we assume that x < f, so that the dynamics in the consid-
ered part of the phase plane is described by Eq. (7). In this case it is convenient to change variables in Egs. (7) and
(10) by settingq = xq’, 7 = 7//x. Thendq/dr = k*dq//dr', whereas, to the leading order in &, the components
of the vector k become k(q) = #*K/(q') with k', = —¢/, + 2¢',¢'» and k', = — ¢, + ¢/ — ¢',>. Therefore we
can write the expression for the activation energy as

R =#R, R' = = min foo ar' g’ [d—q, q’] » & [d—q/ q’] = l[d—q/ - K(q) 2
—00

= — s s = , k> 1.
2 dr’ dr’ 2|dr’

(13)

The parameter « has been scaled out of Eq. (13). The Lagrangian .#’ does not contain any parameters.
Therefore R’ is a number. This number can be found by solving the variational problem (13) numerically for the
extreme trajectories that start at ¢’ =0 at 7/ — —oo and for 7 — oo go to one of the saddle points, which are
located at(q',, ¢',) = (0, —1), (£-/3/2, 1/2) (cf. Methods). The numerical solution gives R’ ~ 0.171. Therefore,

R~ 0.171k% k> 1. (14)

The asymptotic results (12) and (14) explicitly describe the dependence of the effective activation energy of
escape on the single parameter of the nonlinear dynamics, k, in the limiting casesx < landl < k < f.

Numerical results. We have studied escape from the zero-amplitude state numerically using three
approaches. First, we performed numerical simulations of the full stochastic equations of motion (4) for several
values of the scaled driving force f. The results for f=>5 are shown in Fig. 2 by crosses. Then we performed simu-
lations of the scaled stochastic equations (7) that refer to large fand do not contain fother than in the noise inten-
sity D = f2D. The results are shown in Fig. 2 by full circles. Then we solved the noise-free variational problem
(10). The numerical integration of the stochastic equations was done following the standard routine, c£.>'. To find
the escape rate W, for each parameter value we assembled 3000 trajectories that went from the vicinity of the
zero-amplitude state to the area well behind the basin of attraction of this state. We made sure that the result was
independent of the chosen boundary of this area.

The results of the numerical simulations shown in Fig. 2 clearly demonstrate the activation dependence of the
escape rate on the noise intensity for all values of the scaled decay rate we explored: logW,, is linear in1/ D. Already
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Figure 2. Thelo ,\garlthm of the rate of escape from the zero-amplitude state log W as a function of the scaled
noise intensity D = f2 D as obtained by numerically simulating the Langevin dynamics. The full circles show
the results obtained for the dynamics described by Eq. (7), where the driving field amplitude f was scaled out.
The crosses show the results obtained by simulating the full Eq. (4) for f=5; respectively, the noise intensity in
these simulations was D = 0.04D. The results show excellent scalinglog W, o< 1/D in the both cases. The
straight dashed lines are guide for the eye. The data with brown, yellow, cyan, black, magenta, green, red, and
blue full circles refer to K =4.5, 3.5, 3,2.5,2,1.5,0.5,0.25.

Figure 3. The dependence of the effective activation energy R of escape from the shallow metastable zero-
amplitude state on the scaled decay rate of the mode «. The results refer to strong driving, The solid lines show
the solution of the full variational problem (10). The red and green dashed lines show the asymptotic results
(12) and (13) for small and large , respectively. The full circles show the values of R obtained from numerical
simulations of the stochastic equation of motion (7).

for f=5, the results obtained from the full Eq. (4), which explicitly contain f and refer to the noise intensity
D = D/f?, were extremely close to those obtained from the scaled Eq. (7) that refer to the f>> 1limit.

In Fig. 3 we compare the results of the simulations with the results obtained by solving the variational prob-
lems (10) and (13) (Methods). The effective activation energy of escape increases with the increasing decay rate .
The results show that the effective activation energy R is well-described by the asymptotic small-~ expression (12)
in therange x < 0.5.In the range x 2 1.5 the asymptotic large-+ expression (14) works reasonably well.

It is also seen from Fig. 3 that the values of the activation energy obtained by simulations and from the analyt-
ical theory are in excellent agreement. This agreement holds for all values of x we explored.
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Discussion

The results of this paper bear on two problems. One is the possibility to facilitate the comparison of the theory
and the experiment on escape from a metastable state of a generic thermally nonequilibrium system in the pres-
ence of weak noise. The second is the spontaneous breaking of the time-translation symmetry in vibrational
systems where the symmetry-preserving state is dynamically stable. We have shown that both problems can
be addressed by studying period tripling in mesoscopic vibrational systems, including nano-mechanical and
Josephson-junction based systems in particular. Where such systems are driven close to triple the eigenfrequency,
they can have three stable period-3 states and also a stable “zero-amplitude” state where they do not oscillate or
oscillate with a small amplitude at the drive frequency.

The stability of the zero-amplitude state is symmetry-protected, and because of the nature of the symmetry,
the dynamics in the vicinity of this state has no detailed balance. In this sense, this dynamics is generic for a
nonequilibrium system. At the same time, escape from the zero-amplitude state into one of the period-3 states,
and thus the breaking of the symmetry of the driving with respect to time translation by 27/wy, can have a com-
paratively large probability for strong driving even where the noise is weak. This means that the zero-amplitude
state becomes shallow while remaining dynamically stable. We have shown that the escape rate W, displays uni-
versal scaling with the parameters of the vibrational mode as well as the amplitude F and the frequency wy of the
drive. For thermal noise Eq. (9) takes the form

2
log W, ~ 7R(/€)/B, D= S—IMi—kBTZ,
64 wr(6w) (15)

where & is the scaled decay rate. The dependence of the effective activation energy of escape R on the single
parameter ~ has been found analytically in the limiting cases and numerically in the general case. Quite remark-
ably, the simple explicit results in these limiting cases well describe the escape rate almost in the entire range of
the parameters of the system.

The possibility to exponentially strongly increase the escape rate by varying the parameters of the driving is
important for studying escape in the experiment. The explicit scaling of the escape rate with the parameters of
the drive opens a way of a detailed quantitative comparison of the theory of escape in systems lacking detailed
balance with the experiment.

Methods

Markovian dynamics of a driven oscillator in slow time. Coupling of a dynamical system to a thermal
reservoir leads to relaxation and fluctuations in the system. Generally, the ensuing dynamics is non-Markovian.
Phenomenologically, it is often described by adding to the Hamiltonian equations of motion a retarded fric-
tion force and a Gaussian noise with the corresponding correlation function®>%. A simple microscopic model
that underlies such description is the coupling to a thermal bath that consists of harmonic oscillators, with the
coupling being bilinear in the coordinate of the considered dynamical system and the coordinates of the oscilla-
tors®36. If the system can be thought of as a particle in a potential well, and if the correlation time of the thermal
reservoir is short and the decay time of the system is long compared to the period of intrawell vibrations, the
long-time dynamics can be mapped on an effective Markov process with energy-dependent decay and diffusion
coeflicients, see’”*® and references therein.

The dynamics of the system considered in the present paper, i.e., a weakly nonlinear oscillator weakly coupled
to a thermal reservoir, can be described differently and for a fairly general form of the coupling. This is because
the oscillator is a “narrow-band filter’, that is, it is susceptible to fluctuations in the thermal reservoir in a narrow
frequency range centered at the oscillator eigenfrequency. For a harmonic oscillator bilinearly coupled to a bath of
harmonic oscillators, the rigorous analysis by Bogolyubov®* showed that, in slow time compared to the vibration
period 27/wy, the oscillator dynamics is Markovian provided the density of states of the bath weighted with the
interaction is smooth near the oscillator eigenfrequency.

For the considered oscillator, the nonlinear part of the vibration energy is small compared to the harmonic
part,

M{g") < wld)-

Because of the nonlinearity, the vibration frequency depends on the vibration amplitude, but for small nonlinear-
ity it remains close to wj. The frequency wy/3 is also close to wj. Therefore the physical argument that the oscillator
is sensitive to fluctuations in the thermal reservoir at frequency ~w, applies to the driven nonlinear oscillator. The
oscillator dynamics in the slow time can be analyzed***® using the asymptotic technique, which is to some extent
similar to the conventional ladder approximation in the Green’s function theory of electronic systems®. This tech-
nique applies in the quantum and classical limits, and in the classical limit leads to Eq. (4) if the interaction with
the thermal reservoir is of the form H;= gh,, where hy, depends only on the dynamical variables of the thermal
reservoir. In particular, if the reservoir is a set of harmonic oscillators, ki, can have linear and nonlinear terms in
the coordinates of these oscillators. For the considered oscillator with mass m the decay rate is

Im Xb(wo)

I'=T(wy) =
2mw,

i o0 iwt
s W) = — dte™"([hy(t), h,(0)]
b A j(‘) < b b > (16)
[the eigenfrequency wy is also renormalized by a term «Re x,(w)]- The approximation applies for
|(Aw2d1"(w0)/ dwy| < I', where Aw includes the frequency detuning w, — ws/3 and the nonlinear frequency shift
q

~Y{q M wy.
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In addition to being coupled to a thermal reservoir, mesoscopic vibrational systems are often subjected to an
external noise?, which in many cases is Gaussian. An oscillator is particularly perceptive to the noise at frequen-
cies close to wy. If the power spectrum of the noise is smooth around wy, in the slow time the noise acts on the
oscillator as a white noise. To allow for the presence of this noise, the noise intensity D in Eq. (4) is chosen as a
parameter, which can be larger than the thermal noise intensity.

Calculating the most probable escape path. A simple numerical procedure of finding the MPEP is
based on solving the Hamiltonian equations of motion for the auxiliary system with the Lagrangian #(dq/dr, q)
given by Eq. (10). The Hamiltonian of this system and the corresponding equations are

1, dq dp
H(g,p)=—p° +pk, —=p+k = =—V(pk.
(¢, p) PP 5. P - (pk) (17)

The MPEP corresponds to the trajectory that starts for 7— —oo at the stable state of the original system and
arrives for 7— 0o to one of the saddle points (a real time instanton), cf.!>*4465061_QOn this trajectory H = 0. The
activation energy of escape R is given by the dynamical action accumulated by moving along this trajectory,

a8 _ 4

1
R=-§ s
2 (7 = o0) dr dr (18)

with S(7— —o0) — 0.

The Hamiltonian Eq. (17) can be solved by first linearizing them near the stationary point q = p = 0; this gives
p ~ Mq,S ~ qMq/2, and explicitly determines the matrix M; we find M = 2. One can then use the shooting
method by choosing a small q(0), with p(0), S(0) given by the above expression, and integrating Eqs. (17) and (18)
so that the trajectory approaches one of the three saddle points. An example of the MPEP obtained this way is
shown in Fig. 1(b). The results were used to obtain the solid line in Fig. 3.

The green dashed line in Fig. 3 was obtained by the same procedure, with the Hamiltonian of the form of
H(q,p) = %p/z + p'K/, where the vector k' = K'(q) = (—¢', + 29'.4'5, — 9/, + q’lz - q’zz).

We note that our analysis refers to a system with weak damping, which becomes multistable only due to reso-
nant periodic driving. The analysis is done in the rotating wave approximation, and therefore the Hamiltonian for
the escape trajectories (17) is independent of time. This is qualitatively different from the problem of escape of a
Brownian particle from a periodically modulated metastable potential well, which has attracted much attention
in the literature®®®* and where, for an overdamped particle, both the exponent and the prefactor in the escape
rate have been found®-’. The Hamiltonian for escape trajectories in this case explicitly depends on time. Recent
numerical results on escape from a periodically modulated potential well can be found in ref. .
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