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People who use secure messaging apps are vulnerable to a hacked or malicious server unless they manually
complete an authentication ceremony. In this article, we describe the usability challenges of the authentication
ceremony and research to improve it. We conclude with recommendations for service providers and directions

for research.

M essaging applications are a primary method for

communication between individuals, to a large
extent due to their simple, intuitive user interface and
the ubiquity of smartphones. To protect the privacy
of their users, some messaging applications incorpo-
rate end-to-end encryption, which encrypts messages
between the sender and receiver so that their contents
are not visible to anyone intercepting the traffic or even
to the service provider. Messaging applications that
incorporate end-to-end encryption are often known as
secure messaging applications; they include WhatsApp,
Facebook Messenger, iMessage, Telegram, and others.
Many of these applications use an additional feature
known as forward security, in which the encryption keys
change from message to message, so that if an attacker is
able to decipher one message it provides no hints about
how to decipher previous or future messages.
Integrating end-to-end encryption and forward
secrecy into a highly popular and usable messaging
application seems to be the holy grail that the usable
security community has looked for since the seminal
paper “Why Johnny Can’t Encrypt” was published
in 1999, which showed that users had difficulty using
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encrypted email even when significant effort had been
spent to try to make it usable. The key advance made
by secure messaging applications lies in automating all
user interactions with encryption so that the messaging
application appears no different from any insecure mes-
saging system. Thus, these applications provide signifi-
cant privacy benefits to users compared to many prior
communication methods (for example, email and stan-
dard instant messaging). In particular, secure messaging
applications protect users from passive attackers who
seek to eavesdrop on connections, such as governments
conducting surveillance.

However, the encryption in these applications typi-
cally uses provider-supplied keys for the communi-
cating parties. Unless the parties perform an optional
process for authenticating the keys they are using, an
active attacker, such as a rogue or hacked provider, may
supply incorrect keys. An attacker in this position can
either impersonate anyone to another user of the service
or conduct a man-in-the-middle attack, with the ability
both to eavesdrop on and modify messages exchanged
between users. Hence, to achieve true end-to-end secu-
rity, it is crucial for users to correctly authenticate the
keys they are using. Without doing this, users cannot
know whether they have the right key for the person
they are talking to or a false key provided by an attacker.
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The process by which users can verify their keys is
known as an authentication ceremony.

At the same time, it is important to place active
attacks in context. We know of no attacks on widely
used secure messaging applications that have subverted
the key server. Instead, successful attacks have included
subverting SMS verification codes in Telegram and
exploiting weaknesses in the phone calling implementa-
tion in WhatsApp. In addition, many ordinary users are
not greatly concerned about security, since their conver-
sations often don’t include information they consider
sensitive. Nevertheless, secure messaging applications
are a tempting target for attackers, particularly because
they are used by vulnerable groups such as journalists,
members of political campaigns, and activists. As ser-
vice providers close off other avenues of attack, authen-
tication in secure messaging applications is one area
that has received less attention.

In this article, we examine the tradeoffs secure mes-
saging applications are making in their authentication
designs, discuss their shortcomings, and make recom-
mendations for improvements. Our analysis is applica-
ble to the most popular secure messaging applications
on the market, including the aforementioned, since all
share architectural and user interface similarities. We
tirst describe some of the technical details of secure
messaging apps and how users can effectively authenti-
cate their encryption keys. We then explain the usability
shortcomings of authentication ceremonies in current
applications and illustrate some of the research done
to help users take better advantage of the privacy these
applications offer. We conclude by providing recom-
mendations for service providers and describing chal-
lenges for future research.

The Importance of Authentication

Whenever Alice and Bob communicate using a messag-
ing application, both use some communication service
operated by a service provider. While Alice and Bob
may feel that they converse with one another directly,
this is not the case. Any message that Alice sends to
any other client is actually sent to the service pro-
vider, which then relays the message to its real des-
tination. So, in practice, the communication between
Alice and Bob is facilitated by two separate “client—
server” connections: one between Alice and the pro-
vider and the other between the provider and Bob.
Since the communication between the clients and
the provider is encrypted, this model of communi-
cation is secure against eavesdroppers; however, this
model does not provide protection from the provider
itself. In other words, this communication model
has a major security flaw “baked” into it: since all
messages must go through the service provider, the
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service provider can read all the messages. A provider
could use this position to mine messages for advertis-
ing purposes, conduct surveillance for a government,
or enact censorship.

To mitigate this threat, secure messaging applications
use end-to-end encryption. The application encrypts
messages from Alice to Bob using an encryption key
that is known only to her and to Bob, thus eliminat-
ing the threat of an honest but curious provider. For
Alice and Bob to agree on such a key in a secure man-
ner, they follow a key exchange protocol similar to the
one performed at the beginning of a Transport Layer
Security (TLS) connection. However, unlike a TLS
connection, where at least one of the connection’s
endpoints is in possession of a public key certificate,
clients normally do not have certificates; instead, the
service provider assumes the role of a key directory
and helps Alice and Bob exchange their public keys.
Once Alice knows Bob’s public key, she can securely
establish a secret shared key with Bob, and no other
party, including the service provider, can determine
the value of the key or decrypt any of the messages.

A significant problem with this arrangement is that
the aforementioned key exchange does not provide
protection from rogue or compromised providers; such
providers can still circumvent the protection provided
by end-to-end encryption in the following way. When-
ever Alice asks for Bob’s public key, a rogue provider
gives Alice a fake public key that the rogue provider
controls. This is known as a key substitution attack. As
a result, when Alice encrypts the secret key for Bob
using the fake public key and sends it to Bob through
the rogue provider, the provider can easily decrypt the
secret key. Now, all that is left for the rogue provider is to
reencrypt the key using Bob’s real public key, and send it
to Bob claiming that this message was sent by Alice. The
result is that the rogue provider has positioned itself as
a man-in-the-middle between Alice and Bob, tricking
them into thinking that they are end-to-end encrypted,
where in reality their messages are only client-server
encrypted. The rogue provider can now eavesdrop on
the message or modify messages without either party
being aware of this attack.

Note that such an attack on TLS is futile because Alice
can verify the authenticity of Bob’s public key using a
certificate Bob provides that is signed by a trusted cer-
tificate authority (CA). An adversary that controls such
a CA can still launch the attack; however, this is a differ-
ent problem and is the focus of current deployments of
certificate transparency.

Unfortunately, currently there is no established auto-
mated mechanism to prevent or detect such attacks on
secure messaging applications. The result is that current
secure messaging applications are only opportunistically
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encrypted end-to-end, that is, security guarantees hold
onlyaslongasyou trust the provider. Instead, concerned
users are offered an optional mechanism that they can
perform to verify that their conversation was not com-
promised. This mechanism, known as an authentication
ceremony, allows users to verify that the provider did not
compromise the key agreement process, hence, their
communication is truly end-to-end encrypted.

A typical authentication ceremony includes sev-
eral methods for the user to verify the encryption keys.
Figure 1 shows the ceremony from WhatsApp. In this
instance, if the user is in the same location as their con-
tact, they could scan a QR code from their contact’s
phone. The QR code typically encodes the fingerprints
of the public keys for each user, and the application
automatically compares the fingerprint of the locally
stored keys with the representation in the QR code
automatically, showing an indication of success or
failure. In the more typical case where the user is not
in the same location as their contact, they can make
a phone call and compare the numeric representa-
tion of the key fingerprints.

Each application may use slightly different termi-
nology and representation of the key fingerprints,
as shown in Table 1. Moreover, some messaging
applications do not encrypt all messages by default,
and the user must know how to activate end-to-end
encryption for each conversation from the menu
system. Another difference is that some secure mes-
saging applications use the Signal Protocol, which
has been published and subjected to scrutiny, whereas
others use unpublished proprietary protocols whose
security properties are less well known since research
on them is sparser.

For the authentication ceremony to be effective, a
number of important steps must be made by the user,
all in the affirmative. Figure 2 illustrates these steps and
the number of ways this process can go wrong. If arogue

Table 1. An overview of secure messaging applications, the protocol they use to encrypt messages, the terminology they
use to refer to the authentication ceremony, and the method they use to represent fingerprints of the encryption key.

All messages

Application Protocol encrypted
Signal Signal v
WhatsApp Signal v
Facebook Messenger Signal

iMessage Proprietary v

Viber Proprietary v
Telegram Proprietary

www.computer.org/security
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Figure 1. The authentication ceremony in WhatsApp.

provider attacks an existing connection, then it can only
be thwarted if the user sees and understands a warning
about their encryption keys changing, finds the authen-
tication ceremony, successfully executes it, understands
what failure (nonmatching encryption keys) means,
and decides to stop communicating. Note that many
of these depend on user understanding, which puts a
premium on good design, following principles devel-
oped by the usable security community. Then, even
if a user takes all the correct actions, they may still
decide to continue communicating if, for example,
they don’t perceive their communication to be worth
protecting. Finally, if a rogue provider attacks a new
connection, then the user typically sees no warning and
must be sufficiently aware of security risks and decide
authentication is important to have a chance of thwart-
ing the attack.

Finally, we note that a more detailed comparison
of secure messaging applications was made by Unger
et al.? in 2015. They used a framework to compare a

Terminology Representation

Safety numbers 60-digit numeric

Security code 60-digit numeric
Device keys
No ceremony None
Secret identification keys 48-digit numeric

Encryption key

66-digit hexadecimal, one per device

8 x 8 pixel image or four emojis
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wide variety of messaging applications using a set of
security, usability, and adoption properties. Since then,
most secure messaging applications in use today, serv-
Attack on Attack on ing billions of users, have converged on the approach
Existing Connection New Connection we describe here, which was pioneered by TextSecure
l l (the predecessor to Signal), using a combination of a
key directory, trust-on-first-use, and optional key veri-
fication. The primary exception is iMessage, which, as
... sees , . .
e Yes .. decides Yes noted in Table 1, assumes the key server is trusted and
key change ?:E:f;;ﬁi:g' does not provide a method for manually verifying
warning? ' key fingerprints.
No | No The Usability of the Authentication
Ceremony
A variety of papers have examined the usability of the
authentication ceremony in secure messaging appli-
,L cations. The key questions these papers consider is
whether users will be able to find and use the authen-
) tication ceremony, particularly when under attack.
No ... finds the
auiiEmiiesiton Generally, these papers have found that users do not
ceremony? understand the threats they face when using a secure
messaging application nor the need for the authentica-
Yes tion ceremony. They typically only find the ceremony
,L when prompted to look for it and, even then, have a
hard time using and understanding it.
.. successfully A typical setup in these studies is to have users
No executes the communicate normally through the application, initi-
Sl ate an attack (for example, by running a modified key
ceremony?
server under the control of the study authors), and
then observe how users react to the attack. One of
lYes the first studies of this sort* used an early version of
Signal that showed the user the public keys for each
party in the conversation, but without any instruc-
No -+ understands tions regarding how to compare these keys. A small
what failure
means? number of people simply clicked “Accept,” essentially
allowing the attack to occur, and, of the rest, about
half tried to complete the ceremony and less than half
Yes
l of them succeeded.
Two other studies have generalized these obser-
vations to additional secure messaging applications,
No ... stops including WhatsApp, Viber, Telegram, Signal, and
communicating? Facebook Messenger.> Both studies conducted an ini-
tial phase where participants received high-level infor-
mation about secure communication but no detailed
3 lYes instructions about the authentication ceremony
and how to complete it. The studies observed simi-
lar results, with only 13% able to find and complete
the authentication ceremony in the first study and
A a only 14% in the second study. Both studies also then
included a second phase where users received some
general instructions about encryption or were given

a tip to confirm that they shared the same encryption
key. In both cases, the majority of participants (about
three-fourths) were able to complete the authentication

Figure 2. The security decisions needed for the authentication ceremony to be
successful.
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ceremony. However, it took significant time to complete
the ceremony, about an average of 70 s in the first study
and over 11 min to find and complete the ceremony on
average in the second.

Qualitative results from these studies revealed addi-
tional usability issues with the authentication ceremony.
For example, many participants grew fatigued during
the authentication process and complained about the
length of the encryption key they needed to compare.
Although the applications include some kind of warn-
ing about encryption keys changing, due to the attack,
most users did not notice the message. Furthermore,
users did not understand the meaning or importance of
the key change or mistook it for a connectivity problem.
A few users even attempted to send the key verification
information through the messaging application itself.

Studies of this nature also reveal the mental mod-
els that users have when conceiving of authentication.
During one study involving pairs of participants,® the
participants were asked to exchange messages with each
other while making sure they were communicating with
each other, and no one else could read their messages
(such as a service provider). The participants did not
use the authentication ceremony to satisfy this request.
Instead, they attempted to authenticate their partner
using a variety of approaches, including a video call,
asking questions that required specialized knowledge,
and speaking in a second language that both partici-
pants knew. This indicated that users generally lack any
understanding of encryption, cryptographic keys, and
the concept of a man-in-the-middle attack. Using an
authentication ceremony is not intuitive.

Toward a More Usable Authentication
Ceremony

In addition to studying the usability of existing secure
messaging applications, some research has investi-
gated how to improve the usability and security of
the authentication ceremony. This research stems
from a concern that if users do not understand how
to find or use the authentication ceremony, then
they could be susceptible to attack. This question
was investigated in several works, falling into three
main approaches.

Improve the Representation of Public

Keys in the Ceremony

The first approach studies alternative represen-
tations for the fingerprints of the encryption keys used
in the authentication ceremony. Research has investi-
gated a variety of alternative representations, including
numeric, hexadecimal, textual (words and sentences),
and graphical, as shown in Table 2. The primary find-
ing of two works”8 is that textual representations, which
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transform the fingerprint into a series of words or sen-
tences, have the best success in helping users detect
attacks. However, so far, most secure messaging apps
continue to use numeric or hexadecimal representa-
tions of fingerprints, despite these results. The Signal
application has stated a preference for a numeric for-
mat, because it is simpler to provide international local-
izations for numbers.” However, using sentence-based
fingerprints could improve usability significantly and
impact the vast majority of users if done for the most
common languages, with numeric representation as

a fallback.

Help Users Find and Use the Ceremony
The second approach seeks to redesign the user inter-
face of secure messaging applications to help users find
and use the authentication ceremony. Vaziripour et al.!
modified the Signal user interface with these goals in
mind, as shown in Figure 3, including both an explicit
prompt for the authentication ceremony and stream-
lined instructions for users. Their user study showed
that these changes significantly reduce the time for users
to find and complete the ceremony. With these changes,
90% of study participants were successfully able to find
and use the ceremony compared to 30% with the exist-
ing design of Signal.

Despite these positive results, this approach may
not be appropriate for all users. Some users may not

Table 2. Example fingerprint representations that have been
tested by usability researchers.

Numeric 7748 5689 7453 6977 5604 5939 2765 8791 5022 4957
3805 0309
Hexadecimal C10A 8BE2 6123 FA22 BB83 02E3 123 C 5AE6 21FB 41BC

Words jumping crazy baggage help ripcord pardon board shelf

sofa rain forward happy stay lunch trouble satisfy

Sentences The basket ends your right cat on his linen.

Her range repeats her nerve.
The smile tells secretly.

My clean cake pulls your waiting pocket.

Graphical

(Source: Tan et al.g)
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consider themselves to be targets of attacks or they
may not be discussing anything sensitive in a particular
conversation and hence could be annoyed if regularly
nudged to improve security when the risk is actually
low. Indeed, the most typical reason for authentication
keys changing is when one person reinstalls the messag-
ing application. Thus this approach may be most helpful
for users who are at high risk, such as journalists, mem-
bers of political campaigns, or activists.

Design for Understanding

The third approach focuses on improving the awareness
of users to the risk they face when authentication keys
change and the responses they can take to mitigate this
risk. This approach emphasizes user autonomy to make
the choice that is relevant for them rather than forcing
users toward maximal security. Wu et al.!! followed this
idea by using a risk communication framework bor-
rowed from public health. As shown in Figure 4, they
reframed the authentication ceremony as a privacy check
and substantially redesigned the user interface of Signal
to better help users understand why a privacy check is
needed, what effort they may need to expend to con-
duct the privacy check, and what it means if the check
succeeds. Their design also included a shield icon that
shows the privacy status of their conversation, shown in
Figure S, which is currently hidden in secure messaging
applications. This helps the user know whether each con-
versation partner has been authenticated, using a visual

representation of whether the privacy check is undone,
successfully complete, or failed.

Designing for user understanding means that com-
pliance is not the primary concern. Rather, the prior-
ity lies in informing the user so they can make a choice
suitable for their situation (for example, based on the
sensitivity of their conversation). This work showed
that user understanding of risk increased with the new
design, with 50% of users understanding the purpose
of the authentication ceremony (16% for Signal), 56%
understanding the meaning of matching identifiers
(27% for Signal), and 56% understanding the meaning
of nonmatching identifiers (28% for Signal). More work
is needed to further improve on the effectiveness of the
design, but it is possible to improve comprehension of
security mechanisms while promoting user choice in
whether to activate them.

Recommendations

Secure messaging applications prioritize usability over
security, thus enabling billions of users to regularly use
an end-to-end encrypted messaging service. Usabil-
ity is increased by automating user interactions with
encryption and only warning users if public key finger-
prints change. This trust-on-first-use model assumes
the messaging service is not hacked or malicious, which
is a reasonable threat model for most users. Moreover,
participants from the literature have indicated regularly
that they don’t consider themselves an important target

10:23 AM TestFlight = 1:04 AM No SIM &

ettings

Bob

Verify Safety Number

This is your safety number with Bob.
Ask Bob for the safety number and make
sure your numbers match before mark this

Verification Needed
Signal needs additional information
from your contact's device to secure
your conversations. Would you rather
do it in person or over a phone call?

Over a phone call

In person

Dismiss

onnecting.

02171 10936 33801 16657
04872 86079 10987 98110
30887 90040 60307 83167

v Mark as Verified

119 AM TestFlight = 1:08 AM

& Back Verify Safety Number

contact as verified!

Scan the QR Code on your contact's device.

(b) () (d)

Figure 3. Vaziripour et al.'® modified Signal (a) by adding an explicit prompt for the authentication ceremony, using a red bar at the bottom

of every conversation that was not yet verified and the wording “Action needed: Click to verify your safety numbers.” (b) They also split the
authentication ceremony into two parts: a phone call option and an in-person option. (c) The phone call option uses an in-app phone call with
safety numbers shown on the screen. (d) The in-person option uses a QR code scanner. (Source: Vaziripour et al.'?)
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for an attacker and don’t believe their conversations
reveal anything important, so security is not a priority.
Likewise, both automation of encryption and avoiding
warning fatigued are backed by years of research in the
usable security community.

However, the downside of these design choices
is that users cannot find, understand, or execute the
authentication ceremony when needed. The authen-
tication ceremony as currently implemented is thus
broken, since it is both not being used in practice and
is unusable. Based on our review of the literature, we
believe improvements to the authentication ceremony
could significantly increase its usability. We make the
following recommendations for service providers.

1. Reframe the authentication ceremony as a privacy
check, as recommended by Wu et al.!! This design

follows best practices, based on Microsoft’s NEAT
guidelines and a wealth of literature from the usable
security community. As a result, it leads to stronger
user understanding of the purpose and meaning of
the authentication ceremony.

. Enable at-risk users to activate a high-security mode,

which safeguards them through additional policy.
This could include preventing users from exchang-
ing messages until they perform the authentication
ceremony, both at the start of each conversation and
when safety numbers change. Preventing messages
from being delivered is already a part of the Signal

app in certain situations,!!

so this change is not
expensive. The default settings that prioritize usabil-
ity can be kept for most users, with the changes from
the first recommendation enabling them to transi-

tion to stronger security when they need it.

Privacy Check

A\ Privacy Check

There is a small chance that someone is
intercepting your conversation.

If this concerns you, then we can help
you do a short privacy check.

This will require a minute or two of your
time and you will need to either be in
the same location as Alex or use Signal
to call them.

they match.

NotNow  Get Started and your device.

Not Now In Person

(a) (b)

Signal assigns identifiers to each user's
device. These identifiers are used to
encrypt your conversations.

You and Alex can compare your copy
of each other's identifiers to make sure

If they match, you know that this conver-
sation can only be read on Alex's device

To compare your identifiers with Alex,
please select an option below.

Phone Call

v
Alex
Signal Call +12345678901

0 X = @

Privacy Check

Tap the shield icon to show and hide
your device identifiers.

(@ Reminder

You can keep sending messages as
normal, but we recommend not
sending any sensitive information
until you perform a privacy check.

Have Alex read their identifier to you,
and check if it matches your copy. Do
the same for Alex with yours.

Your device identifier:

271 405 010 257 809
979 033 722 893 242

Tap thisicon above to run a
privacy check at any time.

Remind Me Later

Alex's device identifier:
086 720 139 239 728
204 292 176 731 015

marc  EEXCIVACT)

(c) (d)

Figure 4. Wu et al.

access control.’ (d) Users can also choose not to do the authentication ceremony, and the application shows them how to get back to it later.

(Source: Wu et al."" and J. Wu and D. Zappala.'?)

reframed the authentication ceremony as a privacy check (a) with messages that communicate the likelihood of a risk,
the action they can take to mitigate that risk, and how much of their time this will take. (b) If the user chooses to perform the privacy check,
its purpose and what it accomplishes are concisely defined and, as with Vaziripour et al,, the ceremony is split into an in-person and phone
call option. (c) The safety number is split and renamed as device identifiers, following prior work showing users view encryption primarily as

Alex . .
€ ° +12345678901 <

(a) (b)

< @

Alex 0 0
+12345678901

.oe

Alex
<@
+12345678901

(c)

0 -

Figure 5. The privacy check icons designed by Wu et al.’: (a) the default state, (b) the matching identifiers, and (c) the nonmatching identifiers.

(Source: Wu et al.’)
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3. Use textual representations of key fingerprints.
While this creates extra work for developers, this
will make it significantly easier for users to com-
pare fingerprints and thus more likely that they will
perform the ceremony when needed. Users have
consistently complained about numeric represen-
tations, so developers should heed their concerns.
The user interface could allow users to fall back to a
numeric representations if they do not understand
the textual one.

If a major provider would push such improvements,
this could set the bar for the rest of the providers. The
success of such a push would rest on how well an appli-
cation could help users to understand the risks they face
and the benefits of these changes in preventing attacks.
It may be possible to use gamification to encourage
users to use the ceremony. We note that some games
have offered incentives for users to adopt two-factor
authentication, so a straightforward rewards approach
could reap benefits.

We especially call attention to the reality that not all
users have the same risk profile. Users who are at risk
have compelling needs for heightened security.!31#
Likewise, residents of countries without strong rights
for free speech are regularly at risk when communicat-
ing with friends and family. Service providers should
at a minimum focus on helping these groups of users,
since their app can cause significant harm for these
users if they are victims of an attack.

We also advise the research community to investi-
gate methods for automatically detecting and prevent-
ing key substitution attacks, which could eliminate
the need for the authentication ceremony. A likely
approach for detecting attacks is to deploy a system
that audits key servers run by service providers. Simi-
lar to Certificate Transparency for the web, CONIKS!®
and Google’s Key Transparency system could be used
to verify that key servers advertise a consistent public
key for each user. Research is still needed to demon-
strate how to integrate this type of system with a secure
messaging app and to design a user interface that helps
users understand the consequences of an attack and
take appropriate action. Moreover, while this approach
helps service providers offer better assurances for their
users, it still requires significant deployment effort and
only provides detection of attacks.

Solutions that can prevent key substitution attacks
are both more useful and more difficult to develop. One
possible approach is to establish a system for issuing cer-
tificates to users to certify their public keys. Such a public
system could allow Alice to learn Bob’s public key without
relying on or trusting the service provider. Further, such
an open system would allow Bob to choose which CA to
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use when obtaining a certificate, and likewise would allow
Alice to choose which authorities to trust when querying
keys. Such a system would need some method of audit-
ing authorities to detect misbehavior, as discussed above.
Research would be needed to develop usable methods
for issuing certificates to users at scale, including cover-
ing situations where a phone is lost or software is rein-
stalled. Significant development and user testing would
also be needed to verify that this kind of system would be
teasible. Finally, coordinating such a standardization and
deployment effort among service providers is a daunting
challenge. Providers may not be enthusiastic about del-
egating this operation outside of their control, since they
are thriving while having built a “walled garden” in which
their app serves only their users.

Any solution for improving secure messaging appli-
cations, such as those proposed above, carries with it
fundamental tradeoffs. The framework developed by
Unger et al.3 provides a useful way to reason about these
tradeoffs in terms of achievable properties, which could
then be verified with user testing. We call for providers
to work with researchers in developing detection and
prevention mechanisms that would meet their needs
and protect users.

W e close with the hope that service providers rec-

ognize the importance of truth in advertising.
End-to-end encryption only provides protection from
active attackers if users authenticate each other. Appli-
cation providers should ensure their users are aware that
secure messaging applications are currently only secure
if they trust the application provider or if they take addi-
tional steps to authenticate. Since users generally do not
use the authentication ceremony, even when warned
about a key change, trust-on-first-use has essentially
devolved to simply always trusting the service provider.
Trusting service providers may be appropriate for much
of the general public, but those at risk should be guided
toward learning how to authenticate. m
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