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Abstract

We present results from a study of 94 red giant stars in the globular cluster M53. We use low-resolution spectra to
measure the strength of CN and CH features at ∼3800 and 4300Å, respectively. The strengths of these features are
used to classify stars into a CN-enhanced and CN-normal population and to measure C and N abundances in all 94
stars. We find the red giant branch stars to be evenly split between the two populations identified, and observe the
presence of CN-enhanced stars on the asymptotic giant branch. In addition, we identify five CH star candidates
based on the strength of their CN and CH band features, and the presence of a P-branch in their CH band. We
compare our identification of multiple populations to those based on the Na–O anticorrelation and pseudo-color
indices in Hubble Space Telescope UV photometry, and find general agreement between all three methods. Our
large sample size also allows us to study the radial distribution of each population, and we find that the CN-
enhanced population is more centrally concentrated. We use our C and N measurements to compare the
evolutionary changes in these elements as a function of magnitude between the two populations, and show that
both populations experience similar evolutionary changes to the surface abundances of C and N. Finally, we
calculate C+N+O abundances for each population and compare them to similar measurements made in M10; we
find that in both clusters, CN-enhanced stars have a slightly enhanced C+N+O (Δ(C+N+O)∼ 0.2 dex).
Unified Astronomy Thesaurus concepts: Globular star clusters (656); Stellar evolution (1599); Stellar
abundances (1577)
Supporting material: machine-readable table

1. Introduction

As some of the oldest objects in the Milky Way, globular
clusters (GCs) are important to better our understanding of
topics such as Galactic formation and evolution, Galactic
dynamical history, and low-mass stellar evolution. Numerous
studies have revealed a picture of GCs much more complex
than that according to which these systems would be composed
of chemically homogeneous stars all formed from the same
material. Early spectroscopic studies of red giant branch (RGB)
stars showed the presence in a few GCs of inhomogeneities in
light element abundances such as carbon (C), nitrogen (N),
oxygen (O), sodium (Na), aluminum (Al), and magnesium
(Mg). After decades of study, it is now known that these
inhomogeneities in RGB stars are caused by two phenomena:
multiple populations of stars in GCs and noncanonical, deep
mixing in late-stage RGB stars (Kraft 1994; Gratton et al. 2012,
and references therein). Spectroscopic and photometric inves-
tigations in the last two decades have provided strong evidence
of the presence of multiple stellar populations in all of the GCs
studied (see, e.g., the recent reviews by Bastian & Lardo 2018;
Gratton et al. 2019, and references therein).
Notably, spectroscopic studies have demonstrated the

existence on C–N, Na–O, and Mg–Al anticorrelations in all
evolutionary stages in all Galactic GCs that have been studied,
which indicates the existence of multiple populations of stars
with different light element abundances (see, e.g., Gratton et al.
2012, and references therein). More recent studies using
Hubble Space Telescope (HST) UV photometry have also
indicated the presence of multiple populations in every GC
observed (Piotto et al. 2015; Milone et al. 2017). In the
majority of GCs, these populations differ only in light element
abundances, which indicates that the progenitors that provided
the intracluster material to form the additional populations did

not enhance the heavy elements such as Fe.1 This observation
leaves only a few possible scenarios to create multiple
populations, which are still heavily debated. Current candidates
for the progenitor stars include massive asymptotic giant
branch (AGB) stars (see, e.g., Ventura et al. 2001; D’Ercole
et al. 2008, 2012), fast rotating massive stars (Prantzos &
Charbonnel 2006; Decressin et al. 2007b), massive binary stars
(de Mink et al. 2009), and supermassive stars (Denissenkov &
Hartwick 2014; Elmegreen 2017; Gieles et al. 2018). All of
these candidates would eject material slowly enough to be
captured by the gravitational potential of the GC, and go
through nucleosynthesis processes that could explain the
anticorrelations observed such as the CN(O)-cycle and Ne-Na
cycle.
In addition to initial differences in C and N caused by

multiple populations, low-mass, low-metallicity RGB stars in
GCs have been observed to go through an evolutionary process
that causes additional C-depletion and N-enhancement to their
surface abundances. This process, often referred to as “extra”
or “secondary” mixing, takes place in RGB stars after they
have passed a point on the color–magnitude diagram (CMD)
called the luminosity function bump (LFB). The LFB is a result
of canonical stellar evolution in RGB stars. When the
expanding hydrogen (H) burning shell reaches a chemical
weight difference (the μ-barrier), the shell is given an influx of
H causing the star to burn bluer for a brief moment before
equilibrium is reestablished and the star once again continues
its ascent up the RGB. As multiple RGB stars ascend, then
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1 About 15% of the GCs studied show even more complex chemical
properties including variations in heavy elements; some of these GCs may be
the cores of tidally disrupted dwarf galaxies accreted and, more in general, the
formation history of these systems must include the additional contribution of
progenitors enriching the cluster with heavy elements; see, e.g., Johnson et al.
(2015b), Marino et al. (2015), Yong et al. (2015), and Da Costa (2016).

1



descend, then ascend once again, the result is a “bump” in the
luminosity function caused by multiple stars passing one
another on the same point in the CMD. After RGB stars have
passed this evolutionary stage, the μ-barrier no longer prevents
material from the H-burning envelope from transferring into the
outer convective envelope and being transported to the surface.
Because this material has gone through the CN(O)-cycle, it is
depleted in C, enhanced in N, and enhanced in C13, which
causes the observed changes in surface abundances of C, N,
and 12C/13C. However, the exact mechanism that causes this
material to be transported between the H-burning envelope and
the convective envelope is still not very well understood. Some of
the main candidates include thermohaline mixing (Kippenhahn
et al. 1980; Eggleton et al. 2006, 2008; Charbonnel & Zahn
2007; Henkel et al. 2017), rotational instability driven mixing
(Sweigart & Mengel 1979; Chanamé et al. 2005; Palacios
et al. 2006), magnetic fields (Hubbard & Dearborn 1980; Busso
et al. 2007; Nordhaus et al. 2008; Palmerini et al. 2009), and
internal gravity waves (Denissenkov & Tout 2000), but no theory
is currently able to match all observations without additional
corrections.

For the following study, we focused on providing new
observations to better understand these two phenomena
through C and N abundances in the RGB stars of the low-
metallicity GC, M53 (NGC 5024). Because both primordial
chemical differences in the multiple populations present in GCs
and secondary mixing will affect the surface abundances
through CN(O)-cycle material, it can be difficult to separate the
two effects when studying C and N in RGB stars. In order to
disentangle this degeneracy in the possible origin of the
variations in the surface abundances, we have observed a large
number of stars (∼100) covering a wide range of magnitudes
from the tip of the RGB down to just below the LFB. We
determine C and N abundances for the stars in our sample using
low-resolution spectroscopy to measure CN and CH molecular
features in the near-UV. We then use the strengths of these
features and the C and N abundances to classify stars into
different populations, and measure the change in surface
abundances as a function of magnitude.

This work follows our similar studies of M10 (Gerber et al.
2018, hereafter G18) and M71 (Gerber et al. 2020, hereafter
G20). M53 is the low-metallicity cluster in this series with an
[Fe/H] of −2.07 dex (Boberg et al. 2016). Normally, CN
bands are too weak to detect multiple populations in clusters of
such a low metallicity, yet a previous study of a small sample
of RGB stars in M53 found that the width of the distribution in
CN band strengths exceeded the uncertainties, which indicated
the presence of multiple populations (Martell et al. 2008b).
M53 also has Na and O abundance measurements from Boberg
et al. (2016), which can be used to make comparisons between
classifications based on N, Na, and O. We can also make
comparisons to the metal-poor clusters M92 and M15, which
have relatively large sample sizes of C abundance measure-
ments in the literature (see Smith & Martell 2003; Trefzger
et al. 1983).

Results from recent studies also highlight why M53 and its
unusually nearby neighbor cluster, NGC 5053, are an important
and unique pair of GCs to study. A potential tidal stream
associated with NGC 5053 was observed by Lauchner et al.
(2006), which was later confirmed by Jordi & Grebel (2010).
Chun et al. (2010) found evidence of a tidal bridge-like feature
through wide field photometry between M53 and NGC 5053;

however, this finding was not confirmed by Jordi & Grebel
(2010). Forbes & Bridges (2010) also suggested that M53 or
NGC 5053 may be the remnant nucleus of a possible dwarf
galaxy, although they mentioned that more data such as proper
motions were needed to confirm this suggestion. Since these
results, proper motions from Gaia have revealed that the two
clusters are likely on similar orbital trajectories, which provided
more evidence that this pair may be an interacting pair of
clusters (Vasiliev 2019). In addition, a recent study by Yuan
et al. (2020) has found evidence of a stream associated with
M53 and NGC 5053 (see also Naidu et al. 2020) and suggested
that M53 may be the core of a disrupted dwarf galaxy, which
would provide an explanation as to how a pair of clusters at a
small distance from each other formed so far away from the
Galactic center. Further evidence suggesting that M53 and
NGC 5053 are a pair of clusters associated with the remnants of
an accreted dwarf galaxy has also been presented by Chun et al.
(2020). These recent findings make it even more important to
study M53 and better understand its overall formation history.
The C and N abundances of M53 have not been well studied

previously; the analysis of 85 RGB stars and nine AGB stars
presented in this paper provides a significant extension in the
study of the chemical properties of this cluster. In Section 2, we
describe our observations and data reduction methods. We
discuss the band measurements and calculations of C and N
abundances for all stars in the sample in Section 3. Section 4
discusses the relative proportions of first- and second-
generation stars in our sample, the spatial distribution for the
separate populations, a comparison with other identification
methods, the evolution of C and N with magnitude, and a
comparison to other clusters of similar metallicity (namely,
M92 and M15). Our results and conclusions are summarized in
Section 5.

2. Observations

2.1. Target Selection and Data Reduction

We completed our observations over three observing runs on
the WIYN2 3.5 m telescope during 2016 June 9–12, 2017 May
29–June 1, and 2018 April 22–24. We used the blue fibers of
the Hydra multi-object spectrograph, which allows us to
observe the near-UV CN band at 3883Å and the CH band at
4300Å.
To acquire spectra of many stars with similar signal-to-noise

ratios (S/Ns) using Hydra, it is best to observe stars in a
configuration with a luminosity range of no more than three
magnitudes. For this reason, our configurations for observa-
tions of M53 were divided into “bright” and “faint” setups. Our
bright setups ranged in magnitude from 13.5< V< 16, and our
faint setups from 15.5< V< 17.5. This allowed us to observe
stars as faint as the LFB at V= 16.49 (Nataf et al. 2013), which
is the crucial point where extra mixing begins in RGB stars.
The magnitude range of our sample can be seen in Figure 1,
which is a CMD of M53 using photometry from Rey et al.
(1998).
While selecting stars for our sample, we focused on

observing stars with Na and O abundances from Boberg
et al. (2016). Observing stars with measured Na and O

2 The WIYN Observatory is a joint facility of the University of Wisconsin-
Madison, Indiana University, the National Optical-Infrared Astronomy
Research Laboratory, the University of Missouri, Purdue University, Penn
State University, and the University of California, Irvine.

2

The Astronomical Journal, 161:288 (17pp), 2021 June Gerber, Friel, & Vesperini



abundances provides us with the ability to compare our
classification method using CN band measurements and the
method using the Na–O anticorrelation (see, e.g., Carretta et al.
2009a, 2009b). These comparisons are important as they can
provide constraints on the progenitors for possible scenarios
that lead to the formation of multiple populations. The O
abundances also allow us to determine C and N abundances
with higher accuracy as the balance between CN and CO
molecular formation in a stellar atmosphere has a significant
effect on the strength of the observed CN molecular feature.

Once observations were complete, our observed spectra were
reduced using the IRAF3 package, dohydra. With dohydra, a
one-dimensional spectrum is produced by tracing and extract-
ing the light from each of the apertures from bias-subtracted
images. Then the extracted spectra are flat-fielded, dispersion
corrected, and sky-subtracted. Observations of a CuAr
comparison lamp were used for dispersion correction. We then
median-combined multiple observations of the same config-
uration using the IRAF package, scombine, to increase the S/N
and reduce the effects of cosmic rays.

We used the “600@10.1” grating, which resulted in final
spectra with a wavelength range of ∼3750–6300Å and an
FWHM of ∼4.5Å. This telescope setup and reduction
procedure is similar to what was used in G18 and G20 to
collect the data sets in M10 and M71. The minimum S/N at the
position of the CN band at 3883Å is 20 and can be as high as
50 in some spectra with a typical S/N being ∼30. The S/N at
the position of the CH band (4300Å) is much higher, with the
lowest value observed being 100 and some spectra having an
S/N as high as 200. A typical S/N value is ∼150.

2.2. Radial Velocities and Membership Selection

We initially selected likely members to observe based on
their location on the cluster CMD. Once observations were
complete, we then used radial velocity (RV) measurements to
further ensure that the stars were cluster members. RV
measurements were made by cross-correlating absorption lines
in the observed stellar spectra with a spectrum of an RV
standard using the IRAF package, fxcor. We chose to use
HD107328, HD109358, and HD132737 as RV standards as all
three stars have a similar temperature and luminosity as the
program stars. Observations of the three RV standards were
made during each observing run. Uncertainties for individual
measurements using this method at this resolution are around
15 km s−1.
Our initial sample included 148 individual spectra. Forty-one

measurements of multiple stars were included in the M53
sample, and these measurements were used to check for any
offsets between nights or observing runs; none were found. To
constrain membership, any stars with RVs above or below
three standard deviations of the median were determined to be
nonmembers and removed from the sample. This limit resulted
in nine stars being classified as nonmembers based on RV. The
final sample for M53 includes 85 RGB and nine AGB stars;
these are shown in Figure 1 along with nonmembers and stars
with Na or O abundances. We find a median RV of −60± 9
(std) km s−1, which agrees with the values found by Boberg
et al. (2016; −63.2± 0.5 km s−1) and Kimmig et al. (2015;
−62.8± 0.3 km s−1) from higher-resolution data. A full list of
objects observed, including RV nonmembers, is presented in
Table 1.

3. Analysis

3.1. CN and CH Bands

3.1.1. Index Definitions

To measure the CN and CH molecular features, we made use
of indices that create a “magnitude” of band strength by
comparing the integrated flux of a feature bandpass to one or
more continuum bandpasses. CN and CH indices have been
used in many studies to identify multiple populations and
measure C and N abundances in stars in GCs (e.g., Norris &
Freeman 1979; Harbeck et al. 2003; Briley et al. 2004b;
Smolinski et al. 2011).
Our index definitions were chosen such that they would be

accurate for the large range of magnitudes (meaning large
ranges in effective temperatures and surface gravities) that our
sample covers. As in G18 and G20, we use the S(3839) and
CH(4300) (referred to as CH throughout the rest of this paper)
bands defined by Harbeck et al. (2003). This S(3839) index is
based on the S(3839) index defined by Norris et al. (1981) with
the difference being slightly tighter feature and continuum
bandpass windows to avoid contamination from stronger
Balmer lines in the fainter/warmer stars. The CH index is
based on a similar index used by Cohen (1999a, 1999b) with
continuum bandpasses chosen to avoid strong absorption by
Hγ in warmer stars. Our final band definitions are:

= - -

-
S

F
F

3839 2.5 log 13861 3884

3894 3910
( ) ( )

Figure 1. CMD of M53 using B and V photometry from Rey et al. (1998).
Black circles and red stars indicate observed RGB and AGB member stars,
respectively. Red “x” symbols indicate stars that were determined to be
nonmembers based on their RVs. Red squares are CH star candidates as
discussed in Section 4.2. Stars with Na or O abundance measurements from
Boberg et al. (2016) are indicated.

3 IRAF is distributed by the National Optical-infrared Astronomy Research
Laboratory, which is operated by the Association of Universities for Research
in Astronomy under cooperative agreement with the National Science
Foundation.
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where Fx−y is the integrated flux between the wavelengths x
and y inÅ.

3.1.2. Flux Calibration

We used the same method described in G18 and G20 to
flux calibrate the spectra using model spectra generated by
the synthetic spectrum generator (SSG; Bell et al. 1994,
and references therein) using MARCS model atmospheres
(Gustafsson et al. 2008). We used the average cluster metallicity
of [Fe/H]=−2.07 from Boberg et al. (2016), and calculated
effective temperatures from the V–K colors of the stars based on
the method by Alonso et al. (1999, 2001) with V magnitudes from
Rey et al. (1998) and K magnitudes from the Two Micron All Sky
Survey (2MASS; Skrutskie et al. 2006). K magnitudes were
corrected to the Carlos Sánchez Telescope system (Alonso et al.
1998) following the method by Johnson et al. (2005). If a star did
not have a K magnitude, the relation for effective temperature
based on B–V color was used (Alonso et al. 1999). To correct for
extinction, a reddening correction of E(B–V )= 0.02 (Rey et al.
1998) was used for all stars in the cluster.

Surface gravities were calculated using the bolometric
corrections given by Alonso et al. (1999) and are listed with
the effective temperature for each star in Table 1. Absolute
magnitudes were calculated for each star using an apparent
distance modulus of (m–M)V= 16.32 (Harris 1996; 2010
edition). These are also given in Table 1.

Using these stellar parameters, we created a scaled-solar
spectrum for each star in the sample using the SSG. Each
observed spectrum was divided by a corresponding scaled-solar
spectrum matching its stellar parameters. The resulting ratio
was then fit with a spline to create a function fitting the
approximate instrumental response for a given spectrum. Each
observed spectrum was then divided by the instrumental
response function of that star to generate our sample of spectra
with continua that had been calibrated to the models. For more
details on this method, see G18.

3.1.3. Band Measurements

We measured S(3839) and CH index values using the flux-
calibrated spectra for all of the stars in our sample for M53.
These measurements are plotted vs. effective temperature in
Figure 2 and listed in Table 1. Error bars in Figure 2 represent
the calculated uncertainties for each band. Using multiple
measurements of the same stars, we found that the S(3839) and
CH band indices for stars in our sample have uncertainties of
0.05 and 0.01, respectively.

Figure 2 shows that both bands increase in strength as a
function of decreasing effective temperature. While there is a
spread in the S(3839) index measurements indicative of more
than one population, the S(3839) index does not clearly
separate into two populations except at the coolest tempera-
tures, which is likely due to the extremely low metallicity of
M53. Since the stars in this cluster are so metal poor, the CN
bands are weaker in their spectra, which reduces any visible
differences between populations that may exist. Therefore, to

better quantify whether a star is CN-enhanced or CN-normal,
we used an objective classification method.
As in G18 and G20, our method involves defining a δCN

index by modeling and removing the changes in CN band
strength as a function of effective temperature from our
S(3839) index measurements. We model these changes using C
and N abundance measurements made using our S(3839) and
CH index measurements. To measure C and N in our stars, we
use the SSG following the methods of Briley et al.
(2004a, 2004b). Synthetic spectra are generated for each star
with the effective temperature and surface gravity that was
determined in Section 3.1.2 and given in Table 1, and an
assumed initial C and N abundance. Then, the S(3839) and CH
indices are measured in the synthetic spectrum, and the C and
N abundances are simultaneously varied until the synthetic
S(3839) and CH indices match what is observed.
Other than initial C and N abundances, we also assumed a

microturbulence of 2.0 km s−1 and a C12/C13 ratio of 4.0, which
are representative of RGB stars in GCs (e.g., Suntzeff &
Smith 1991; Pavlenko et al. 2003). For accurate models, we also
have to assign an oxygen abundance for each star due to the
dependence of CN and CH band strength on CO molecular
formation in a star’s atmosphere. We use an average [O/Fe]
value for the cluster of 0.4 dex based on the measurements from
Boberg et al. (2016). This assumption works for the purposes of
these preliminary measurements, as the main goal is to determine
the average C and N abundances as a function of luminosity.
The stellar C and N abundances were used to determine the

average C and N abundance at 100 K intervals. Using these
average abundances, we created average S(3839) and CH index
measurements over the same intervals by measuring synthetic
spectra created with the SSG. A spline was then fitted to
these points, and used as a dividing line between the two
populations; see the red lines in Figure 2. These lines represent
the average S(3839) or CH index measurement for a given
effective temperature. The δCN index was calculated by
subtracting the fit to the average at that effective temperature
from the measured S(3839) value. Our definitions for each
population match those from G18 and G20, with CN-enhanced
stars having δCN> 0.0 and CN-normal stars having δCN� 0.0.
In Figure 2, CN-enhanced stars are indicated as filled points, and
CN-normal stars are indicated as open points.
We also identify in Figure 2 five stars with abnormally high

S(3839) measurements; all also have enhanced CH strengths.
The δCN index measured for these stars is almost twice as high
as the next highest value of a CN-enhanced star, suggesting
they have special properties. We defer a discussion of these
stars, which we identify as potential CH stars, until Section 4.2,
but label them as red squares in all figures so their behavior
within the sample can be distinguished. We also present, for
completeness, our calculated abundance values for each of
these CH star candidates, and include them with the caveat that
our analysis technique may not be capable of producing truly
accurate values for stars with such extreme CN and CH
molecular features.

3.2. Determining C and N Abundances

To determine our final C and N abundances for each star, we
follow the same method described above to find initial
abundances. The only difference in our final abundances is
that once the stars are classified into populations, more specific
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[O/Fe] values for each star are used. We adopted the [O/Fe]
value from Boberg et al. (2016) for the 23 stars with
measurements. If [O/Fe] was not measured for the star, we
assumed an [O/Fe] of 0.3 dex for CN-enhanced stars and
0.47 dex for CN-normal stars, which are the average values for
each population based on the O abundances from Boberg et al.
(2016). This method provides more accurate results than
assuming a single average [O/Fe] value for the entire sample,
because Boberg et al. (2016) shows a 0.6 dex range in O
abundances in the cluster. Making an accurate assumption for
the [O/Fe] value is important because differences in O
abundances of 0.3 dex can cause changes in the final C and
N abundances of up to 0.2 dex in fainter, warmer stars.

The uncertainties in these abundance determinations were
calculated using the same method outlined in G18. We adjust
the temperature by 150 K, change the [O/Fe] of the CN-
enhanced and CN-normal stars, and increase and decrease the
S(3839) and CH bands, respectively, by their uncertainties. We
add the resulting changes to [C/Fe] and [N/Fe] in quadrature
and find uncertainties of 0.2–0.25 dex for each abundance for
stars with MV� 0. Fainter stars are found to have slightly
higher uncertainties of 0.35 dex, which is mostly due to the CN
bands’ loss of sensitivity to changes in abundance. A more
detailed discussion on our uncertainties using this method can
be found in G18.
Figure 3 shows our final derived [C/Fe] and [N/Fe]

measurements for each star color-coded by their δCN values.
As expected, we find a spread in C and N with values in the
abundance of each element having a range of 1.0 dex or more.
This result is similar to what G18 observed in M10, although
for M53, the [N/Fe] values are slightly higher than those
measured for M10. CN-enhanced and CN-normal RGB stars
also map directly onto enhanced and normal N abundances,
respectively. Unlike what was found in M10 by G18, Figure 3
shows that the RGB stars in M53 do not separate cleanly into
two populations in the C–N plane, but rather show a large
range of C and N abundances in each population. Further
comparison with M10 shows that while the range in [C/Fe] in
the two clusters is roughly the same, the range in [N/Fe] in
M53 (1 dex) is smaller than that observed in M10 (∼2 dex).
The distribution in Figure 3 and large range in abundances is

influenced strongly by evolutionary processes. Because of
M53ʼs distance and therefore relatively fainter apparent
magnitude compared to other clusters, our sample consists of
stars that are mostly above the LFB (MV= 0.168; Nataf et al.
2013). Since almost all stars in our sample are brighter than the
LFB, they have an underlying dependence of abundance on
stellar magnitude, with brighter stars having lower C and
enhanced N. This effect works to smooth any initial differences
in abundance between the CN-enhanced and CN-normal
populations that would initially show two distinct distributions

Figure 2. Top panel: CN band strengths as a function of effective temperature
for stars in our sample for M53. The red line shows the fiducial used to
determine the δCN index strength, and identify a star as CN-enhanced (filled)
or CN-normal (open). AGB stars are indicated as red stars, RGB stars are
shown as circles (filled or open), and CH star candidates are shown as red
squares. Bottom panel: CH band strengths as a function of effective
temperature using the same symbols as in the upper panel. The same fiducial
calculated for CH band strength is also shown. Both bands show a clear trend
in temperature.

Figure 3. [N/Fe] vs. [C/Fe] for all of the members in our sample in M53.
Following the same convention as previous figures, AGB stars are indicated as
stars, and the candidate CH stars from Figure 2 are indicated as squares. Points
are color-coded based on their δCN index as indicated by the color bar on the
right side of the plot.
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in the C–N plane. We discuss these evolutionary effects further
in Section 4.5.

4. Results and Discussion

4.1. Multiple CN Populations in M53

In Figure 4, we plot our δCN measurements vs. [N/Fe] for
all of the RGB stars in our sample. As expected, δCN correlates
with [N/Fe] for the stars in M53. The only exceptions to this
correlation are five stars with anomalously high δCN measure-
ments, which we discuss more fully in Section 4.2. These stars
have relatively large δCN values compared to the rest of the
stars in the cluster with all five having δCN> 0.2. However,
we do not find these stars to have significantly larger [N/Fe]
measurements than what is seen in the [N/Fe] distribution for
the rest of the sample. Because the CN molecular band is
dependent on both N and C, the enhanced CN can be equally
explained by a high C abundance, and since all of these stars
have strong CH bands (as shown in Figure 2), they have
relatively enhanced C abundances compared to other stars of
similar magnitude (see G18 for a more detailed discussion of
how an enhanced CN band does not necessarily imply an
enhancement in the underlying N abundance).

The marginal distributions in δCN and [N/Fe] are also
shown in Figure 4 along the x- and y-axes, respectively. While
the δCN index distribution does not allow for a clear separation
of multiple populations, the [N/Fe] distribution shows two
distinct peaks and confirms the presence of two stellar
populations. This figure clearly illustrates the importance of
the information from N abundance measurements for the
identification of multiple populations in comparison with
separation of populations based solely on a δCN index.
Because M53 has such a low metallicity, the difference in
δCN strength between the two populations is too small to easily

distinguish two significant tracks in the S(3839) vs. Teff plot.
However, the difference in [N/Fe] between each population
becomes clearly distinguishable as two peaks in the distribu-
tion. These populations are producing the broad range in CN
strength, which is larger than our observational error.
We fit the distribution of [N/Fe], including the stars with

high δCN, with a Gaussian mixture model (GMM). To
determine the number of populations to fit to the data, we fit
one to ten Gaussians to the distribution and measure the Akaike
information criterion (AIC; Akaike 1974) and the Bayesian
information criterion (BIC; Schwarz 1978). Using these
criteria, we then apply a GMM with two populations, as this
number minimized both the AIC and BIC, indicating it was the
best fit. The two populations in [N/Fe] are found to have a
separation of 0.4 dex and similar standard deviations of 0.13
and 0.16 for the first and second generation, respectively. The
separation between populations and the standard deviations do
not change significantly when the stars shown with δCN values
greater than 0.2 are excluded. Figure 4 shows the GMM fit to
the [N/Fe] distribution. We also show the GMM fit to the δCN
distribution, which does not include the stars with high δCN.
The AIC and BIC indicate that the δCN distribution is best fit
by a single population, which could indicate issues with using
δCN to classify stars into two populations. However, because
of the strong correlation between [N/Fe] and our δCN index,
and since a δCN of 0.0 matches the separating value of 1.28
dex between the two Gaussian distributions for the [N/Fe]
distribution, we are confident in our classification by δCN
index.
We find that 40 out of 80 of RGB stars in our sample are

CN-enhanced based on having a positive δCN measurement.
We do not include in this group the five stars with δCN> 0.2;
these five stars are all classified as CN-enhanced based on their
δCN index, but as seen in Figure 4, these stars are not all
N-enhanced. If we calculate the ratio of second-generation stars
based on [N/Fe], including all stars, we find that 42 out of 85
of stars are N-enhanced. A value of [N/Fe] equal to 1.28 dex,
the midpoint between the two Gaussian curves fit to the [N/Fe]
distribution, is adopted to separate the two populations.

4.1.1. AGB Stars

There has been some recent debate over whether or not both
populations of stars in GCs evolve onto the AGB. For example,
Campbell et al. (2012, 2013) and MacLean et al. (2016) found
an absence of the CN-enhanced population on the AGBs in
NGC 6257 and M4. These studies suggested that the lack of
these stars could be an indication that the He abundance in the
second generation of stars is high enough to cause them to skip
that phase of stellar evolution. Later studies, however, were
able to observe both populations of stars in 47 Tuc, M13, M5,
M3, M2, and NGC 6397 (Johnson et al. 2015a; García-
Hernández et al. 2015; MacLean et al. 2018), and a recent
study by Lagioia et al. (2021) observed both populations of
stars in all of the clusters studied. A more detailed review of
this debate can be found in G18.
In order to further explore this issue, we have observed AGB

stars in M53. However, our final sample of AGB stars in M53
includes only nine stars. Consequently, the conclusions
concerning the presence of multiple populations in the AGB
phase are not as strong as in our previous studies of M10 and
M71 (G18; G20). We also note that our classification of these
stars is not as secure as it was for M10 and M71 since the AGB

Figure 4. [N/Fe] vs. δCN for the RGB stars in the sample from M53. CH star
candidates are indicated as red squares. Probability distributions for the δCN
and [N/Fe] are shown on the x- and y-axes, respectively. Data are shown in
blue with the two Gaussian distributions yielded by a Gaussian mixture model
(GMM) overplotted. The mean values of the fit to the [N/Fe] distribution are
given at the top of the histogram. δCN correlates, as expected, with [N/Fe], and
the [N/Fe] distribution shows the clear presence of two distinct populations.
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of M53 is not as clearly defined in the CMD. We present our
findings on AGB stars below with this disclaimer in mind.

Our band measurements for the AGB stars in M53 are shown
in Figure 2. Based on the S(3839) measurements, the AGB
stars in our sample seem to be evenly divided between the CN-
enhanced and CN-normal populations with four out of nine
AGB stars being CN-enhanced. However, as we discussed
in G18, the CN band is dependent on both the C and N
abundance, making it important to consider the CH band
strength before concluding that a strong or weak CN band is
caused solely by N. The lower panel of Figure 2 shows that the
AGB stars have relatively weak CH bands (or low C
abundances), which will require relatively higher N abundances
to explain the CN band strength. This effect explains how AGB
stars in Figure 3 with low δCN values can be found having high
[N/Fe] values.

When separating populations by N abundance, we find that
seven out of nine AGB stars are N-enhanced. While this ratio
does not match that of the RGB stars, our uncertainty in the
classification of AGB stars, and our relatively small sample of
AGB stars, makes it difficult to make any firm conclusions
about whether this difference is a physical result or simply a
case of large uncertainties for a small sample. Using a larger
sample of stars, Lagioia et al. (2021) found that AGB stars in
M53 had a ratio of first-generation to second-generation stars
similar to the RGB. Although our study does not have a large
enough sample to confirm these results, our analysis shows
clear evidence that second-generation (or CN-enhanced) stars
are present on the AGB in M53.

4.2. Candidate CH Stars

CH stars are a type of C-enhanced star found along the RGB,
and are identified by an extreme level of C-enhancement
leading to the presence of unusually strong CH and C2
molecular spectral features. Since these low-mass RGB stars
are not expected to have gone through a third-dredge up, the
cause of the enhanced C and s-process surface abundances also
often seen was a mystery until it was discovered that field CH
stars have a binary white dwarf companion (McClure &
Woodsworth 1990). Mass transfer due to Roche lobe overflow
or stellar winds between the low-mass RGB progenitor and the
more massive white dwarf progenitor as it ascended the AGB
was then thought to be the cause of these observed abundance
peculiarities. This mechanism requires the survival of binaries
with semimajor axes large enough to allow the mass transfer to
occur during the AGB stage (see, e.g., Côté et al. 1997).
However, recent studies have suggested that some species of
CH stars with more moderate enhancement may be a result of
incomplete CN processing rather than mass exchange (Sharina
et al. 2012). It is clear that these objects require further study to
understand how they are formed.

CH stars are rarely found in GCs; searches have identified
possible CH stars in only ω Cen, M22, M55, M2, M14, M15,
and NGC 6426, and these show a range of CH star features
(Harding 1962; Dickens 1972; Cowley & Crampton 1985;
McClure & Norris 1977; Smith & Norris 1982; Smith &
Mateo 1990; Lardo et al. 2012; Côté et al. 1997; Kirby et al.
2015; Sharina et al. 2012). Classic CH stars with strong C2
bands have only been found in ω Cen and M22 (Harding 1962;
Dickens 1972; McClure & Norris 1977; Cowley & Crampton
1985), but in clusters such as M14, M15, and NGC 6426, CH
stars with more mild indicators such as strong CH but weak C2

are observed (Côté et al. 1997; Kirby et al. 2015; Sharina et al.
2012). These differences could be explained by a different
formation mechanism such as the incomplete CN processing
mentioned above (Sharina et al. 2012), but might also be
caused by warmer temperatures that would prevent the
formation of strong C2 bands in their spectra.
In addition to solving issues of formation mechanisms,

observing such stars in GCs is important to shed light on the
possible connection between the origin of CH stars and the
survival and evolution of binary stars in the clusters’ dense
environments. In order to explore the link between the presence
of CH stars and the dynamics of binary stars, Côté et al. (1997)
calculated the characteristic value of the semimajor axis, ah, of
surviving binaries in the central regions of GCs; although, as
they pointed out, their estimate cannot capture the much more
complex evolution of binaries in clusters, it is nevertheless
interesting that for several of the clusters in which CH stars
have been found, ah is larger than (or smaller but close to) the
value needed for a binary to produce a CH star. Using the
values of the central density and velocity dispersion estimated
by McLaughlin & van der Marel (2005) for M53, we also find
for this cluster that ah is larger (ah∼ 1.86 au and ah∼ 2.56 au
using the structural parameters obtained by McLaughlin & van
der Marel 2005, respectively, with a King model and a Wilson
model fit) than the critical value (ah∼ 1 au) adopted by Côté
et al. (1997) to determine whether a cluster is likely to host CH
stars produced from the evolution of binary stars. In this
context, we discuss the identification of potential CH stars
in M53.
As noted above, in addition to the two populations of stars

separated by S(3839) values in Figure 2, we observed five stars
with anomalously high S(3839) measurements and relatively
high CH measurements compared to other stars in M53. These
stars have radial velocities indicating that they are members.
They also all fall along the RGB on the CMD for M53 (see
Figure 1) except for one star (ID= 235), which is slightly
redder than the RGB for its brightness. Because of their
anomalous indices, we made additional checks to guarantee
their membership. Three of the stars have more accurate radial
velocities through high-resolution spectroscopy from Boberg
et al. (2016), and were also confirmed as members based on
these radial velocity measurements. We also checked the
proper motions of each star as measured by Gaia and found that
all five stars have proper motions consistent with the cluster
average. One last piece of evidence we have that these stars are
true members is the strengths of their Ca H and K bands, which
are consistent with other stars in the cluster.
Taking all of this evidence into account, it appears that the

index measurements are accurately reflecting members with
very strong CN and CH molecular bands. We offer an
explanation of these stars below. To aid in our discussion,
we have collected parameters of the five stars into a single
table, Table 2, which includes magnitudes, stellar parameters,
and various abundances such as [C/Fe] and [N/Fe] from this
work, and [Na/Fe], [O/Fe], [Ca/Fe], [Ti/Fe], [Ni/Fe], and
[Ba/Fe] from Boberg et al. (2016). We also list the δ[C/Fe]
and δ[N/Fe] abundances for each star, which are approxima-
tions of the initial [C/Fe] and [N/Fe] abundances of the stars
before evolutionary changes due to secondary mixing along the
RGB altered them (Section 4.5 gives more detail about these
changes and how these values are calculated). These corrected
C and N abundances allow us to compare stars in similar stages
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of evolution, an important factor for stars that range
significantly in magnitude along the giant branch, and where
C-depletion of up to 1.0 dex can occur. Table 2 also lists the
cluster median among the RGB stars in M53 to give an easy
comparison point.

The spectra of the two stars with the highest S(3839) and CH
index measurements, ID= 26 and 235, are shown in Figure 5
where we also plot typical CN-enhanced stars of a similar
temperature for comparison. The CN and CH molecular
features at 3883Å and 4300Å are much stronger than the
typical CN-enhanced star of a similar temperature. These
spectra show the presence of a strong P-branch of the CH band
(as indicated in the last column of Table 2), which is visible
immediately redward of the CH band at 4300Å. They also
show the appearance of C2 bands (Swan bands) between
4500Å and 5600Å. Based on the presence of these features
and the high C-enhancement, these two stars are strong
candidates to be CH stars (see Keenan 1993, for an example of
a classification system of C stars). We also note, as seen in the
summary of properties in Table 2, that these two stars have the
largest enhancements in [C/Fe] among the possible CH stars.

The other three stars do not show C2 features as seen in
ID= 26 and 235, but the P-branch of the CH band is still
present in stars ID= 18 and 149, although it is weaker than
those shown in Figure 5. In addition, these stars are both
relatively enhanced in C as indicated by their δ[C/Fe] values,
and ID= 18 is also slightly enhanced in the s-process element,
Ba, compared to the cluster median. The presence of the
P-branch and lack of C2 features in these stars is similar to what

is found in “weak CH stars” that have been identified in
clusters such as M14 and NGC 6242 (Côté et al. 1997; Sharina
et al. 2012). Sharina et al. (2012) suggests that these CH stars
with more moderate enhancement may be those that go through
a different formation scenario where the enhancements are a
result of incomplete CN processing as mentioned above. The
final star of the five in the sample with δCN> 0.2 is ID= 47.
This star is the weakest candidate to be a CH star as it shows no
evidence of C2 bands or the P-branch, and is not strongly
enhanced in C or Ba. However, its CH measurement is still on
the high side of the distribution for its given Teff, so we have
left it in the sample of five possible CH stars due to its
relatively high CN and CH band measurements.
Further studies of the s-process elements of these stars would

be able to test and confirm whether or not they are true CH stars
that have gone through some sort of interaction and mass
exchange. If these stars are confirmed as CH stars, some
explanation would be needed for how so many of them were
found in one cluster. It could be a result of our large sample
size in a cluster with the parameters necessary to allow
surviving binaries to evolve into CH stars as described above.
However, such speculation should be left until these candidate
CH stars are confirmed with future high-resolution spectrosc-
opy observations.

4.3. Spatial Distribution of Multiple Populations

Since our sample in M53 covers a broad range in distances
from the cluster center, from 0.576 to 6.46 half-light radii
(using Rh= 1 31; Harris 1996; 2010 edition), we are able to
study the spatial distributions of the two populations that we
identified. Current formation models of multiple populations
predict that second-generation stars form in a more centrally
concentrated distribution than first-generation stars (see, e.g.,
D’Ercole et al. 2008; Decressin et al. 2007a, 2007b; Bekki
2010; Calura et al. 2019). However, dynamical evolution
causes the populations to become more spatially mixed over
time. Specifically, relaxation-driven mass loss has a large effect
on whether or not the populations of a cluster will be spatially
mixed. Vesperini et al. (2013) found that unless a cluster had
lost at least 60%–70% of its initial mass due to the effects of
relaxation, it would still show evidence of the second
generation being more centrally concentrated than the first.
M53 has a long relaxation time (log(trh)= 9.76; Harris 1996;

2010 edition), is currently located at a large galactocentric
distance (R∼ 18.4 kpc; Harris 1996; 2010 edition), and
estimates of its orbital parameters based on Gaia data suggest
that it never moves close to the central regions of the Galaxy
(Rperi∼ 9 kpc, Rapo∼ 22 kpc; Baumgardt et al. 2019). Finally, a
recent study by Ebrahimi et al. (2020) has found a steep slope
for the stellar mass function in M53 suggesting that the cluster
has not been significantly affected by mass loss due to two-
body relaxation. These parameters indicate that M53 is unlikely
to have suffered a strong internal evolution and mass loss due
to two-body relaxation and might thus have preserved some
memory of the initial differences between the spatial distribu-
tion of first- and second-generation stars (Vesperini et al.
2013). Our analysis of the radial distribution of the ratio of the
number of second-generation stars to the total number of stars,
shown in Figure 6, does indeed suggest that second-generation
stars are more centrally concentrated than first-generation
stars. However, a larger number of stars and a broader radial

Figure 5. The spectra for the two stars in our sample with the highest S(3839)
measurements are plotted in red (ID = 26 and ID = 235, top and bottom
panels, respectively). For comparison, stars with similar effective temperatures
are also plotted in black (ID = 15 and ID = 245).
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coverage would be needed to confirm the statistical significance
of the trend we found.

Boberg et al. (2016) reached a similar conclusion from the
cumulative distribution based on their results separating
populations based on Na abundance. Dividing their sample
into an inner and outer bin separated at R= 3 Rh, we find that
the percentage of Na-enhanced stars is 28.4% in the inner bin
and 4.8% in the outer bin, indicating a more centrally
concentrated second generation. We discuss the differences
between the percentage of second-generation stars found by our
δCN identification method and Boberg et al. (2016) in the
following section.

4.4. Comparison to Other Methods of Identifying Multiple
Populations

4.4.1. Comparison with Na–O Anticorrelation

As mentioned in 2.1, our sample included stars that had
observations of Na and O from Boberg et al. (2016), so that we
could compare our identification of multiple populations with
the identification based on the Na–O anticorrelation. Compar-
isons between these two classification systems identify outliers,
which help constrain theories on multiple population forma-
tion. This comparison is also interesting in M53 because
Boberg et al. (2016) found three stars in their sample to be Na-
normal, but CN-enhanced based on δCN values from Martell
et al. (2008a). We wanted to explore if these outliers continued
to exist with updated measurements of δCN and [N/Fe], and if
additional Na-normal, CN-enhanced stars would be found in a
larger sample of stars.

We plot [Na/Fe] and [O/Fe] measurements from Boberg
et al. (2016) vs. our δCN and [N/Fe] values in Figure 7.
Representative uncertainties are also shown in each panel. A
general correlation between N–Na and an anticorrelation
between N–O is observed as expected, although neither
relation is very tight due to the relatively large uncertainties
in such a low-metallicity cluster. We note that there are some
stars with intermediate [Na/Fe] values and slightly enhanced
δCN or [N/Fe] values. Included among these stars are the three
stars observed by Boberg et al. (2016) to have high δCN and
low [Na/Fe], which are indicated as blue diamonds in Figure 7.
In addition, we find two stars with [Na/Fe] as low as −0.2 dex
that are found to have enhanced δCN and [N/Fe] values.
However, none of these stars deviate from the correlation by
more than 1σ, which makes it difficult to draw strong
conclusions about whether or not they indicate a population
of stars with enhanced N but normal Na abundance. Therefore,
our results would indicate that our method using CN band
analysis to identify multiple populations and the analysis using
the Na–O anticorrelation are in general agreement with one
another.
While the Na, O, and N values are in general agreement,

Boberg et al. (2016) found a different ratio between first- and
second-generation stars than we do. Thirteen stars were
identified as second generation out of their total sample of 49
stars, which gives 27% (compared to our 50%). Other studies
have also found that the ratio between populations in clusters
does not match what is found when stars are sorted using the
Na–O anticorrelation. For example, in a study of 12 GCs,
Pancino et al. (2010) found that all clusters studied had a higher
percentage of first-generation stars compared to what was
observed using the Na–O anticorrelation. Smith et al. (2013)
and Smith (2015) also observed stars in M5 and 47 Tuc that

Figure 6. The radial distribution of the ratio of the number of second-
generation RGB stars to the total number of RGB stars in M53. To classify
stars, we used [N/Fe] = 1.28 dex as the dividing line between populations
based on the GMM fit in Figure 4. The top panel shows a histogram of the total
number count in each bin. Bin sizes are 1 5 out to 4.5 half-light radii. All stars
at a greater radius in our sample are combined into one bin. The points shown
in the bottom panel are centered at the average position of the stars in a given
radial bin. The error bars for these points reflect the uncertainty in the ratio
based on counting statistics. A black dashed line indicates our average ratio for
the entire sample.

Figure 7. Top panel: [Na/Fe] and [O/Fe] vs. δCN (left and right, respectively).
Na and O measurements are from Boberg et al. (2016). Bottom panel: same as
above vs. [N/Fe]. RGB stars are shown as black circles, and CH star
candidates are shown as red squares. Cyan diamonds indicate stars that were
identified by Boberg et al. (2016) as stars with possible high N and low Na
values. Representative error bars show the uncertainties with each
measurement.
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were Na-normal, but CN-enhanced, and vice versa (in the case
of M5). Anomalous stars such as these could explain the
differences in percentage of first-generation stars based on the
identification method seen in Pancino et al. (2010).

However, in the case of M53, the discrepancy between the
ratio of first- and second-generation stars likely comes from the
fact that the [Na/Fe] distribution, as seen in Figure 6 of Boberg
et al. (2016), is more continuous than the [N/Fe] distribution.
This means that the two populations do not separate clearly in
the Na–O plane as they do in the [N/Fe] distribution. We also
note that moving the separating line in [Na/Fe] from 0.2 dex,
which was used by Boberg et al. (2016) to distinguish
populations, to 0.0 dex would bring the ratio in line with our
50%. In addition, the average uncertainties of the [Na/Fe]
measurements are 0.15 dex, and lead to greater uncertainties in
classification. These factors, along with the smaller sample size
used by Boberg et al. (2016), could explain how different ratios
would be found.

4.4.2. N–Na Correlation

A recent study by Nataf et al. (2019) compared correlations
in N, Na, and Al in a large sample of clusters to determine if the
strengths and slopes of these correlations were related to cluster
properties such as mass and metallicity. As part of this study,
they compared the slope in the correlation between [Na/Fe]
and [N/Fe] among clusters of varying total mass and
metallicity to test if the slope was related to either of these
parameters. They found that the slope does not appear to
change from cluster to cluster, which would indicate that it is
independent of cluster mass and metallicity. We add our
sample in M53 to this study as shown in Figure 8 where we
plot [Na/Fe]–〈[Na/Fe]〉 vs. [N/Fe]–〈[N/Fe]〉 for the stars in
M53 (this study) with the values for other clusters from Nataf
et al. (2019; see references therein). [x/Fe]–〈[x/Fe]〉 is simply

the value for N or Na for a star subtracted by the average value
for the cluster. As in Nataf et al. (2019), these values are
calculated to compensate for the difference in [Fe/H] between
the clusters, and to put all of the measurements on
approximately the same scale for better comparison. Figure 8
shows that the slope in the correlation between Na and N for
M53 generally agrees with those observed for other clusters
considering the uncertainties in our measurements and those in
[Na/Fe]. Our results for M53 then support the conclusion of
Nataf et al. (2019) that the slope in the correlation between N
and Na appears to be independent of cluster mass and
metallicity.

4.4.3. Comparison with HST UV Legacy Archive Photometry

HST UV photometry has been used to identify multiple
populations in M53 by Milone et al. (2017). This method
makes use of pseudo-colors, or different combinations of
colors, that enhance the separation between the populations in a
cluster because they are dependent on C, N, and O abundances
of a star (see Piotto et al. 2015; Milone et al. 2017). A “pseudo-
CMD” created using one of these pseudo-colors shows distinct
RGB sequences, where the second-generation stars rich in N
appear “bluer” and the first-generation stars, with lower N,
appear “redder.”
Using HST photometry from Piotto et al. (2015) and

Nardiello et al. (2018), we re-create the pseudo-CMD in M53
to make a comparison between our method of identifying
multiple populations and the method used by Milone et al.
(2017). We have only 19 stars in common with the data from
the HST photometry because the HST photometry covers a
much narrower field than our data. Figure 9 shows these 19
stars color-coded by [N/Fe] strength overplotted on the
pseudo-CMD. The brighter, cooler stars along the RGB in

Figure 8. Figure 19 from Nataf et al. (2019) with our data for M53 plotted as
red stars. The x-axis shows the difference between [N/Fe] for each star and the
average [N/Fe] for the cluster, and the y-axis shows the same for Na. M53
shows a similar correlation as the other clusters, which agrees with the results
of the analysis of Nataf et al. (2019) showing that this correlation is
independent of cluster mass.

Figure 9. A pseudo-CMD (Piotto et al. 2015; Nardiello et al. 2018) to
determine multiple populations photometrically shown with stars color-coded
based on [N/Fe]. RGB stars are shown as circles, AGB stars as stars, and
candidate CH stars as squares. The pseudo-color enhances the separation
between the red giant branches of the populations in the cluster, but the
sequences become confused at the brightest magnitudes.
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the pseudo-CMD move to the “blue,” and the RGB bends over
as their magnitudes in these HST UV filters become very faint.
Essentially, these cool, red stars are not bright enough in the
bluer passbands of the near-UV filters to allow for an accurate
enough measurement of their pseudo-color to confidently sort
them into populations. Unfortunately, because the HST
photometry goes much deeper than our sample, the stars in
common are some of the brightest in the HST photometry.
Therefore, most of our stars with HST photometry fall in a
location where the two RGB sequences are no longer
distinguished. The faintest four stars in common with the
HST photometry appear to fall on the correct RGB sequences,
but we are unable to make a strong conclusion about the other
RGB stars in our sample with HST photometry. We also do not
have enough AGB stars in common with the HST photometry
to make any strong conclusions about their locations.

Milone et al. (2017) finds the cluster to be 67± 2% second-
generation stars over their radial distance of 1.35 half-light
radii. From Figure 6, we find that the ratio of CN-enhanced
stars is around 70% out to this radial distance, consistent with
the result from Milone et al. (2017) within the same radius. In
Section 4.3, we showed that the second generation is more
centrally concentrated in M53, which explains why the
percentage of second-generation stars found by Milone et al.
(2017) differs from the global value calculated here using the
total sample covering a wider radial range.

4.5. Effect of Evolution on C and N Abundances

RGB stars in GCs brighter than the LFB have been shown to
have decreasing surface C abundances and increasing surface N
abundances as a function of magnitude. Previous studies have
tried to constrain the rate of C-depletion by studying the
brightest RGB stars in GCs and determining a rate based on an
assumed initial C abundance (Martell et al. 2008b; Gerber et al.
2019). However, because these stars can be observed to have
a large range of initial C abundances, these studies have
struggled to calculate precise C-depletion rates.

We avoid these issues and can determine a more precise
C-depletion rate in M53 due to our large sample size covering a
range in magnitudes from the LFB to the tip of the RGB. Our
sample allows for each population in M53 to be analyzed
independently to make comparisons. To determine a rate of
mixing for M53, we use a simple linear-least-squares
regression for our entire sample that begins at the LF bump
measured to be Mbump∼ 0.02 by Nataf et al. (2013). We also fit
the change of [C/Fe] and [N/Fe] as a function of magnitude
for the CN-enhanced and CN-normal populations indepen-
dently. We do not include the AGB stars or candidate CH stars
in our sample in any of these fits.
Figure 10 shows the results of these fits overplotted on [C/

Fe] and [N/Fe] vs. MV for our sample. CN-enhanced stars are
indicated as filled circles and CN-normal stars as open circles.
Because M53 is a relatively distant and faint cluster, we were
not able to observe many stars before the LFB to efficiently
constrain the initial C and N abundances of stars before mixing
occurs, which means we cannot comment on the whether or not
there is pre-LFB bump mixing as reported by Angelou et al.
(2012). However, we are still able to determine the rate of
depletion because we did observe stars faint enough to reach
the LFB and capture the range of magnitudes over which stars
are mixing in M53.
Our analysis shows that both populations in M53 have

similar C-depletion and N-enhancement rates, which indicates
similar mixing efficiencies. For the CN-enhanced population,
we find a C-depletion rate of 0.22± 0.03 dex mag−1, and for
the CN-normal population, we find a depletion rate of
0.25± 0.03 dex mag−1. For [N/Fe], we find enhancement
rates of −0.05± 0.03 dex mag−1 and −0.03± 0.04 for the
CN-enhanced and normal populations, respectively. We list
these rates in Table 3.
Since the rates for the change in [C/Fe] and the change in

[N/Fe] for each of the two populations are consistent within the
uncertainties, we conclude that both populations are mixing at
the same rate. This result agrees with our earlier results for M10
where both populations also had depletion rates that agreed

Figure 10. [C/Fe] and [N/Fe] vs. MV for all 94 member stars in M53. Stars are coded based on their δCN, with CN-enhanced stars shown as filled circles, and CN-
normal stars shown as open circles. AGB stars are shown as red stars, and CH star candidates as red squares. A dashed line at MV = 0.0168 represents the LFB (Nataf
et al. 2013), where secondary mixing is expected to begin for this cluster. Linear fits to RGB stars are shown in red for CN-normal, CN-enhanced, and both
populations as dotted–dashed, dashed, and solid lines, respectively. Representative error bars are shown in the bottom right of each plot.
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within uncertainties. While the rates of C-depletion do not
match the inverse rate of N-enhancement, this discrepancy can
be explained by the logarithmic nature of the [N/Fe] and [C/
Fe] measurements and the fact that the stars have much higher
levels of N than C. For example, consider a parameter whose
value changes by 3. If the difference is from 1 to 4, then on a
log scale, the parameter ranges from 0 to 0.6 dex, but if the
difference is from 10 to 13, on a log scale, it is only 0.11 dex.

Once we calculate the rates of change for C and N, we apply
these rates to our abundances to estimate what a star’s initial
abundance would have been before experiencing extra mixing.
Normalized δ[C/Fe] and δ[N/Fe] measures for each star are
created by using the linear fits to [C/Fe] and [N/Fe] vs.
magnitude to correct for these evolutionary effects. These
corrected abundances are shown in Figure 11, and can be used
to study the C–N anticorrelation in RGB stars before the
evolutionary effects act on abundances. In Figure 11, the two
populations now show a clearer separation in the C–N plane
compared to Figure 3. It also seems that the second generation
shows a larger spread in initial C and N abundances than the
first generation.

In addition, we compare our data to similar data sets of C
abundances for M92 as compiled by Smith & Martell (2003)
from various literature sources, and for three low-metallicity
GCs studied by Kirby et al. (2015; NGC 2419, M68, and M15).
We chose these clusters because they have comparably sized
data sets in the literature, and because of their similar age and
metallicity to M53. Because these clusters have similar
metallicities, most theories of extra mixing predict that they
should have similar mixing efficiencies.

Smith & Martell (2003) found a value of 0.25± 0.02 dex
mag−1 overall for the [C/Fe] measurements in M92, which
agrees well with what we find for M53 (0.23± 0.02 dex
mag−1). Kirby et al. (2015) fit NGC 2419, M68, and M15
simultaneously since all were found to have similar rates
of C-depletion, and found a depletion value of d[C/Fe]/

= - od L Llog 0.82 0.02( ): . On the same L Llog( ): scale,
our C-depletion rate for the entire M53 sample of RGB stars is
d[C/Fe]/ = - od L Llog 0.50 0.05( ): . While the rate of
depletion for M53 is lower than what was found in clusters
of similar metallicity by Kirby et al. (2015), we note that Kirby
et al. (2015) did not separate stars by population in two of the
three clusters that they studied (M68 and M15), which make up
a bulk of their sample. If their sample in either of these clusters
happened to include more second-generation stars than
first-generation stars at the brighter luminosity end or more

first-generation stars than second-generation stars at the lower
luminosity end (or both), then the slope of the fit to the
C-depletion rate could end up skewed toward a more negative
value, since second-generation stars have lower initial C
abundances than first-generation stars. This effect could be
enough to explain the difference in depletion rates between the
two fits to samples of RGB stars from GCs with similar
metallicities.

4.5.1. C+N+O Abundances

We study the C+N+O abundance of each population in
M53 by combining our C and N abundances with the O
abundance from Boberg et al. (2016), and we compare it with
similar measurements in M10 using the values from G18. The
left panel of Figure 12 shows the calculated [C+N+O/Fe] vs.
MV for all of the stars in our sample with O abundances. We
find that the second generation has a higher C+N+O
abundance than the first generation with a separation of
roughly 0.2 dex (see D’Antona et al. 2016, for models
predicting possible C+N+O differences similar to this value).
The second generation has an average [C+N+O/Fe] value of
0.53± 0.09 (std) dex, and the first generation has an average of
0.33± 0.08 (std) dex. A student test on the hypothesis that the
[C+N+O/Fe] samples for both populations were pulled from a
distribution with the same mean resulted in a p-value of
1× 10−5, which indicates that the two populations have
significantly different [C+N+0/Fe] abundances.
These results for the [C+N+O/Fe] in each population in

M53 are comparable to what we observed in M10 using our C
and N measurements and the O abundances from the literature
(G18 and references therein). In the middle panel of Figure 12,
we plot [C+N+O/Fe] for M10 as a function of magnitude. For
M10, we find that the second generation has an average value
of 0.44± 0.11 (std) dex, and the first generation has an average
value of 0.28± 0.10 (std) dex. We conducted the same student
test on the [C+N+O/Fe] values for M10 as we did for M53,
which resulted in a p-value of 3× 10−5. This p-value indicates
that the two populations in M10 also have significantly different
[C+N+0/Fe] abundances. The average [C+N+O/Fe] values for

Table 3
Rate of Abundance Change vs. Magnitude for M53 and M92

Sample d[C/Fe]/dMV d[N/Fe]/dMV

M53

All 0.23 ± 0.02 −0.05 ± 0.04
CN-enhanced 0.22 ± 0.03 −0.05 ± 0.03
CN-normal 0.25 ± 0.03 −0.03 ± 0.04

M92a

All 0.253 ± 0.023 L

Note.
a Smith & Martell (2003).

Figure 11. δ[N/Fe] vs. δ[C/Fe] for RGB stars in our sample created by
removing the trends in abundance found with magnitude, which are shown in
Figure 10. The color convention is the same as that used in Figure 3.
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each population in M10 and M53 are shown in Table 4. The right
panel of Figure 12 shows the distribution of C+N+O for each
cluster for a direct comparison.

The difference in [C+N+O/Fe] between populations and
the standard deviation in each population in M10 is similar to
what we measure in M53. Both populations in each cluster also
have approximately equal standard deviations. We also note
that the C+N+O abundances are not heavily affected by the
extra mixing that is causing C-depletion and N-enhancement
due to the fact that the material being brought to the surface of
the star has been processed through the CN(O)-cycle. There-
fore, the C being depleted has been converted into N, which
keeps C+N+O constant. We study the C+N abundances to
further demonstrate how the sum of these abundances stays
constant with increasing luminosity. The left panel of Figure 13
shows the [C+N/Fe] values for all RGB stars in our sample in
M53, and the middle panel shows the [C+N/Fe] values for
M10, as in Figure 12. From this figure, we find that there is no
trend with magnitude for either cluster, as expected. In each
cluster, the second generation also has a slightly larger spread
in [C+N/Fe] than the first generation, with the populations
having standard deviations of 0.15 dex and 0.1 dex,
respectively, in M53, and 0.2 dex and 0.1 dex in M10. The
dispersions about the mean for the first generation in each
cluster are consistent with our uncertainties for [C/Fe] and
[N/Fe], while the dispersions for the second generation in each
cluster are slightly larger. The mean abundance differences are
given in Table 4.

5. Conclusions

In this paper, we focused on measurements of CN and CH
band strengths for 85 RGB stars and nine AGB stars in the GC
M53. We used these measurements to identify CN-enhanced
and CN-normal populations, and calculate C and N abundances
for all stars in the sample. The conclusions we reached from
this analysis are listed below:

1. We find a large spread in CN at a given Teff that indicates
the existence of more than one population in the cluster.
The populations separate more clearly in the [N/Fe]
distribution, which indicates the presence of an
N-enhanced and an N-normal population. We find the
RGB stars in our sample to be evenly divided between
each population.

2. We have identified five stars as CH star candidates based
on their extremely strong CN and CH bands. Of these, the
strongest two candidates have a clear P-branch of their
CH band, as well as the slight appearance of molecular C2
features. We have thoroughly checked the membership of
these stars with radial velocities determined through high-
resolution spectroscopy and proper motions from Gaia.
Stellar properties and abundances are presented for these
stars in Table 2. Follow-up high-resolution spectroscopy
of these stars is necessary to confirm whether these are
indeed CH stars that have gone through some sort of
interaction with a binary companion. If they are
confirmed to be CH stars, having so many in one cluster
may require further explanation.

3. We compare our method of identifying multiple popula-
tions to other methods such as the Na–O anticorrelation
(Boberg et al. 2016) and HST UV photometry (Milone
et al. 2017). Our method agrees reasonably well with both
of these methods. While the correlation and anti-correlation
between N–Na and N–O, respectively, are not as tight as
they were in M10, this can be explained by the higher
uncertainties involved in abundance measurements for a
lower-metallicity cluster.

4. We find that the second generation (CN-enhanced
population) in M53 is more centrally concentrated than
the first generation. This result agrees with the conclu-
sions of Boberg et al. (2016) using the Na–O antic-
orrelation to identify populations. Various dynamical
parameters suggest that M53 is not in its advanced
evolutionary stages and has not suffered strong mass loss

Figure 12. Left panel: [C+N+O/Fe] measurements for RGB stars in our sample in M53 with O abundances from Boberg et al. (2016). The color convention is the
same as that used in Figure 2. Middle panel: [C+N+O/Fe] measurements for RGB stars in M10 using data from G18 and O abundances from Carretta et al. (2009a)
and Carretta et al. (2009b). Right panel: histograms showing the distributions of both samples. M53 is shown as a solid line, and M10 as a dashed line.

Table 4
[C+N+O/Fe] and [C+N/Fe] for Populations in M53 and M10

Population [C+N+O/Fe] [C+N/Fe]

M53

CN-enhanced 0.53 ± 0.09 (std) 0.81 ± 0.15 (std)
CN-normal 0.33 ± 0.08 (std) 0.47 ± 0.10 (std)

M10a

CN-enhanced 0.44 ± 0.11 (std) 0.71 ± 0.21 (std)
CN-normal 0.28 ± 0.10 (std) 0.19 ± 0.12 (std)

Note.
a G18 and references therein.
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due to relaxation, and the presence of a radial gradient in
the fraction of second-generation stars is generally
consistent with the dynamical models of Vesperini et al.
(2013).

5. A large range of values is found for both the [C/Fe] and
[N/Fe] measurements for the RGB stars, which is
expected. Because most of our stars have evolved past
the LFB, the magnitude dependence of [C/Fe] and [N/
Fe] abundances obscures the distinct populations in the
C–N plane. The separation between these two popula-
tions becomes clearer once we remove the dependence on
magnitude based on our fits to [C/Fe] and [N/Fe] vs.
magnitude.

6. We calculate [C+N+O/Fe] for stars in our sample that
have O abundances from Boberg et al. (2016), and
compare to similar measurements in M10 from G18 and
references therein. In M53, we find second-generation
stars to be enhanced in [C+N+O/Fe] by ∼0.2 dex, an
enhancement comparable to that found for second-
generation stars in M10.

7. Our sample of AGB stars is not large enough to draw any
strong conclusions about the proportion of second-
generation stars found on the AGB in M53. However,
we do observe both first- (two) and second- (seven)
generation stars on the AGB; so while the ratio in
populations may be different from the RGB, neither
population is completely absent.

8. We determine a rate of change for [C/Fe] and [N/Fe] as
a function of MV for each population to study the
evolutionary effects on C and N caused by extra mixing.
Each population in M53 has a similar mixing rate for both
C and N. Stars in M53 also have a similar depletion rate
for C compared to other clusters of similar metallicity,
M92 and M15.
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