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CrossMark
Abstract
Motivated by the Bekenstein—Hawking formula and the area law behaviour of
entanglement entropy, we propose that in any UV finite theory of quantum grav-
ity with a smooth spacetime, the total entropy for a pure state in a co-dimension
one spatial region, to leading order, is given by S = ﬁ, where A is the area
of the co-dimension two boundary. In the context of Dp brane holography we
show that for some specially chosen regions bulk entanglement can be mapped
to ‘target space’ entanglement in the boundary theory. Our conjecture then leads
to a precise proposal for target space entanglement in the boundary theory at
strong coupling and large N. In particular, it leads to the conclusion that the
target space entanglement would scale like O(N?) which is quite plausible in a
system with O(N?) degrees of freedom. Recent numerical advances in study-
ing the DO brane system hold out the hope that this proposal can be tested in a
precise way in the future.

Keywords: entanglement entropy, holography, matrix model

(Some figures may appear in colour only in the online journal)

1. Introduction

Quantum entanglement plays a key role in gauge-gravity duality. In AdS/CFT correspondence,
the Ryu-Takayanagi formula [1] and its covariant version [2], together with its extensions
[3, 4], provide a strikingly simple geometric understanding of the entanglement entropy of
a subregion in the boundary theory in terms of extremal surfaces in the bulk.

In this note we consider entanglement entropy in the bulk itself and its interpretation in the
boundary theory. Consider some spatial subregion of the bulk and the entanglement of this
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subregion with its complement. We may consider the associated entanglement entropy. Our
aim is to ask: what is the value for this ‘bulk entanglement entropy’ and what is the meaning
of this quantity in the dual quantum field theory? This bulk entanglement entropy is itself, of
course, a tricky concept since the bulk theory is a theory of gravity. Nevertheless one would
expect that in some smooth spacetime background with approximately local physics, this is the
entanglement of quantum fields, including gravitons, across the co-dimension two boundary
of the subregion. Our aim is to seek a definition of this quantity which agrees with this notion
in the semiclassical regime, but can be extended beyond this. We will propose such a definition
in terms of the holographically dual field theory.

The leading term in this entropy is expected to be proportional to the area of the boundary
in units of an appropriate power of a UV cutoff. In the context of entanglement across a black
hole horizon, it has been argued that this UV divergent term renormalizes the Newton constant
[5-7].In an UV complete theory of gravity the answer should be finite, and it is natural to then
ask what provides this cutoff.

In this note we conjecture that given a consistent theory of quantum gravity, in any smooth
spacetime the total entropy in a spatial co-dimension one region is given by the area formula,

§=F (1)

with Ag denoting the area in the Einstein frame.
More precisely, we conjecture that the formula above is true for a pure state where the
entropy is fully accounted for by the entanglement entropy and given by

@)

Note that equation (1) gives the leading order behaviour of the entropy, there can be subleading
terms, e.g., arising in string theory from g, and o’ corrections, which could give corrections to
equations (1), (2), which may not be universal.

For mixed states, the formula equation (1) can still be sometimes true if the density matrix
for the mixed state can be obtained starting from a pure state in a bigger system which also
admits a gravity description. In fact in such cases equation (1) follows from the conjecture
for pure states, equation (2). Such a situation arises for a thermal state in AdS/CFT which is
described by a black hole in the gravity dual. The thermal state’s density matrix can be obtained
from that of a pure state in the thermo-field double system and the corresponding dual geometry
is the double sided black hole. More generally for mixed states we suspect that some version
of equation (1) is still valid, once it is stated precisely in terms of the fine-grained entropy of
the degrees of freedom of a light sheet associated with a boundary of area A [10], but we have
not understood this well yet and leave a detailed discussion for general mixed states for the
future?.

We can be most definite about our conjecture equation (2) in the context of AdS/CFT like
situations where the gravity theory has a dual which lives on a time-like boundary. In such
situations, which arise for example in the near-horizon geometries of Dp brane theories, the
state in the bulk can be mapped to a state in the boundary dual. The bulk entanglement then
maps to the von Neumman entropy of a suitably defined density matrix in the boundary theory,
which we will see shortly is associated with target space entanglement. Even in such situations

3 We are grateful to R Bousso for drawing our attention to this issue and in particular for bring reference [10] to our
notice.
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though, once a black hole is present, one can consider a bulk region inside the horizon and
the precise map of the bulk entanglement to the boundary theory is such cases is not well
understood by us as yet and left for further investigation.

Our conjecture stems from the following, admittedly intuitive, reasoning. One expects in
any quantum mechanically complete theory to get a finite result for the bulk entanglement,
for example, in a closed string theory describing the bulk. For a black hole horizon one also
expects the result to agree with the Bekenstein—Hawking formula,

Ay

4Gy’ v

SpH =
This suggests that the cut-off rendering the entanglement finite is provided by Gy in general,
leading to the relations equations (1), (2). In particular, for a black hole that forms from the col-
lapse of a pure state it is quite plausible that Sgy is accounted for completely by entanglement,
leading to equation (2).

Letus note that in the context of Einstein gravity with some matter, the entanglement entropy
of matter and gravitons across the black hole horizon appears as a quantum correction to the
Bekenstein—Hawking entropy which may be regarded as a ‘classical’ contribution [7]. How-
ever if Einstein gravity itself is an effective theory obtained by integrating out massive closed
string modes, such a classical contribution itself can be considered as an entanglement entropy
of the fundamental degrees of freedom. This viewpoint is consistent with what happens in
models of induced gravity [8].

We also note that our conjecture equation (1) is equivalent to saying that the Beken-
stein bound is saturated by our notion of the bulk entropy, to leading order, in any smooth
background. For mixed states, the total entropy is a sum of ‘quantum’ entanglements and a
‘disorder’ part inherited from the mixed state. Recall that for a quantum system, an initial mixed
state p = Y, w;|ay) (], the form of the reduced density matrix (RDM) is ps = > ,w;p’, whose
von Neumann entropy combines the quantum entanglement from the p, = trac|o;)(cy| (inher-
ent in the pure states |a;)) with the classical or ‘disorder’ contribution — >, w;logw; which
would be present even if the states |«;) are factorizable states. For target space entropies, which
will be of relevance for us, these concepts are suitably generalized. We envisage the saturation
of the bound, if (1) holds for mixed states, as a trade off between these two parts of the entropy
such that the sum equals the bound.

What makes the conjecture above interesting is that improvements in numerical techniques
now hold out the hope that we can test it precisely in the future. With this motivation in mind
here we consider this problem in the context of Dp brane holography for some special spa-
tial co-dimension one regions. We show that the bulk entanglement entropy can be mapped
to the boundary theory in a fairly precise manner. The boundary theory, for example for DO
branes, and more generally for Dp branes with p < 3, has no dimensionless parameter other
than N—the number of branes. This constrains the form of the result, and one finds that the
expression in equation (2) agrees with what could arise in the boundary theory. In fact the result
equation (2), when expressed in terms of the appropriate dimensionless variables, scales like
N? which is quite plausible in a system with O(N?) degrees of freedom.

We find that for the special co-dimension one regions we consider the bulk entanglement
maps in a fairly precise way to a quantity sometimes referred to as ‘target space entanglement’
in the boundary theory. It is worth pausing to briefly explain this idea here. Consider a quantum
mechanical system where the degrees of freedom live in time alone. Some of these degrees of
freedom include target space directions along which the system can move, such a system arises
for example in the case of the field theory limit of the DO brane theory. There is no spatial
extent in the quantum mechanical case so we cannot consider a spatial sub-region and define

3
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an entanglement in that manner, as is often done in a field theory. However we can consider
some restriction in the target space and associate an entanglement with this restriction—this
is referred to as the target space entanglement. The simplest example is a single particle, say
an harmonic oscillator, in one dimension x; we may want to restrict ourselves to some region
a < x < band only concern ourselves with measurements which can be made when we restrict
ourselves to this region. Even if the state of the system is pure, this restriction on the set of all
observables we have access to gives rise to a density metric whose von Neumann entropy is
then the target space entanglement entropy. If W(x) is the wave function, the density matrix is
given in the position basis by

p(x, x") = U (x)U(x) 4)

with x € [a, b]. The sub algebra of observables one is correspondingly restricted to is given by
operators of the form

b b
0= / / dx dx'C(x, x')|x) (x| (5)

where C is Hermitian, satisfying, C(x, x') = C*(x’, x). One can think of the entanglement
entropy as being associated with this sub algebra. While target space entanglement agrees
with the usual notion of entanglement of a bulk region in the regime of couplings where the
bulk is semi-classical, it clearly remains a well-defined quantity for any regime of couplings.
The target space entanglement, therefore, provides the general notion of ‘bulk entanglement’
that we are seeking.

Target space entanglement has been implicitly used to define notions of entanglement
entropy in several situations. One example involves worldsheet formulations of string theory
[6, 9]. It is also the basis for discussion of entanglement entropy in the ¢ = 1 matrix model
[11] dual to two dimensional non-critical string theory [12, 13]. This also appears in a slightly
different context in [14]. The formalism of general target space entanglement has been recently
developed in [15, 16].

In general due to the non-commuting nature of the target space spatial coordinates in the DO
brane theory (and similarly the higher Dp systems) it is not possible to precisely map a region
in the bulk to an appropriate restriction in the target space of the boundary theory. However for
some carefully chosen co dimension one regions in the bulk we show that this is possible. This
then allows us to map the bulk entanglement entropy quite precisely to target space entropy in
the boundary theory.

Our mapping is not totally precise though, and we find that there are two natural possibilities
which arise in the boundary theory. Distinguishing between them and checking whether the
target space entanglement in either case agrees with (2) would require numerical work. In fact
there have been great strides recently in studying some of the field theories which arise in the
context of AdS/CFT numerically. For example the free energy at strong coupling for the DO
brane matrix theory has been studied by [19] and shown to agree quite precisely with the bulk
result coming from a black hole. While calculations of target space entanglement will be much
more challenging, these advances allow us to hope that such a calculation can be carried out in
the not so distant future, allowing a test of whether either of the two possibilities for the target
space entanglement agrees with equation (2). Such a numerical calculation would provide a
very non-trivial check for our conjecture (for a recent discussion of entanglement entropy in
matrix models in a different context see [20]).

Some of the above discussion is best understood for the ¢ = 1 model which is dualto 1 + 1
dimensional string theory [11]. Here the space in the string theory arises from the space of

4
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eigenvalues of the N x N Hermitian matrix M while the eigenvalues themselves are coordi-
nates of N fermions. The ‘bulk’ description arises from second quantization of these fermions.
The fermion field can be bosonized yielding collective field theory of the density of eigenval-
ues. The fluctuations of the collective field are related to the ‘massless tachyon’ of the two
dimensional string theory, which is the only dynamical mode. The bulk entanglement entropy
of an interval has the usual meaning in this second quantized language and was computed
in [12]. This calculation has been more recently revisited and improved in [13]. The leading
answer for the entanglement entropy of an interval is finite; the UV cutoff discussed earlier
is provided here by the position dependent string coupling. The fact that the string coupling
enters as the cutoff is consistent with the conjecture that the Newton constant provides the
UV cutoff. The finiteness can be ultimately traced to the fact that we are dealing with N x N
matrices. In the bosonic formulation, this manifests itself in the fact that there are at most N
independent single trace operators of the form Tr M". (Note that Tr M" forn > N is expressible
as a sum of products of the lower single traces.) Since » is a quantum number conjugate to the
emergent space direction, this means that the collective field should really be thought of as liv-
ing on a lattice with spacing ~ 1/N. This becomes clearer in a basis formed by the characters
of the permutation group which are in one to one correspondence to fermion wavefunctions
[17], or in the formalism of bosonization of a finite number of fermions in [18]. Matrix quan-
tum mechanics is equivalent to the first quantized formulation—the bulk entanglement then
relates to an appropriate subalgebra of operators. This becomes an example of ‘target space
entanglement’ mentioned above.

Our considerations also apply to field theories, which arise for example as duals in the Dp
brane case with p < 3. In this case there is the usual notion of entanglement entropy associated
with a spatially localized region. However one can also consider a notion of target space entropy
which arises when one restricts to observables which can only access some region of target
space, without imposing any restriction along the spatial directions in which the field theory
lives. We show that it is the latter type of target space entanglement which is dual to the bulk
entanglement when we consider spatial regions in the bulk extending fully along those in which
the field theory lives with restrictions only in the spatial directions transverse to the field theory
ones. Upto the kind of ambiguity mentioned above which one faces in the D0 brane case, the
mapping of the bulk entanglement to the field theory target space entanglement is precise, and
we find once again that our proposed bulk entanglement entropy equation (2) scales like N>
when exposed in terms of the dimensionless variables of the field theory. It is worth pointing out
that for field theories we can consider a more general notion of entanglement where we impose
a restriction on both the spatial region and within that region a further restriction on the region
of target space that case be accessed. This generalized entanglement would interpolate between
the usual spatially localized entanglement, which has a dual interpretation as an RT surface,
and the target space entanglement we have been discussing here. We leave an exploration of
this interesting idea for the future.

As was pointed out above the formula we suggest for bulk entanglement, equation (2), is
only at leading order and would have corrections, due to both o’ and string loop effects. Since
the definition of target space entropy in the field theory is a general one these corrections could
be computed on the boundary side. We can also consider the weakly coupled limit in the field
theory where the dual spacetime is highly curved with a curvature of order the string scale; the
boundary theory definition would still hold in this case and would allow us to make sense of
the entanglement.

Finally, our conjecture (2) considers the Einstein frame area: this is natural from the pre-
sumed connection to the Bekenstein—Hawking formula. We can also consider another possi-
bility, viz that the entanglement entropy is proportional to the area in the string frame metric. In
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fact we find that in this case we get a result which can be obtained from the holographic dual,
provided we use the string length [ as the UV cutoff. However, in this case the result scales
as NV rather than N2. This is, in a sense, less natural to expect. However it is still possible. A
detailed numerical calculation which we allude to will determine which of these alternatives
is correct.

This note is organized as follows. In section 2 we calculate the bulk entanglement across
a simple co-dimension two surface in the geometry of N coincident DO branes following the
proposal (2), and show that when the parameters which appear in the setup are expressed in
terms of appropriate scales of the DO brane theory, the answer scales as N°. In section 3 we
put forward our proposal for the target space entanglement which corresponds to the calcula-
tion of section 2. Section 4 extends the supergravity calculation of section 2 to Dp branes for
p < 3. Section 5 discusses the target space entanglement proposal for the Dp brane field the-
ory. Section 6 contains discussions of our results and their extensions. The appendices deal
with the definition and evaluation of target space entanglement for the case of a single matrix
relevant for ¢ = 1 case, and a proof that this notion is identical to the notion of entanglement
in the second quantized formulation which is commonly used.

While this work was in progress, the paper [21] appeared, which discussed the possible
relevance of areas of extremal surfaces in BESS/gravity duality. Our work differs in an essential
way: our ultimate aim to understand the meaning of entropy and entanglement across any
surface in the bulk, regardless of whether it is extremal or not. (In fact in recent literature the
phrase ‘bulk entanglement entropy’ is sometimes used to talk about the entanglement across
an extremal surface obtained in the context of a quantum correction to entanglement entropy
of the dual field theory associated with a spatial region of the boundary field theory [3, 22]).
In this paper we put forward a proposal for a set of simple surfaces in various geometries. The
fact that the cutoff in the entanglement entropy in a theory of gravity should be the Newton
constant has been previously argued in [23] from several viewpoints, in particular from the
point of view of a derivation of Einstein equation as an equation of state. Our proposal is based
on a consistency with a holographic description*. We also note that [24] had in fact proposed
that the entanglement entropy in a theory of gravity saturates the Bekenstein bound and gave
some supporting evidence for the proposal which are different from ours®. Our proposal goes
somewhat further: we also conjecture that for general states, the Bekenstein bound is saturated
by the total entropy which includes an entanglement and a disorder part.

2. Bulk entanglement for DO brane geometries

The simplest setup is the background produced by a stack of N coincident DO branes. We begin
by considering the extremal limit at temperature 7 = 0. The string frame metric and the dilaton
in the near horizon region are given by [25]

AS2ine = —Ho(r) /2% + Ho(r)'*[dx} + - - - + dx3],
e 2 = Ho(n /2,
0)
R’ (
Ho(r) = P
2 2 2

rr=xy+---xg.

4 We thank T Jacobson for bringing this to our attention.
3 We thank Gary Horowitz for bringing this reference to our attention after the arXiv version appeared.
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Here the scale R is given by

_en

R7
7

I(g:N). (7)

Is is the string length, g is the string coupling and (g is the volume of an eight dimensional
unit sphere. The string frame curvature of this solution becomes large when

r=ro= (gN)'"l,, (8)

so that supergravity description is valid for r < ry. However when r = r| ~ (g,N)"/7I; the
dilaton becomes large, so that for such small r the M-theory description takes over.

Consider now dividing the nine dimensional bulk into two parts by an eight dimensional
plane at x; = d. We choose d to be in the region of validity of IIA supergravity or M theory,
i.e. d < (gsN)'/?l;. When in addition d > (gsN)"/;, the induced string frame metric on the
surface x| = d (at a given time 7) is

dShauces = Ho()'*[dp” + p*d3], )
where we have defined

p2=x§—|--~-—|—x§,

P =d*+ p* (10)
The Einstein frame area of this eight dimensional surface is then given by

PO L0 7
—0) — 7oy (a\1/2 7/2 P
Ad<T—0>—Q7/O dp p"Hy(1)"/ —Q7R//O s A O
where we have used the following relation

2
string*

ds%inslein = eilb/z ds
We have imposed an IR cutoff on the integral at some p,. We have in mind taking
d < py < 19. (12)

The result of the integral is then
2
AT = 0) = §Q7R7/2pg/ 21+ 0/ )] (13)

If we take the IR cutoff to be p, ~ ry and d ~ r| we see that in the regime (g,N) > 1 the area
A, behaves as (using (7))

Ad(T = 0) ~ (gN)*IB[1 + O((gsN) V)] (14)

According to our proposal for the bulk entanglement, equation (2) the entanglement entropy
of the region x; > d with its complement is
Ay

See(d) = 4Gy (15)
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As we will see soon, equation (15), where the area term is cut-off by 1/Gy, can be expressed
in terms of dimensionless quantities in the D0 brane quantum mechanics, and will scale
like N2

Letus note in passing that one could imagine taking d = 0. This would necessitate including
the small r region of the bulk theory where the dilaton is large. This is the region described by
M-theory, one expects equation (15) to continue to hold in this case as well, since the RHS is
invariant under a change of duality frames.

From equation (13) we see that A, and therefore Sgg(d) is dependent on the bulk IR cutoff p,.
We would like to get rid of this dependence so that the result can be compared in a precise way
with the matrix theory. One way to do so is to consider the difference between the entanglement
entropy in a finite temperature DO brane black hole background and the extremal DO brane
solution considered above. The near-extremal black DO brane string frame metric is given by
[25]

d 2
A%4ing = —Ho(r) ™' £ (r)dF® + Ho(r)'/? Mr) + rmg}
7

while the dilaton and the one form gauge field remain the same. The horizon is now at r = ry.
The Hawking temperature for this solution is given by

7 1451 5/2
- ()

Before proceeding let us note that the black hole geometry equation (16) admits an exten-
sion, analogous to the well-known Kruskal extension for a Schwarzschild black hole, which
has two time-like boundaries. This double sided geometry is dual to a pure state—the ther-
mofield double state-in a system consisting of two non-interacting D0 brane systems. We can
consider the conjecture equation (2) for a bulk subregion in this extended geometry and its dual
description as the thermo-field double state, see the comments after equation (2) in the intro-
duction. Here we will only consider a bulk region on one side and that too lying outside the
horizon. For our purposes therefore we do not have to worry about the full extended geometry,
and the single sided geometry, described by the metric in equation (16), will be sufficient. The
case of more general bulk regions is very interesting and left for the future.

Consider now an x; = d surface in the geometry equation (16), with

d> ry. (18)

The area of this surface is

£0o 2 1/2
_ 7/2 7 P
Ad(T) = QR / dp p i 1} (19)

1 1
—_ =1
0 i {(f(r) )
We will consider low temperatures so that ry < p,. If p, ~ ro this translates to
(RT) < (gN)!*! (20)

In that case one can expand the integrand in powers of ry/+/d* + p?. To lowest order one gets

N S
(1 + %)7/4 2 (1 + %)25/4

0
A(T) = Q,R)2 / dp @1
0

8
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Using (11), the difference of areas in the large p, limit becomes

AAT) = As0) = S n, [ A 22)
— = 7 +

d d > HO p(1+%)25/4

The integral on the right-hand side is finite in the limit of large p,, so that we can replace the

upper limit of integration by co. The leading result is then

VR rp; 2048
W.,ﬂ.., Co= —— (23)

Ad(T) = Aq(0) = Co = 59615

Here the - - - represent subleading terms in the ry/d expansion.
As promised, the difference (23) is insensitive to the IR cutoff p,. The resulting difference
of the entropies, to leading order, using equation (2), equation (1), can be expressed as

0R77,

T — T: = I
Sd,T) = Sge(d, T = 0) = Co 1G )2

(24)

Before going on, let us mention one more way in which the dependence on p, in
equation (13) can be made to cancel. Consider the supergravity background when the D0 branes
are not at the origin of the Coulomb branch. In this case the Harmonic function in equation (6)
is replaced by

R 1
g & 25
N >

where 7; is the location of the ith brane in the 9 transverse directions. The area of the surface
x1 = d in this case is given by equation (11) with H replaced by equation (25). Taking the
difference of the area in the geometry when the branes are at the origin of the coulomb branch
and away from the origin then gives,

1/2
7 1 1 1
AA = R2 / d)Qng, . d)CQ m - <NZF—F,|7> (26)

Here r is given in terms of p by equation (10). At large p the two terms in the brackets will
cancel to leading order. The second term in the square brackets due to the non-trivial Harmonic
function can be expanded in a multipole expansion, the first correction to the leading term is
due to the dipole and goes like /’9%’ etc. The measure in the integral does like p’dp, so if the
dipole term is present the integral will still blow up as p — co. If fact one needs multipole
contributions upto a fairly high order to vanish so that the leading contribution from the differ-
ence in the two terms in the bracket goes like ﬁ While this is not elegant it can be arranged
by choosing a suitable distribution of branes, and the resulting difference in area and hence
entanglement entropies will then be finite.

2.1. Comparison with DO brane matrix theory

In the proposal which follows we will identify each of the terms Sgg(d, T = 0) and S(d, T) in
(24) with quantities in the DO brane matrix theory. However, as explained above, an unam-
biguous comparison will be possible for the difference of these quantities with the difference

9
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of corresponding quantities in the DO brane theory. Using equations (24), (7) and (17) and the
relation
Gy = 8n%g%18 (27)

ss

this can be written as

S(d, T) — Sge(d, T = 0) = By N*Ty*dy>"? (28)

where
2/5159/10,-13/2 5
0= 24/9 1754//5F7EZ45/)F = 29

We have defined

T = ToA (30)
with

A= (gszzli)lﬂ (31)
and

d = do(gN)' I (32)

We aim to reproduce this behaviour from the theory of DO branes. The theory of D0 branes
does not have any dimensionless parameter—there is only one scale which is the dimensional
't Hooft coupling A = g%,,N. In terms of the bulk parameters this is given by

SN = (gN) /B = A°. (33)

This allows us to define a dimensionless temperature T given in equation (30). Also, the trans-
verse radial coordinate r is proportional to the energy scale of the dual theory. This means that
we should define a dimensionless distance dj as given by equation (32). We note that the size
of the ground state wave function in this system is also given by (g,N)'/?l, [26, 28], and this
is also the length scale r(, equation (8) beyond which the supergravity approximation breaks
down; these observations agree with taking the dimensionless distance to be dj as above.

From equation (28) we see that the difference of the two bulk entanglement entropies when
expressed in terms of the appropriate dimensionless variables of the DO brane matrix theory
scales like N2. We also note that equation (28) is valid when equation (18) holds, this condition
can also be expressed in terms of dy and Ty and becomes,

do > T} (34)

Finally, equation (28) assumes that the supergravity approximation is valid, this requires,
Th<1l, N>1 (35)

It is also worth mentioning that from equations (13) and (2) it follows that the entanglement
entropy itself (obtained by ignoring the d dependent contributions) is given by

Spp ~ N2 —22 " (36)
(gsN) /31,

10
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and also scales like N> when pj is expressed in terms of the appropriate dimensional length
scale of the matrix theory.

In the above discussion we have asserted that the entanglement entropy is proportional to
area in Einstein frame. It is interesting to see what would happen if this was the area in string
frame metric. In that case we get an answer

AAstring—frame - Astring—frame(T) - Astring—frame(T - 0) ~ Té4/5d613l§ (37)

If we now use a UV cutoff which is the string length /; we see that AAgying—frame/ lg can be
again expressed in terms of quantities in the DO brane quantum mechanics. Note however if
this is taken to be a candidate for the entanglement entropy, the answer scales as N°. This
will not connect with the Bekenstein—Hawking formula and appears unnatural since the DO
brane theory has N? degrees of freedom. However we cannot rule out this possibility without
a concrete calculation in the D0 brane quantum mechanics.

We now turn to a more detailed discussion of DO brane quantum mechanics.

3. Entanglement in DO brane quantum mechanics

Here we address the question: what is the bulk entanglement in the dual description in terms
of DO brane quantum mechanics? Let us begin by reviewing some basics about the DO brane
matrix quantum mechanics [27].

3.1. Matrix quantum mechanics: basic facts
The action for this O + 1 dimensional supersymmetric Yang—Mills theory is given by
9

9

N 1

S = Tr / dr § (DX’)Z——E (X', X'1*| + fermions  (38)
2(N)ls il et

where X/(¢) are N x N Hermitian matrix functions of time and D, stands for the covariant
derivative

DX =9,X" +i[A,, X" (39)

This action has a SU(N) gauge symmetry (actually the symmetry is U(N ), but the U(1) decou-
ples). We can now fix a gauge A, = 0. As usual, the resulting Gauss law constraint imposes
the condition that all physical states are invariant under a SU(N) rotation®. The Hamiltonian
in this gauge is

1 (2Nl o N <
H=— Tr|="2% (P + (X', X1 | + fermions (40)
2 N IZ:; (8 SN)IE 1;1

where P! denote the conjugate momenta.

This theory does not have any dimensionless parameter. This is seen clearly by rescaling

1 Bl

X! = (g;,N)'31X! Pl
(&) PRI

(41)

% More details of this model are discussed in appendix B.

1
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and the Hamiltonian (40) now becomes

o (gsN) Z(PI)Z N Z (X", X’1?| + fermions (42)
I£I=1

Thus the theory is characterized by a single energy scale

1/3
Ao (gSIZV) / “3)
In this A, = 0 gauge one is left with a time independent SU(N) symmetry which also needs
to be modded out. We will do this by diagonalizing one of the matrices, X'. The remaining
symmetry is now Weyl transformations which permute the eigenvalues of X! which we denote
by \;,i = 1,...N, and mix up the matrix elements of the other eight matrices X' in a non-trivial
fashion. In the following discussion we will ignore the fermions.

In the lowest energy state, all the nine matrices commute with each other. In this case
all the matrices can be diagonalized simultaneously. If the eigenvalues are denoted by
x,’- ,i =1...N,these denote the locations of the N D-branes. The origin of this Coulomb branch
has (X') = O—their dispersion provides the scale of the bound state, which is (g;N)'/?l;. The
supergravity description of this state is the N coincident DO brane solution discussed above.

A generic state may be expressed in the form (the measure is derived in (147) of appendix
B; in the following, we have omitted the tilde sign from U in appendix B):

[y = /[du]\l’()\,, i ) I\i: X2 T X?j> + (Weyltransforms) (44)

where we imposed the Weyl symmetry by summing over Weyl transforms (according to (153)).
The measure is

N 9
[dp] = [T an] [ rax' (45)

Here [dX'] = [[,dX}; [[, ,dX]; dX]; is the standard Haar measure. Here and in the following
whenever we write X’ the index / runs from 2 to 9.
Using the same basis, a generic operator may be expanded as

A / 1 I / 1 vl 1wt T
0= /[du] /[du 1O, X3 A X DN X5 (N, X' | + Weyl transforms (46)
In the low energy description, and at zero temperature, the space of eigenvalues A’ corresponds
to one of the space directions, namely x', in ten-dimensional supergravity.

3.2. Target space entanglement entropy

It is then clear that our calculation of the entanglement entropy across a x! = d surface in
a particular geometry in the bulk maps to a calculation of the farget space entanglement in
the DO brane quantum mechanics. That is we would like to restrict ourselves to the region
x1 > d and ask what are the operators we can have access to in this region; the von-Neumann
entropy of the density matrix associated with this subalgebra of all observables is then the
relevant entanglement entropy. Compared to the single particle case briefly discussed in the

12
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introduction there are two extra features of this problem worth mentioning, both have to do
with the fact that we are dealing with a system with many degrees of freedom.

In general in a non-relativistic system with many particles, the analysis breaks up into dif-
ferent sectors, each sector being specified by which of the particles are present in the region of
interest. The corresponding set of operators in this sector correspond to all the measurements
one can perform on these particles and the full sub algebra with which we associate the entropy
is then a sum of the algebras of observables in each sector. In fact these sectors are superselec-
tion sectors, since the observables in the algebra do not change the particles in the region of
interest.

The second feature has to do with statistics. In our case the different eigenvalues of the
X matrix correspond to fermion-like degrees of freedom. More precisely the wave function
U\, X! ), equation (44) has the property that it picks up a minus sign under interchange of
any given pair of indices i < j, i.e., under \; <> A, X, <> X} and X, <> X/, the wave func-
tion, ¥ — —W. This follows from a special case of the general Weyl transformation (153) in
appendix B, where we choose to permute a given pair (i, j). We are interested here in the target
space region x; > d. The different super selection sectors are therefore specified only by the
number of eigenvalues of X; meeting the condition \; > d, and not any particular choice of
these eigenvalues.

On general grounds, it then follows that the density matrix is block diagonal in the different
sectors and of the form

N
G (47)

m

™
I

m

Il
<)

where p,, is the density matrix in the mth sector in which m eigenvalues of X | meet the condition
A > d (and the remaining the N — m eigenvalues are outside of this region). This is similar to
the equation (99) of appendix A which discusses the case of N fermions; the notation p,, here
is to be identified with p,, y_,, of that equation.

Note that we can write (47) as

m=N
p= €D pn pm (48)
m=0

where p,, is the probability to be in the mth

P = Tt(fn) (49)
and p is the normalized density matrix in this sector, satisfying the relation

Trup =1 (50)

The trace in equations (49), (50) is restricted to the mth sector. Note in equation (48) we have
also allowed for no eigenvalue being in the region of interest.
It is worth emphasising that the probabilities p,, satisfy the relation

m=N

> =1, (51)

m=0

so that it follows from equation (49) that the full density matrix p has the standard normalisation
Tr(p) = 1. (52)

13
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Before proceeding let us also note that the entanglement entropy, defined as the von
Neumann entropy of equation (48) (cf (98) of appendix A), is given by

See =~ Ttufn In(7n) (53)

N
=> w0 pu+ Y pu Trp In(p) (54)
m m=0

where the trace Tr,, again denotes the trace within the sector with m of the eigenvalues
lying in the region of interest. The structure of the density matrix, equation (48) and entropy,
equation (54) are of the general type which arises in the presence of super selection sectors.
And on general grounds it follows that the distillable part of the entanglement is only the sec-
ond term in equation (54), while the first term — ) p, Inp,, is a classical piece which cannot
be used as a quantum resource for teleportation, etc [32, 33].

We also note that at non-zero temperature the relationship between the eigenvalues of the
matrix X' and the coordinate x; in the background metric is not straightforward. However for
regions far from the horizon these two quantities can be taken to be the same; thus since in
this note we are dealing with the parametric region d > ry such an identification would be
justified.

Let us now digress briefly to make one comment which is worth emphasising. For our
proposal, that the entanglement of some region in the bulk corresponds to target space entan-
glement in the boundary theory equation (2), to be sensible it is important that in a pure state the
target space entanglement for a region and its complement are equal. In the specific example
we are considering this implies that the target space entanglement corresponding to the region
x1 > d and x; < d are equal. It is easy to see that this is the case and in fact the reasoning we
give below can be seen to apply immediately to a general bulk region as well, so long as this
region can be mapped suitably to a target space constraint in the boundary.

Let us denote, for the discussion in this paragraph only, the density matrix for the region
x1 > d by p=9. The corresponding entanglement entropy is given by

S = —Tr [ log ). (55)

Note that this trace has to be taken over all the N super selection sectors described above.
Now when m eigenvalues of X' take values in the range \ > d, N — m eigenvalues lie in the
complement, A < d. Thus the mth super selection for when we are considering the x; > d
region maps into the (N — m)th sector for the x; < d case. A little more analysis also shows

that the density matrices 59 for the x; > d region and correspondingly 5 for the x; < d

region make an equal contribution to their respective entropies, S;;d), S;;d). This follows from
the fact that in each sector the Hilbert space admits a tensor product decomposition, and the
entanglement entropy for a pure state in a bipartite system is equal for both of its constituent
Hilbert spaces’. The sectors where m = 0 and m = N have to be dealt with as a special case.
The equality in these sectors follows simply from the fact that the probability to not find any
eigenvalue taking values in the range A > d equals that to find all N in A < d and vice-versa.

7 Actually to deal with the complication of fermion statistics correctly we need to embed the Hilbert space in each
super selection sector in an extended Hilbert space where the required anti-symmetrisation constraint is not imposed.
This extended Hilbert space admits a tensor product decomposition and that is enough to show the equality of the
contributions 5.4 and py?,, make to their respective entanglement entropies.
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We now return to the main thread of our discussion. Consider one of the terms in the state
expressed in (44), e.g. the first term. This has a given ordering of the eigenvalue labels and
the matrix elements of the remaining X’. The corresponding wavefunction is the probability
amplitude that the location of the N DO branes in the x! direction are given by the \;. The diag-
onal matrix elements of X’ represent open strings which begin and end on the same DO brane,
while the off-diagonal matrix elements represent open strings which stretch between different
DO branes. Now suppose in this particular term the first n eigenvalues have \; > d while the
rest have \; < d. We will relabel the index i for the latter set of eigenvalues by the index a. We
need to be able to perform measurements which involve the matrix elements X,’ 7 Lj=1...n,
I =2...9, while we do not wish to retain the elements Xéb,a, b=m+1)...N, I=2...9.
This leaves us with the off-diagonal blocks X2, X, i=1...n, a=n+1...N, [=2...9
and its transpose. Of course the labelling of the matrix elements pertains to one specific term
in the sum (44). The question we are allowed to ask is how many eigenvalues are larger than
d, not which eigenvalues are larger than d. The sum over Weyl transforms precisely achieves
this—ensuring that the DO branes are identical particles.

As explained below (see section 3.3 as well as appendix B), this leads us to two different
proposals for the subalgebra of operators whose associated entanglement entropy corresponds
to the quantity computed in the bulk. Let us first focus on the sector in which there are n
eigenvalues )\; in the region x; > d. In our first proposal, the operator subalgebra relevant to
this sector consists of operators in the Hilbert space of variables {\;, X! j} (see appendix A for
a detailed discussion of operator subalgebras in the simple context of free fermions, e.g. (93))
which are of the form

0, = 0, ® 1+ Weyl,

/H/ d)\/ dXHdX’dX” ({n X} x5 X))
{)\,,XJ} {X X"} | + Weyl transf

1= /[dun]Ma,X’X’ XD (N XEXEXE Y|

Jum= [ I o / I 1/ [0 Tt 6o

a=n+1 a,b=n+1 a=n+1i=1

The full operator algebra consists of contribution of operators from the various n-sectors.
From the above definition, it is clear that in this proposal we are tracing over not only the
(N — n) x (N — n) block of the matrices X’, but also the off-diagonal blocks. This means that
we are not performing measurements on the open strings which join the D0 branes in the x; > d
region with those in the x; < d region.
In our second proposal the subalgebra of operators in the n-sector consists of operators in a
Hilbert space of coordinates {\;, X, 7 ,-’a}, and are of the form

0,, = én ®1+ Weyl,

[e%s) [e'] 1
ST [T [ axaxs 1T [ axtoriaxax:
i d d ij

la ai

x O ({N X} {XE, XI5 X, X0 X0, X))

ij>“ije “ia> “ia> “ia>

15



J. Phys. A: Math. Theor. 53 (2020) 444002 SR Das et al

x [ {N X5 X0 NG X XL | + Weyl trans

ij i)

- / [dv] s X2, 1) ({0 XLy } |

d N N
Juani= [ Tl an [ ] raxi (57)

~Xa=n+1 a,b=n+1

In this proposal we are tracing over only the (N — n) x (N — n) block of the matrices X’. This
means that our measurements include those made on open strings which join the DO branes in
the x; > d region with those in the x; < d region.

In this paper we will largely focus on the bosonic degrees of freedom in the quantum
mechanics and not discuss the fermionic ones. However let us at least mention that the
fermionic degrees of freedom 64 which are also N x N matrices must be dealt with in the
same way as the X/, = 2,...9 matrices. This means in the first proposal we only retain the
(04)ij blocks and trace over the (N — n) x (N — n) blocks (64)as, as well as the off-diagonal
blocks, (04)ai» (04)ia- In the second proposal we retain the (64);; and the (04)ai, (04)ia blocks and
only trace over the (64),, block.

For a given state one can now compute the RDM which correctly reproduces expectation
values of either of the set of operators, and from this the von Neumann entropy. The formalism
to write this down is explained in the appendix and will also be elaborated in the next sub-
section. Our conjecture is that one of these will correspond to the bulk entanglement entropy
computed in (section 2).

3.3. The two proposals for target space EE

Before proceeding, some more comments are worth making at this stage. We note that some
motivation for the two proposals above come from the Coulomb branch solutions. In super-
gravity it is known that there are solutions in which the DO branes are displaced from the
origin and the harmonic function takes the more general form equation (25), with 7; specifying
the location of the ith brane. These solutions also correspond to bound states at zero energy
in the matrix theory. Consider such a solution in which the x; coordinate of some of the DO
branes lies in the region x; < d, i.e. outside the region of interest. In defining the entanglement
if these branes are to be excluded, then the open strings stretching between these excluded
branes should also be dropped. This still leaves the choice of whether the degrees of freedom
corresponding to the open strings stretching between the branes inside the region, with x; > d,
and those outside, with x; < d, should be retained or dropped. Correspondingly, in the den-
sity matrix of the matrix theory we have two choices of retaining the off-diagonal degrees of
freedom stretching between the eigenvalues with \; < d and \; > d, as discussed above. See
figure 1. For some more details, see appendix B (section B.1).

It is worthwhile to emphasize that even though we draw motivation from a generic point on
the Coulomb branch, the state we are discussing is at the origin of the Coulomb branch. The
supergravity solution for this is a set of coincident DO branes. However, in the matrix quan-
tum mechanics this state has a non-trivial wavefunction which has a spread of ~ N'/3[,. This
means that while the expectation value of the matrices vanish in this state, there is a non-zero
probability amplitude (described by the wavefunction) for having a configuration described by
values of A, Ag, X[}, X}, X/,,, using the notation described above. The open strings we refer to
above are simply a description of this kind of configuration. These comments are also true for
a state of the kind in equation (25) where the branes are displaced from the origin but continue
to lie in the region of validity of the supergravity approximation; while the expectation value
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X2

Detectors are

x1+d here

X1

Figure 1. A typical configuration for the case N = D = 2, where we have two 2 x 2
matrices X = diag[A, \2], Y = diag[y,;,y»1; (Ai,y;;) represent the coordinates of the
two DO branes, i = 1,2. The figure depicts the situation in which one of the DO branes,
say with coordinates x; = ((A1), (y11)), is in region A : x! > d, i,e. \| > d, while the
other DO brane with coordinates xa = ({(\2), (y»)) is in A: x' < d, i.e. \y < d. The
variables \1,y;, represent an open string beginning and ending on the first DO-brane;
they are in the region of interest A and hence must be included in the operator algebra.
Similarly the variables X, y,, represent an open string beginning and ending on the sec-
ond DO-brane; they are in the region of interest A and hence should be excluded from the
operator algebra. y;,, y,; represent open strings straddling between regions A and A. One
might wish to exclude the y,,,y,, from the operator algebra (first proposal), or include
them (second proposal). Note that, the two DO branes are actually indistinguishable; as
(151), (153) indicate, the situation described above is indistinguishable from the one in
which the D0 branes are interchanged; hence the above definitions have to take that into
account, as was done for case of N fermions in appendix A.

of the matrices do not vanish now, there is a non-zero probability amplitude for various values
of )\i,X{j, etc.

In either of the above proposals, there are O(N?) degrees of freedom which are traced out.
It is therefore natural to expect that the entanglement entropy will be proportional to N>. We
note that the fact there are O(N') sectors in the sum, equation (54) does not alter this estimate. If
O(N) sectors contribute and generically each sector gives a contribution of O(N?) by which we
mean that the normalized density matrix p,, has Tr,,p,, 1In(p,,) ~ O(N?), then the final result
for the second term in equation (54) would still be O(N?). The first term in equation (54) which
is the classical piece is much smaller and can at most be O(InN).

When the bulk is a black hole we should consider the DO brane quantum mechanics in a
thermal state with the same temperature 7. There are now two dimensionful quantities in the
calculation. The first is the temperature 7" and the second is the value of d which has been used to
define the subalgebra. It is clear from the discussion from equation (38) to (43) that the energy
scale in the ’t Hooft limit is given by A defined in (43), while the scale which relates super-
gravity distances with the eigenvalues is (g;N)'/?[;. Therefore the DO brane quantum mechanics
answer for the entanglement entropies will involve the dimensionless temperature 7y = 7/A
and the dimensionless dj introduced above. Once this is done, the answer should be simply
proportional to N2, exactly as in the supergravity calculation. As explained in the previous
section, to keep the bulk calculation within the realm of the supergravity approximation one
could compare the difference of the entropies at finite and zero temperature, this would allow
for a precise test of the coefficient in the area term in equation (2).

While a bound state which corresponds to N DO branes has been shown to exist [29], an
explicit analytic form is not known. This makes an analytic check of our proposal difficult. It
should be, however, possible to express the target space entanglement entropy discussed above
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in a path integral formulation: then numerical calculations along the lines of [19] can be used
to provide a concrete check of our proposal.

Before ending this subsection let us also mention that a useful toy model to understand
target space entanglement is to consider the case of a single bosonic matrix quantum mechanics
with no external potential. In this case the additional X’ are not present and we only have the
eigenvalues \;. As is well known the \; can be considered as the coordinates of N free fermions
moving on a line. The above description of the relevant subalgebra of operators is in a first
quantized description. In a second quantized description, the Hilbert space becomes a
product. The subalgebra of operators pertaining to the subregion A >0OaregivenbyM
body operators of the form

o M
F= [ TTanext 6o v/ 0w
0 =
X FyO - s X - X)) DDA - - - (X)) (58)

where 1(x), W(x) are the second quantized fermion fields. In the sector where there are n
particles in this region the operators which have nonzero expectation values must have M < n.
It can be then shown easily that the functions F', are in one-to-one correspondence with the
matrix elements of operators in the first quantized description in the sector where there are
M particles in the sub-region. In fact, for free fermions one may use well known methods
to compute the RDM [30] to show that the density matrix obtained in the second quantized
description is exactly the same as the first quantized description discussed above. Details of
this are provided in appendix A.

3.4. The sector-wise entanglement

Consider the sector where n eigenvalues satisfy the condition \; > d. Let us use the Weyl
symmetry and arrange for these to be the first n eigenvalues of X;. Then in the first proposal
we would also retain in the density matrix the X;;, (i, j < n) degrees of freedom and ‘integrate
out’ everything else. Starting with a wave function W(\;, X! ;) with unit norm,

/ ANDX] WL X)))? = 1, (59)

where in the integral \; € [—o0, o] and the measure for X,’ ; is the standard flat measure for
Hermitian matrices, with a range as explained in the appendices A, B. We then get that the
density matrix in this sector is given by (cf (47))

- N .
Pn()\i, X,‘j; A;/,X,{/Ij/) = ( n ) /DXA\I/ (A, X,‘Ij, XA)\I/()\;/,X,(/I]‘/, XA) (60)

To save clutter we have denoted all variables to be integrated over generically as x,. These
include \;,i > n and X,’ 7 where one or both indices i, j are greater than n. Note that the range
of integration over these variables is as follows \;, i > n take values € [—o0, d], while X,I 7 with
ior j> n,are to be integrated over their full range (real line for i = j and complex plane for
i # j). It is important to note that the variables being integrated out, x,, appear in both U* and
W. The combinatorial factor (1;’ ) arises as follows. The case with n eigenvalues of X; being
greater than d can arise in (1;' ) different ways, by the fermionic symmetry these all give the

same contribution to the density matrix resulting in this combinatorial factor.
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Note that the density matrix p, is an operator in the space of the degrees of freedom that
remain after imposing the target space constraint and once it is known we can in principle cal-
culate its contribution to the entropy, Tr, p,In(p, ). Summing the contributions from the different
sectors then gives the full entanglement entropy, equation (53).

In the second proposal after arranging for the first z eigenvalues to be greater than d we retain
: Xii < n, X5, 1, j < n. In addition we retain the degrees of freedom, X ;, X, with, i < n,a >
n; these satisfy the relation X!, = (X!)*. The density matrix now depends on these degrees of
freedom as well, and equation (60) is replaced by

P (N X030 X0 X X Xl )

ij>“ai> N
— (M) [ Dy (X! X! U (A, X}, X! 61
=\ XA ( i» Aij> ai’XA) ( il At s a/i”XA) (61)
where now the x, variables include : \;,i > n, X,’ 7 i, j > n. The range of integration for these
variables are as above and the combinatorial factor has the same origin as in the previous case.
More details can be found in appendices A and B.

While we have not been explicit about fermionic degrees of freedom here they are to
be included in a manner analogous to the X’ degrees of freedom, as was discussed after
equation (57) above.

Finally let us note the form for p, if we start not with a wave function ¥ but with a density
matrix for the full system, as would be the case when we consider the finite temperature case

where
e H/T

P = W, (62)

where H is the Hamiltonian and the index i denotes sum over all states. The density matrix can

now be regarded as a general function p()\;, X,-’j; s Xi’,j,), withi, j, 7, j, taking values 1,2, ... N.
In this case similar reasoning as above shows that for the first proposal equation (60) is
replaced by

_ N
oo (N X[ N X)) = (n) / Dxap (N X1 xa: N X xa) (63)

where Y, as above denotes the variables, \;,i > n and X,’ s where one or both labels, i, j > n.

Whereas in the second proposal equation (61) is replaced by

~ N

o (N X[ X0 N X0 X0 ) = ( . ) / Dxap (i X[ Xbis xas Mt X1 1 Xobs xa) - (64)
where x4 now includes, A;,i > n, and X,-’j, with both i, j, > n.

4. Dp branes (p < 3)

The results of section (2 generalize to Dp branes with p < 3. The string frame metric and the
dilaton for the near horizon geometry of N coincident near-extremal black Dp branes are

—n/2 n/2 2

R R dr

ds? = (2 o A2+ &2 4 - dy? i ar 2402

' <r> S dr e dy fo S
np-3)

e 2 = <5> 8 (65)
r
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where

n=7—p R =@m"22T(n/2)"(gN)

2_ 2 2 2, 2
=Xt X, =X+ p

f=1- (") (66)

and the temperature is given by

n-2

n 'y 2
-l ”

47R\ R 67
The brane directions y; each have an extent L. Consider once again a x; = d surface where
d > rg. The Einstein frame area of this surface is given by

00 pn/2 7 1 12
AdT) = QRVL? / dp— (68)
R el BN (RS Ea

This integral is divergent at the upper limit. However, as in the case of zero branes, the dif-
ference A4(T) — A4(0) is finite. Performing a low temperature expansion as in the previous
section we obtain the difference of the areas which is once again insensitive to the IR cutoff on
p and the entropy difference is then given by

0L () (45) LR

ASer = 41 (2 +1) Sai! (69)
Using the expression for R in (66) and ry in terms of the temperature in (67) we get
N)28 6_p  3nP-18n+32 ; N
ASEE _ Cp (gs 8) s (gsN)ﬁ ls 2(n—2) Tnsz L77n dlfj (70)
€
where
3n274n+12 n(5n—2) 2 n % F (n;Z)
C,= 1)27 22 A=) p s (_) 4 ) 71
p=0m+1 s n > T (34 1) (71)

We now need to express the temperature, the p-brane extent and the quantity d in terms of
their appropriate scales. The energy scale A of the Dp brane theory is provided by the "t Hooft
coupling

(&) .
Gl = B = A= @)L (72)
N

This means that we need to express 7 and the extent L in these units,
T = ToA L=LyA™! (73)

The transverse distance in the geometry is, however proportional to this energy scale multiplied
by /2. This means that we need to express

d = do\ (74)
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Once again, when expressed in terms of these dimensionless quantities, the result should not
involve g.. This can happen only if the UV cutoff € is proportional to the ten-dimensional
Planck scale. Using this cutoff, we are left with a final answer proportional to N2,

2n_ _n
ASge = B,N>T)2 L) "d, ° (75)

where

3»12714n+32 5»12726n+48 2n ( n ) 23(:::%) F (T)
L(2+1

B,=n+1)2 > g -2 p a2l

5 (76)

5. Entanglement in Dp brane field theory

The discussion of a candidate subalgebra of operators in the SU(N') Yang—Mills theory living
on the Dp brane (for p < 3) worldvolume is completely analogous to that for DO brane quan-
tum mechanics. The matrices are now functions of the spatial coordinates on the Dp brane
worldvolume . The bosonic fields are now worldvolume gauge fields A,(§), = 1...(p+ 1)
and the transverse Higgs fields X/ (&) with/ = 1,...9 — p. We then work in a gauge where one
of these Higgs fields, X! is chosen to be diagonal with elements \;(¢) and consider a division
of the space of \(&) into two parts, corresponding to \;(§) > d and \;(§) < d. As in section
(3), there are two choices for the corresponding operator sub-algebra. The generalization for
the choice (56) involves an expression

0, = 0, ®1+ Weyl,
00 o8} !
0. =111 /d X (€) /d A\ © [T axf;© dxit©
¢ i i

< O, ({N(©.N©}: {X,©. X1 ©})
< [ {X (©. X5 O} N ©. X (©} | + Weyl trans

1= [ o XL ) D XXX )

d N N N n
Juni=T1/ Tl ene [ IT wien [ [] [[udoador a
E o0

“a=n+1 a,b=n—+1 a=n+1i=1

This equation should be regarded in the same spirit as (56); the operator
O({A,»(g),A;(g)};{Aﬁ}(g)X{j(g);A;f;(g)xg(g)}) belongs to the Hilbert space of the variables
{)\i(g),Aé’]i(g)X,-’ j(f)}. The measure here is again a generalization of (56) with the additional
terms involving the gauge fields and the integrals replaced by functional integrals. Note that
(77) involves integration over functions, and the restrictions on the ranges of integration are
over the values of the function at each point on the base space &. The subalgebra of operators

for our second proposal also follows in a similar fashion.

6. Discussion

In this paper we explored the idea that in any smooth spacetime, to leading order, the Bekenstein
bound is saturated, equation (1), leading to the proposal that for a pure state the entanglement
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of any co-dimension one region is given by the area of its boundary in units of Gy, equation (2).
‘We have shown that for a special choice of bulk regions the bulk entanglement can be mapped,
upto one ambiguity, to the target space entanglement in the boundary theory. Our proposal can
therefore be tested precisely using numerical calculations along the lines of [ 19]. If our proposal
lives up to precise tests, this would mean that the UV cutoff which makes the entanglement
entropy finite in string theory is the Newton constant, and not the string length. In fact, this is
the lesson from the ¢ = 1 example in [12, 13].

We have described the bulk region of interest in a coordinate system and used the rela-
tionship between bulk coordinates and target space of the matrix theory in this coordinate
system. The notion of the region itself and its bounding surface is of course coordinate invari-
ant. In a different coordinate system the map to matrix theory target space will be different,
and therefore the target space restriction will be different. The result, however, will remain the
same.

One would like to extend our considerations to more general regions in the bulk. A prelim-
inary study suggests that this might be possible. For example in the DO brane case consider a
spherical bulk region given by,

9
d <R (78)
i=1

In the matrix theory the corresponding operator » , Tr (X*)? is Hermitian and one can choose a
gauge where it is diagonalized®. This suggests that our considerations might be extendable to
more general bulk regions as well. Such an extension would be particularly interesting for a
region of the type equation (78), since by changing the radius one could then deform the bulk
region smoothly from being away from the black hole horizon to lying on it. It is also worth
mentioning that if our proposal is correct the entropy contained in the region equation (78)
is temperature independent, since its area is independent of 7, as can be easily seem from
equation (16). The thermal and entanglement contributions to the entropy presumably trade-off
against each other keeping the total unchanged.

It is also worth commenting that various positivity properties, e.g. positivity of relative
entropy and mutual information [34, 35], should hold for target space entanglement. For
example, positivity of relative entropy and its monotonicity under inclusion of algebras are
general properties which should also apply to target space entanglement; from these follow
positivity of mutual information and strong subadditivity, etc. Using equation (2) these proper-
ties can be mapped to properties of areas bounding regions in the bulk. A preliminary analysis
suggests that they are true and in some cases the inequalities are in fact saturated. For example,
consider two target space regions, A :d < x;and B:d, < x; < d,withAUB :d, < xy. Then
it is manifestly true that their mutual information /(A, B) is positive, since,

Aw =d) _

I(A,B) = S(A) + S(B) — S(AUB) =2 iGn

(79)

Similarly considering two overlapping regions with A N B # 0, it is easy to see that the strong
subadditivity condition would be saturated

S(A) + S(B) = S(AUB) + S(AN B). (80)

See figure 2.

8 We are grateful to Shiraz Minwalla for a discussion on this point.
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-0

Figure 2. Strong subadditivity: consider regions A and B. The set A U B is depicted in
pink, whereas A N B is depicted in blue. Denoting the area of the boundary of regions
A, Betcas a(A), a(B) etc, it is straightforward to see that these areas satisfy the equality
a(A) + a(B) = a(A U B) + a(A N B).

As discussed in the introduction, for field theories, where the degrees of freedom live in both
spatially extended regions and time, one can consider a more general notion of entanglement
which arises when we consider observables which only access both a spatially localized region
and a restricted region in target space. It would be worth exploring this more general notion in
the context of AdS/CFT further. Without target space restrictions the bulk dual of the boundary
entanglement entropy is the Ryu—Takayanagi surface. With only target space restrictions and
no any restrictions along the spatial directions, we have proposed here, for some cases, that
the target space entanglement maps to bulk entanglement of an appropriate bulk region. The
more general notion combining both spatial and target space restrictions would then interpolate
between these two and it will be interesting to understand its bulk dual in more detail. While
the Ryu—Takayanagi surface is extremal, our preliminary considerations here suggest that more
generally when target space constraints are also included, the bulk surface is not extremal and
in fact could be of a quite general type.

We find it very interesting that even for the restricted kind of spatial regions considered here,
a precise map of bulk entanglement exists in the boundary theory. Since the notion of bulk
locality is not precise in a theory of gravity, this was not a priori clear. The boundary theory
of course exists for all value of the coupling and all values of N (in terms of the quantities
appearing in equation (28) all values of T, dy, N. Thus one could consider how the target
space entanglement changes as one goes to weak coupling, and smaller values of N. The o
and string loop corrections correspondingly become important in the bulk, and bulk locality
would become a more imprecise notion, but the target space entanglement would continue to
be well defined. One could also try to check this by computing ' corrections in the bulk.

It is clearly important to find additional, and more doable, tests for our conjecture,
equations (1), (2). One possibility might be to try and investigate this in a semi-classical path
integral which attempts to implement the replica trick in the bulk, about a smooth spacetime
background’.

We end by noting that if, as our preliminary investigation here suggests, the notions of target
space entanglement along with its generalization mentioned above which combines spatial and

9 We are grateful to Shiraz Minwalla for this suggestion.
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target space constraints, can provide a precise notion of bulk entanglement, they would clearly
be important for studies related to information loss and more generally black hole physics.

7. A personal note from SRD

I came to know Peter Freund closely during my years as a graduate student at University of
Chicago, and we remained in touch ever since. His original style of doing physics has been a
major influence in my life, and his enthusiasm has been contagious. I am honoured to contribute
this work to his memorial volume.
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Appendix A. Target space entanglement entropy

In this appendix we first present the formalism of target space entanglement entropy in the
context of non-relativistic quantum mechanics of N fermions. Then we go on to prove the
equivalence of RDM constructed by particle number sector (and the consequent EE) in the
first quantized formulation with the standard second quantized theory.

We follow [15, 16] to define the EE in the target space. The key idea here is the algebraic
definition of EE which relies on the usage of a theorem (Artin—Wedderburn) which says that
given any algebra, there always exists a decomposition of the Hilbert space with the struc-
ture of direct sum over tensor products. Once restricted to a particular sector, one can use the
usual notions of RDM due to the tensor product structure. However here we do not distinguish
between ‘classical’ and ‘quantum’ contribution to the EE.

We introduce the notion of target space EE for a system of N fermions moving on the real
line R; from the first quantized viewpoint, R is the ‘target space’. We would like to define the
EE of a target space subregion region A C R, e.g. A could be the region x > d for some real
number d. Given such a region and its complement A, the one-particle Hilbert space, H, has
the structure of a direct sum, rather than product, of the form

Hi =Ha+Hz, Ha=span{|x), x; € A}, Hjz = span{|x;), x| € A} (81)

To study the target space EE, we find it convenient to begin with a discussion of the two-
fermion Hilbert space H, (we will come back to the one-particle case later on). The most
general two-fermion wavefunction is of the form'?

V) :/dxl/dx2¢(xl,xz)\x1,xz>aZ/dx1/dXﬂ/Ja(thz)\xl,Xﬁ,

10 Unspecified range of integration would mean full range. E.g. Jdx; = fR dx;.
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X1, %2)a = % (Jx1) @ [x2) — [x2) @ [(x1)) , Yalx1, x2) = % (P(x1, x2) — P(x2, x1))
(82)
The two-particle Hilbert space splits naturally into three sectors, as follows:
Ho = Hao + Hia + Hoo (83)
where

Hoo =span{|xi, x2)a, X1, X2 €A}
Hl,l zspan{|x1, x2>a, X1 €A, xy € A}

Hoo =span{|xi, x2)a; X1, x2 €A}

In terms of the wavefunction (82), restricting ranges of the integrals over x|, x, variously to
the regions A, A give the projection of the wavefunction to the various sectors: thus, e.g.

Yy = /de[dxz Y(x1, x2) X1, X2)as a{X1, X2|1)) = Va(x1, x2) (84)
A i

The corresponding projection operators 11, ) : Ho — H,4) are given by

1
Ly = */ dxy dxalxy, x2)q (X1, X2
2 AA

IL; :/ dxy dxa|xp, x2)q a1, X2
A

/dxl/_dxz +[dx1/dxz> X1, %2)a a{x1, X2
A A A

dxldxz\xl,xz>a alx1,x2] (85)

1
2
1
2J3

:\/-\

Iy, =

It is easy to see each of these projection operators squares to itself and they add up to identity
in Hz.
The generalization of these concepts to an N-fermion Hilbert space is straightforward:

HN = Spgpre=nHpg (86)

Here the notation H,,, denotes a sector in which there are p particles in the region A and ¢
particles in the complementary region A. We will denote by II,, (p + g = N) the projection
operators Hy — Hpgq.

It is straightforward to generalize the above discussion to N fermions in R? and the target
space region A is defined by a plane, say A : {x! > d, x ,xP e R}. A=RP - A Eg. if
we denote the coordinates of the N particles as x; = x i= 1 2,...,N,I1=1,2,...,D, then
the wavefunctions belonging to H,,, are given by

[pg) = /HHde, /H H dPx; Y({xH|{xi})a (87)

1111 111p+1
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where the subscript a denotes antisymmetrization as before. The decomposition (86) is again
true and the following discussion generalizes in a straightforward fashion with various one-
dimensional integrals replaced by the corresponding d-dimensional integrals.

Reduced density matrix (RDM).

We are interested in defining an RDM p, associated with the region A, in a state p in the
full Hilbert space (which could be pure or mixed). The RDM should have the property that
for observables O which can be measured by detectors in A, we should have, in an appropriate
sense,

Tr(pO) = Tra(pO) (88)

In the following we will define each side carefully.

In a QFT, when one is interested in a spatial subregion A of space time (as against tar-
get space), one proceeds by noting that the full Hilbert space is a tensor product of the form
H = Hy @ Hj, which leads to p = Try, p, with Tr, interpreted as Try, .

However, there is no such tensor product decomposition for target space subregions. As
we saw above, the single-particle Hilbert space ; is a direct sum, rather than a product, of
subspaces associated with A and A. A similar statement is true also for an N-particle Hilbert
space. What allows us to proceed is that each given sector H,,) in an N-particle Hilbert
space, separately, has an (antisymmetric) tensor product of factors associated with A and A
respectively.

Let us explain the case of the H;; C H, as an illustration. It is easy to see that

Hin = Ha NHzs (89)
where the antisymmetric tensor product VA W denotes VR W — W ® V.
Operator algebra.
The operators that map H,; ; — H,, are of the form

Span{|x,y)s o(x'.)|, x,x' €A, y,y' € A} (90)

Among these, operators O which correspond to observables in region A must have the property
Ol = [ @ OGx ) 3)e o
A

which do not have any effect on [y), y € A. In fact, the corresponding operator algebra can be
obtained by setting y = y’ in (90) and integrating over the y coordinate. This gives'!

Ay = Span{[dy|x,y>a Xy, x,x € A}
i
= Span{|¥)(¥| ® 15 + 13 ® |x) (<], 5% € A}
1= [ @b ©2)

! The second equality below can be derived as follows. Take a matrix element of the operator inside the ‘span’ in the
first line and show that it is that in the second line.
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Itis easy to show that this operator algebra is closed under multiplication. The operator O, with
the action defined in (91) can be identified as an element of (92), with the form:

0=0,91;+1;®0,,, O, = / dx dx’ O(x, x")|x)(x'], (93)
AA

It is easy to check that this operator satisfies the defining property (91) (note that 1;|x) = 0 for
x € A).

Density matrices.

A general state in the two-fermion Hilbert space is described by a density matrix

p:/dxldxz/dx’l duhp(x1, 25 X7, X5) [ X1, X2)a o (X, X5

The projection of p onto the Hilbert space 7 ; is given by

pri =1l pll; = /_dxdy/_ dy’ dy’[ dxap(x, y; X', Y%, ¥)a o (¥, Y] (94)
AA AA A

Although ;1) is not an usual tensor product but an antisymmetrized one (89), one can define
a partial trace with respect to #j irrespective of the order of factors: thus

pra = Trp 1Ly 1 pIly

:[dw(yl\ U_dde/-dx/dy/[dxzp(x,y;x’,ﬂ)x,Y>aa<x”yl| )

A AA AA A

:/ dxdx’/ dyp(x,y;x/,}’)\@ <xl‘ ©3)
AA A

then we get

TI‘H2 (p 0) = TI‘HA (ﬁl,l 01,1)

which is of the form (88), except for the important difference, characteristic of target space
EE, that both operators on the LHS are two-particle operators whereas those on the RHS are
one-particle operators defined on the one-particle Hilbert space H4 associated with the factor
in (89) associated with region A; the traces on the two sides also pertain to these two-particle
and one-particle Hilbert spaces respectively.

In general, as mentioned above, an N-fermion Hilbert space Hy splits into sectors H,,
p+ g = N (see (86)). Ineach H,, ,, there exists a tensor product decomposition into two Hilbert
spaces associated, respectively, with the regions A and A:

Hpg = HOAHEL, HE = (AWPHa), HE = (M) (96)
where APV =V AV A--- AV (ptimes). For V = H, (H;z), respectively, these represent p
fermions in region A(A). By definition, A°H4 = |0)4 = C (zero particlesin A) and A'H, = Ha

(similarly for region A). Generalizing (95), it is easy to show that the RDM’s in each sector are
given by

Ppq = Tr?-t/‘{ Ppa> Prag = papIlyg CH)
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The target space EE is naturally given by the combined von Neumann entropy of RDM’s from
all sectors:

§=— Z Ttyr Ppg 108(Fpg) (98)
Pq:p+q=N

This can be equivalently defined as
S =—Tr p log(p)
where p is a formal sum of the sectorwise RDM’s
P = Dpta=N Ppg 99)
which acts on the sum of the vector spaces ’Hfj (in the notation of (96)).
Explicit calculation (N = 2).
Let us work the EE in detail for the two-particle case (N = 2). In this case, the various
sectors have the tensor decomposition

Hoo = (/\ZHA) ® C, Hi1 = Ha NHz, Hoo = C® (/\27'[;‘) (100)

Note that a general 2 particle state |¢)) can be written in multiple ways

V) :/dxl/dxz W(x1, x2)|X1, X2)a

:/dxl/dXZ Pa(x1, X2)| X1, x2)

1
-5 / dx, / dxs e, x2)|1, X2 (101)

In the first line the kets are anti-symmetric, in the second line the wavefunction 1 is anti-
symmetric, while in the last line both the kets and the wavefunction v are anti-symmetric.
In the following we will use the last representation most often (as the symmetric part of the
wavefunction 1) never contributes if the kets are antisymmetrized). The density matrix p is
given by

1
p= V)| = 5 / dx; dxz/ dx )y Ya(xr, X)X, X5)[x1, X2)a o (X], X5

1
= 5/ dx; dxz/ doy iy paer, x5 X5, X5)|x1, X2) 0 (], X5 (102)

To proceed, we follow (97) and (100). In the (2, 0) sector the partial trace over A is trivial and
we need to take care of only the projections, which just restrict the range of the integrals. Thus
we get
p20 = Trz(p20) = p2o
1
= E/A dx dXz/A d dxy ha(x, x2); (x, X5)[x1, X¥2)a o (X}, 5| (103)
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In (1,1) sector, the projection operator (that restricts to H 1)) is given by Il =
J dxy [3dx2]x1, X2)a o (X1, X2]. First note its action on the ket [¢))

1
Iy 1 |y) = W/Adxl/gdxﬂxl,xz)a a<~xlax2|/ dyr dyz Ya(y1, y2)[y1y2)a

= %/Adxl/;‘dxﬂxl,xz)a/ dy; dys ¥.(y1,y2)
X (6(x1 — y1)0(x2 — y2) — 6(x1 — y2)0(x2 — y1))

= \/E/ dx1/dx21/1a(x1,xz)\xhx2>a
A i

1
= ﬁ (/Adxl/Adxz +/Adx1/Adxz> Ya(x1, X2)| X1, X2) 4

where we have used ,(x1, x2|y1y2)a = 6(x1 — y1)d(x2 — y2) — 6(x1 — ¥2)d(x2 — y1). Therefore

P11 = 2/ dx; dxﬁ[dxg dxy a(xy, x2) 05X, X5)|X1, X2)a o (X, X5
A A

Now tracing over Hj;
pr1 = Try, (p11) = Z/A dx, dx/l/;‘dxz dx a1, X295 (x, x5)
< [azel (o ol 35 12
= 2/A dx; dx/l/gdxz doy Wa(xn, x2)5(x, X5)|x) (x| (x2]xh)

= 2/ dx; dx/l/_dxz Ya(X1, x2)95 (X, x2) [ x1) (x| (104)
A i

In (0, 2) sector, Ilp; = L[5 dx1 f5 dxa|x1, x2)q o (X1, X2|. After doing the appropriate partial trace
over H(2,A) (see (97)), just gives a number

- 1 .
po2 = Trz(po2) = 5/— dxy dxz Ya(x1, X2)1,(x1, x2) (105)
A
As a specific example consider the Slater determinant state given by

2
1 1
|/(/)> = ﬁ (‘M], M2> - ‘MQ, M1>) = ﬁzl Ei1i2|ui1ui2> (106)
I1,=
where |u;) = [ dx u;(x)|x) are single particle wavefunctions. The wavefunction t,(xy, x2)
= (u1(xuz(x2) — ua(x)u1(x2))/ V2. The corresponding density matrix is

1
p=101WI =5 (lr, uz) — |, ur)) ((urs ua] = (ua, )
1 2
=5 > il ) (uju,| (107)
Cinig.j1a=1
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For this particular state the equations (103)—(105)) become

5 1
P20 = 7 (Jurs uz)an — [z, ur)an) (ua(urs ua] = 4q(u2, wr) (108)
) A<U1| A<U2‘
- 1 — P
P11 = Z 5i1i25j1j2yui1>,4 A<uj1’<uj2’ui2>ﬁ = ( pz) 9214 IU1>A
i’s,j’s=1 —q12A (1 - p1) |U2>A
(109)
| 2
o2 =5 > enncin i)z = (1= p1 = p2) = gl (110)
Cidp.jip=1

where |u, V)an = |u)a|v)a, [u)a = Palu) = [, dx u(x)|x), and (u|v); = [; dx u*(x)v(x). Fur-
ther we have written gy and fo, in terms of p; = [, dx|u;(x)|%, p, = [, dx|uz(x)|* and
G1oa = 5 dx uj(Ouz(x).

Finally, following the general prescription (98), the EE in target space is given by

S = —Tr(plog p) = — [Tr(pao log po0) + Tr(p1,1 log pr1) + Tr(fos log poo)]

Target space EE for general N.
Now we generalize this to a general N fermion state

|1/J>:\/%/dx1...x1v YVa(X1y oy XN)| X1+ XN ) g (111)
where we define
1 ag
Valxi, .., xXy) = ﬁ”%(—l) YXo(l)s - - - Xo) (112)
1 ag
X1 ... xN)a = ﬁ(;sN(_l) |Xo(1) - - - Xogv) (113)

The corresponding density matrix is
p =)

1
= ]W/ dovy dx o ayxly a (e, o X)W, XX e o (X

1
zﬁ/dxldx’I...xNx;Vpa(xl,...,xN;x’l,...,xﬁ\,)\xl...xN>a a0 Xy (114)

For N particle state we have N + 1 sectors namely (N, 0), (N,_ 1,1), ..., (O,N) where the
first entry is the number of particles in A and second entry in A. In the (k, N — k) sector, the
projection operator is given by

1 /N
Hk,ka: e /dxl... dxk/dxk+1... de\xl,...,xN>a a<X1,...,XN| (115)
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First note its action on [1))

1 /(N
Hk,N—k‘¢> = ﬁ (k) /Adx1 dxk/Adka de\xl,...,xN>a

1
X W/d)ﬂu-,w a1y - IN) G (X1 XNV YN

1 N
= — dx;...d d ...d (X1, ., A a
\/m(k)/A X1 Xk/;‘ X1 XN Pa(x xn)|x1 XN)
(116)

To go to the last line we have used

SX XY ) e = Y (D700 = Yo) - 00w — Vo) (117)

geSy

The density matrix restricted to this sector is
Pk N—k = Hk,N—kPHk,N—k = /dxl dx’l ‘e dxk dx;c/_ dxk+1 dx;(Jrl ‘e de dx}v
A A

1

N2 .
X M(k) ,l/}a(-xl"'~3-xN)wa(-x,1’~'~7-x;V) |x17'~'a-xN>a a<xl]a~'~a-x;\l‘

Next we need to trace over the particles in A. This is easily done

okN—k = Trz p)=—14d ..o.d _ . 2N)a
PNk = Trz(pen—) (N—k)!/g Zett - daw (et - avl PNkl Tt - - 2w)
2
_ i N / / / /
= dxpdxy ... dxpdxg [ doxggrdxgy ... dxydxy Yu(xr, ..., xN)
NI\ k A A
XS e XX - Xaka a{X] X Xk ts e XN YT s YN e

1 /N
= — /dxldyl . dxkdyk/ gy - oy Ya(xy, - XWX, L, xY)
al\x) ), ;

X X1, s X)a o) X (118)

where we have used

1
N k),[deH oo dzy o (Zgr - o Xkns XN a(Xhrs - X[ - 2N )a
0l s

= |X1 .. .xk>a a(xl .. .xk\ a<yk+1 . .yN\ka, e ,XN>a (119)

More specifically consider the state given by a Slater determinant (of single-particle states
Ui, U, .« ., UN)

1
[v) = m;eil"'m‘uil Uiy (120)

with the wavefunction ¥, (x1,...,xy) = Zi/s\/ﬁailmwuil (x1) ... uj(xy). Each of the i’s can
take values from 1 to N, i.e. i, € {1,2,...,N}. The RDM in the (k, N — k) sector (118) is given
by
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N
~ N\ 1
PkN—k = (k) ngilwiNajleN‘uil T uik>A A<”‘j1 o '“jk| H <ujn‘uin>g 1z1)

i's,j's n=k+1
This formula is very simple to understand. If we worked with the position space wavefunctions

(x1 ... xy]0) = (x1, ..., xy), the RDM is simply given by

- N
plxl, .. oxxly o)) = <k> /dxk+1... dxna(X1,s -+ s Xy Xpt1 - - - XN)
A
X w;‘(x/l,...,x;{,ka L. XN) (122)

with the factor (1,\(’ ) coming from the number of ways choosing the integration variables.

This is the origin of (7) in (118) and (121) while the remaining numerical factor is just for
normalization.
The EE is by the general formula given above (98):

S=—Tr plog p=—»_ Tr peni 10g pen-k (123)
k

Equivalence of 1st and 2nd quantized entanglement entropy for free theories.

A.1. 2nd quantized theory

The target space subregion A C R in the first quantized formalism, can be viewed as a spatial
subregion from the viewpoint of the second quantized formalism where the single particle
states |x) can be regarded as created from the zero particle state |0) by the second quantized
creation operator:

%) = wl(x)[0)

The general Fock space state can be regarded as a linear combination of the antisymmetric
states

1 ,
F 2 |x1,%0, 0y xn)a = i Z |Xo(1)s -« s Xon) = UT(xy) ... Wi(xy)[0)
)

It is easy to see the tensor product decomposition
F=FaNF; (124)

which allows one to define RDM’s in terms of the usual partial traces.
Note that since each Fock space is a sum of 0, 1, 2, ... particle Hilbert spaces, we can write,
using the notations in (96):

Fa=0s0HsOHD ..., Fi=00oHz0H: ...
The tensor product (124) thus gets written as a direct sum

F=(0)d (Ha®oHa) ® (Hid HaANHDOHS) + ...
=HobHI 1 DHr+... (125)

32



J. Phys. A: Math. Theor. 53 (2020) 444002 SR Das et al

Here [0), = H} = C is the zero-particle state in A, defined by ¥(x)[0)4 = 0 for all x € A
(similarly for A); we have, further used the identities:

10)a ®10)z = |0), |0)a @ HE = HE, HE ©10); = HE,

Note that a wedge product with zero-particle states such as |0)4 becomes an ordinary tensor
product (it amounts to just scalar multiplication by a complex number, see below (96)).

Written in the form (125), we can clearly identify the terms in round brackets as the first
quantized Hilbert spaces #,, with a clear sum of products structure introduced in (86), (96).
We will find below that the RDM in the second quantized framework, sector by sector, is the
same as that in the first quantized framework.

Computation of RDM.

EE in field theories is well-studied in the literature and we follow the method of [30]. Using
the decomposition (124), the RDM p, of a region A, is defined by

pa=Trrp

where p is the density matrix corresponding to the state of the full system. This is, of course,
an operator in F4; however, as shown in [30], for theories with quadratic modular Hamiltonian
as in the case for free fermions, p, can be expressed in terms of the exponential of a one-body
(particle-number preserving) operator Hy, the so-called modular Hamiltonian:

pn =K e, (126)

where K is a constant ensuring Trz, p4 = 1. The modular Hamiltonian, projected onto the one-
particle Hilbert space H,4, (let us call it I:I/gl)) can be expressed in an orthonormal basis of H,:

HY = el

1

By definition, {/|I') = &, and v;(x) = (x|I) has support only in x € A. Defining creation and
annihilation operators dj, a’,T such that |I) = d'|0), clearly the Fock space operator will be given
by Hy = 3"/} d;. Using this and (126), we get

7Eld7d1

o] -l 7o

1 I

pa = K exp

Suppose we restrict to the N-particle sector of the full Folk space F7; by (125) this sector will
have contributions from Hy, k = 0,1, ..., N. We find that to describe this situation it is enough
to keep only the first N number of \;’s non-zero (the corresponding ;s finite) while all other
A;’s can be set equal to zero (the corresponding ¢;’s sent to infinity). Therefore one can write
the N-particle density matrix as

—¢d]d)

N
) €
pA :[l;[l (1 + e_F/) ( 7)

Two particles (N = 2).
First we explicitly work out the 2 particle case and then generalize to arbitrary N. The
density matrix for N = 2 is
o e—qdidl efqd%
AT T fealten

(128)
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Without loss of generality, consider the following two particle state in the full space
|s) = b3b1[0)

where b, b'’s are ‘global’ fermionic annihilation/creation operators satisfying the standard
algebra {b;, j} = 0;;. The one-particle states i) = b!|0) are global states, i.e. u;(x) = (x|i)
have supportin x € R = A UA.

The second quantized field ¥(x) has mode expansions of the form

() =Y w(0bi,  x € R, uix) = (x[b]|0), / docue} (X)uj(x) = 0
; R

U(x) = ux)dy, x € A, v(x) = (x[d]|0), / dxvf (X)vm(x) = 8 (129)
I A

The corresponding formulae for ¥'(x) are given by taking Hermitian conjugation of the above
equations. If pf) is indeed the correct density matrix for the region of interest, the following
equations should be true (as long as all the operator insertions are within region A)

Tr (AP WD W ) WD R() ) = (50T )T () W) U)ls)
Tr (pf)\lﬁ(xl)\ll(x'l)) = (5|t e W())s)
T (p) = (sls) (130)
Using the mode expansions (129), the equation (130) lead to (respectively)

ur(x})  un(x))
ur(xy)  us(xh)

ui(x)  wxp)|
u1(x2)  us(x2)

vi(x) o))
V(X)) va(xh)

vi(x) va(x)|”
Hloi(xa)  va(x2)

A1 () o1 (X)) + Aava(xn) va(x]) = uy () ur (X)) + ua(xr) “ua(x})

Tr (pff)) —1 (131)

ALA

where \; = e % /(1 + e~ %). The last equation above just says that our density matrix should be
properly normalized. The remaining two can be written more compactly as operator equations
and through the use of generalized Kronecker delta functions as

2
Z )‘11)‘1251]11]22‘v11>|vlz v]l sz‘_ Z 511111122|ul1 |ui2>A A<uj1|A<”jz‘

i’'s,j/s=1 i's,jf's=1

Z Xy 61 i, Y, | = Z M uiy)a (v, | (132)

i j1=1 ij1=1

where [u;)4 = [, dx u;(x)|x). This follows since the the relation (131) is true for all x;, X € A,
we can multiply by position kets and integrate over reglonA The generalized Kronecker delta
function 5’ e ’" is defined tobe +1 (—1) when i; .. . i,’s are distinct and even (odd) permutation
of j...J,~ s, otherw1se itis 0.

From the structure of (128), it is clear that pf) has non-zero matrix elements only in the
four-dimensional Hilbert space spanned by
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(a) d3d}[0),

(b) d}|0), d|0) and

(©) 10),

representing, respectively, a two-particle state, two one-particle states and the zero-particle
state in H,4. It is easy to see that these states provide an eigenbasis of (128) with eigenvalues

(a) A2,
(b) A(1 — Ap), Xo(1 — A2), and
© (I =Apd = ),
respectively.
Using these facts, we can write the density matrix restricted to the two-particle subsector
(a), as follows
Py = A hadbd!0)(0]didy = >\1>\2L(|U1vz> - \v201>)i(<v1vz\ — (1))

Using the first identity in (131) one can write

542)2 = L(\M1M2>A - |M2M1>A)L(A<M1M2| — aluur)
Pa2 = V2

The subscript A is there to remind that this operator has support only in region A. Notice that
this precisely matches the first quantized density matrix p, o (108).

Using the eigenvalues mentioned above, the density matrix, restricted to the one-particle
subsector (b), can be written as a diagonal matrix in the following basis

di|0) d3|0)
pir=[ul=2) 0 (0/d,
0 (1—=X)Xa| (0]d,

Through successive use of the identities (131) we can write

P2 = N = M)un) (v1] + (1 = ADva) (s
= =M ([vi) (] + o2)(va]) + (Mifor) (1] 4 Aafvz) (w2 )
= =X (Jvn)(vi(va|va) + [v2) (wal (v |v1) = 1) (va|(vi]v2) = [02) (V1| (va]o1))
+ (‘”1>A alur] + |uz)a A<M2\)
= — (|ur)a a1 |A(ua|uz) A + [uz)a a(VaAur|ur)a — [ur)a a(uz|AQur|uz)a
= lu2)a ‘A<“2‘”1>A) + ("41>A alur| =+ |ua)a A<“2|) (133)

where in going from 2nd to 3rd line we have used the 2nd equation in (131) for the second
term. In the 3rd line, we have also introduced inner products of v’s (which are orthonormal)
so that we could use the Ist equation in (131) leading to the final expression. This matches
precisely with the 1st quantized density matrix p;; (109).

The density matrix p(z), restricted to the zero-particle subsector (c) (let us call it pﬁé) is
proportional to |0) (0|, and agrees with the corresponding first quantized quantity py (this can
be directly verified from the two-particle identities (131)).
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Thus we see that in our 2 particle example, the density matrices p A2 pf)l, pffz) match with

P20, P1.1- Po2 (respectively) in the first quantized language.

Arbitrary N.

Now we move to arbitrary N. Similar to the 2 particle example we employ the use of
following identities (for 0 < n < N)

Tr(p Wl (xy) . U ()W) . U()) = (s|TT(xy) .. U )W(x}) ... U(x)]s)  (134)

which is true as long as all the insertions x, . . ., x/, lie in region A. The state |s) = b{ ...bL|0)
is a global N-particle state in the full space. Using the appropriate mode expansion for W(x)
and after a bit of algebra, these identities can be written as

D SN A () -0 () () v, (X))
i’'s,j's
=) O G, Cenu (X)) -, (X)) (135)
i’'s,j's
where
e ¢
T lte

We can also write the identities as an operator equation
Jtedn _ Jeeedn) A ) A
Y oI N v o) (v =S g, )a A, g, | (136)
i's,j's i's,j's

Further when there only & particles in region A (out of N), one can easily write the pf(N ) in region
Aas (V) x (%) diagonal matrix in the following basis

. d}|0) dl gy - dly|0)
I /\ HJ pa(1=X) ... 0 (Oldy .. .ds
P = 0 . 0
0 o TSR = M) Ty e M) (Oldy - dyv i
(137)
For example consider N = 3 and k = 2
did}|0) dhd}|0) did}|0)
AAa(l — A3) 0 0 (0|dady
3
Py = 0 (1= A1)A2As 0 (0|dsds
0 0 )\1(1 — )\2))\3 <0‘d1d3 (138)
whichisa (3) x (3) matrix. We can write p{"’ in a more compact notation
P = lzfs{;;;;,{f|v,-l T YT I D YRR V) 11 (1= Aw) (139)
'i's,j/s m=1,mziy ... ;m7 i
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We can rewrite the generalized Kronecker delta function in terms of the Levi-Civita symbols
using the following identity

Z€i1---iN€j1---jN51'k+1ik+1 e JN’N =N - k)'(szjll z{f (140)

i’'s,j's

Making use of this we write

1
™ _
Pak = mE ity [V - V) W VR AN

i's,j's
N
X 5jk+lik+l s 5jNiN H (1=
m=1,m#iy,....m7~iy,

1

k'(N k)' Zell lN‘e]l ]N|U11 : Ulk><vjl . ’UJ/{‘ A11 s ')\ik
i's,j's

X (1 — )\ik+1)"'(1 — )\iN)(Sjk+lik+l "'5jNiN

1
kl(N k)l Zg’l AinE i JN|U’1 . v’k><vjl : UJL‘ 5Jk+llk+l "'5jNiN

i's,j's

N—k N —k
{Z( 1)( ) Ay i (141)

where in the last line we have opened the product over (1 — \)’s and organized the sum in
powers of \;’s. In a particular / term in the sum, since the v;’s are orthonormal in region A,
we can replace 8, i,y -+ Oy iy BY (V)i [Vigy 04 - - - (Vjiy, Vi, )4 but leave the remaining
Ojerritisrsr - - - Ojiy @ itis. After this we use (140) again with the remaining delta functions

to go back to the generalized Kronecker delta 6,]11 ,i /. this leads to

I (=1
N
p(A,k) = E —l' 251111 1f++ll|vi1 ,,,'Uik><’[)j1 ...’Ujk‘)\il "'>\ik+l
T1=0 Tols,fls
X iy Vi) - - Wiy |Vig )
N—k
I (=1
=i | O i aw
1=0 ’ i's,j's
X <“J‘k+1 ‘”lﬂl Ja-- <ujk+l \uik+/>A (142)

In the last step we used the identities (136).

A.2. Comparison with the first quantized theory

We will now show that the density matrix within any given sector (121) agrees with its
counterpart (142).
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To begin, notice that the density matrix within a sector (121) has inner products in region A.
We would like to write it in terms of region A since that is what naturally appears in the second
quantized theory. Using the orthonormality of u,,(x)’s

(uj, i)z = 0jyi, — (0, |1i,)a

We plug this in (121)

N
p~k,N7k (NLRZE”M---”I'NE”A---“/'N‘”"1 . u1A>A A u]] . ujk| H ujn|uln A
T ils.fls n=k+1

N
= (NLI) Zgilwizvgjlezv‘uil T uik>A A<”‘j1 T “Jk| H Ojin — ujn‘uin>A)
Tl s n=k+1

(i)

= N Zgil---iNgjl---jN‘”il s ”ik>A A<”j1 s ujk|

i's,j's
N N
N —k
H 5jnin - (N - l)<ujk+1 |uik+1>A H 5jnin +oee Tt (_1)1 ( i )
n=k+1 n=k+2

x <ujk+l |“ik+1 >A <“jk+2|“ik+2>A s <“j/<+/|“ik+z>A

N
X H 5jnin + 4+ (_1)N7k<“j/<+1 |“ik+1 >A s <ujNuiN>A]

n=k+I+1
L' Zgil---iNgjl---jN‘”il s ”ik>A A<”j1 s ujk| x

T ils.fs

N—k
N —k
!

Z( 1)) ( ) <”jk+1 |uik+1 >A s <ujk+[‘uik+l>A5jk+l+lik+l+l s 5fNiN
1=0

In the end we get

( 1)[ 11 k1
PNk = k'z D O i )a Ay

I i's,j's
X <ujk+1 ‘”ik+1 >A s <”jk+1‘”ik+z>A (143)

where we have again used (140). The final expression is exactly same as (142). This completes
the proof pyn—k = pﬁxg.

Appendix B. Multiple matrices

Let us consider the matrix model described by (38). The model is supersymmetric and has
bosonic and fermionic matrix variables: X,’ i Xij- We will first ignore the fermions in the follow-
ing discussions (i.e. consider the bosonic model) and briefly discuss them later in the section.
In the A, = 0 gauge, the theory has a residual symmetry under the time-independent SU(N )
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transformation. This is ensured by the Gauss law condition

> X, PIYIX] =0, (144)
1

on the wavefunctions. Equation (144) is equivalent to the singlet condition'?
VX' = w[Ux'U. (145)
As a consequence of the SU(N) invariance, we can make one of the matrices, say X L diagonal:
X! = D = diag[\;, ..., \].

To do this, we write X' in the form X! = VDV, and make a change of variables X' — (V, D),
X' = X! = VIX'v,I1 =2,...,9. The SU(N) amounts to demanding that the wavefunctions are
independent of V. The Jacobian of this change of variables is the square of the Vandermonde
determinant

AN =[] qi—=xp
1<i<j<N

In other words,

IT tax'1=a%y JT dn ] 1dX'1dvy (146)

I=1,..9 i=1..N I=2..9
The scalar product between two wavefunctions are given by

/ I1 rax1 v ix'1orx']

I=1,...9

= Vol (SU(N)) / H d\ AN H [dX"] ¥*[D, X"1®[D, X']
i=1

44444 N 1=2,..9

[dal= [T an JJ 1ax’] (147)
i=1,...N 1=2,..9
where
U[D,X'1 = CANY[D,X"], 1=2,...,9. (148)

The constant C = /Vol (SU(N)). In the first step, we have used the measure (146) and the
singlet condition (145) on the wavefunctions, so that the SU(N ) transformation matrix V simply
comes out of the integral, yielding a volume factor. In the second step we have absorbed the
Vandermonde determinant in each wavefunction, to have a simpler flat measure [dy].
Residual symmetry: Weyl transformation.
Even after fixing X' diagonal, there is a residual transformation, represented by the Weyl
group S(N) C SU(N), which permutes the eigenvalues

AL A2 A ) = (Ao Ado2)s - -5 Aow)s 0 € SIN). (149)

12 A similar condition also applies to the fermions ; I
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Under the transformation o, we also have
X' oXD, o (X)) = XLioip 1=2.....9. (150)

For a simple example, for N = 2, we have

A O ) 2 x?
X' = , xX*= (730 TR,
<0 )\2> (x%l x%z

The ... represent X> onwards which have a similar expression. The Weyl group is S(2) which
is generated by the single SU(2) transformation matrix

0 i
s=(2 4).
which represents the permutation o : (1,2) +— (2, 1). It is easy to compute o(X') :== SX’ S for
all/=1,...,9. We find

1y _ Ao 0N (A O
w=o|(5 20)]= (5 3)

2 2 2 2
X X X X

oX) =0 K i 52” = < 2 §1>, (151)
X1 ;o A1

which confirms (149) and (150).

We must ensure that the wavefunctions are also invariant under these residual (Weyl) trans-
formations, as required by (145). In the N = 2 case, this condition, in the diagonal X' gauge,
becomes

.2 2 2 2. 2 2 2 2.
WAL A2 X715 X105 X515 X505 - - -] = W[ Ao, A1 X35, X515 X0, X715 - - -
In the (148) basis, we will have
T, 2 2 2 2 T, 2 2 2 2
qj[)\l,)\z;xll,xlz,le,sz;...] - —\I/[)\g,)\1;)622,)621,)(12,)611;...] (152)

where the — sign appears because of the Vandermonde determinant A = (A\; — \;) which picks
up a minus sign under the permutation (1,2) — (2, 1).
For more general N, the above equation (152) becomes, for all o € S(V)

UM\ 2 3 91 _ o 0 .42 3 9
WA X 7 -0 X1 = S180(O) W[ Ao)s X5y s Kooy - - > Koo ()] (153)

For the case of the single matrix, the above equation simply becomes the statement that the
wavefunction i represents N fermions. This was the case discussed in appendix A.

B.1. Target space EE for multiple matrices

We will now discuss how to define target space EE for the model of DO branes (38). The
variables of the theory are the matrices {X! j} /S(N) where the quotient represent dividing by

the Weyl transformations. In the diagonal X' gauge, the wavefunctions, satisfying (153), can
be written as
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U= lilo()\l, S, /\N;Xlzl,Xlzz, ... ,X,%,N; ...) + Weyltransforms

= i’o(}\l, [N ,/\N;XIZI,X%Z, ‘e ’XJ%/N; .. )
: T/ 2 3 9
+ Y sign(@) W0l Aot} Xoyos Yooty - - > Xotaty) (154)
o

where the sum over ¢ denotes all permutations of S(V) (besides the identity). These are the
equation (44) in section 3. It is easy to see that the operators in the Hilbert space of such
wavefunctions are given by (46).

Let us imagine that we are interested in the target space region A : x' > d.!3 What is the
target space entanglement entropy corresponding to such a region? In particular, how do we
generalize the concepts of appendix A to a theory of matrices?

Classical moduli space.

Note that there is no easy way to associate configurations of N x N matrices to regions
of target space. A priori the simple SU(N )-invariant objects are traces of these matrices and
their products. In the diagonal X' gauge, the eigenvalues );, are also invariant objects, upto
permutation, which can be mapped to points on the x' axis. How does one construct a d-
dimensional region A defined by the codimension one hypersurface x' > d?

To get an idea, let us turn to the classical moduli space of the DO brane matrix model (38),
which corresponds to solutions of the equation [X?, X/] = 0. By analogy with higher dimen-
sional gauge theories, we will call this moduli space the ‘Coulomb branch’. In the diagonal
gauge for X' = diag[A1, Mo, . .., Ay], this implies X’ = diag[X!,, XL, ..., X1 1=2,...,9].
The solutions x; = (A,-,X,-’,-) represent the coordinates of the N DO branes, i = 1,2,...,N.
Because of the Weyl invariance, the classical moduli space of D0 branes is

RD

M:W, D=9 (155)

which is the same as that of N indistinguishable particles in R”. Thus one can define a ‘classical
sector’ of configurations where k out of the N identical particles are in the D-dimensional region
A C R” (and the remaining N — k in A) (see figure 1). How does one proceed to the quantum
theory?'4

Note that a quantization of the classical configuration space (155) was presented in appendix
A which discussed the case of N fermions in d-dimensions (see in particular (86), (87)).
Following along the same lines, we could try defining different sectors of the Hilbert space
of wavefunctions (154) by projecting onto mutually exclusive subspaces in which k number
of x;’s in the region A (the remaining N — k being in A), k=0,1,...,N, yielding a similar
decomposition as in (86):

H = &g Han—s (156)

In the above, we have defined x; = (A,-,X,-’,-). As explained in figure 1, these variables define
quantum fluctuations of the coordinates (which are equivalently described in terms of open
strings).

13 Note that we are using the same notation d as in the supergravity calculations. As indicated in the text (see discussions
in section 3, a couple of paragraphs below (46)) in general these two quantities need not be identical; however, the
difference between the two can be neglected when d is sufficiently large in an appropriate sense.

14 Note that ordinarily in a 0 4 1 dimensional theory, the classical moduli space is not expected to survive under
quantization since there is no spontaneous symmetry breaking. However the situation with DO branes is somewhat
subtle, especially because of supersymmetry; for an early discussion, see [31] and references therein.
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This is not yet a full specification of the quantum theory since we have not said what to do
with the extra, off-diagonal, variables X,’ i which were not present in the N-particle problem.
As explained in figure 1 these represent open strings connecting different branes. Out of these,
there are open strings which connect the k DO branes which are all in region A (these are
not present in the figure since k = 1 there). We should definitely include them among our
observables (i.e. include them in our operator algebra); similarly the open strings which connect
different the N — k DO branes should be excluded from the operator algebra. The issue is what
to do with open strings that straddle between region A and A. Depending on the choice we
make, we arrive at two proposals (see figure 1):

Proposal 1: we exclude the variables X! ; straddling between region A and A from the operator
algebra. This leads to (56) of section 3.

Proposal 2: we take the variables X! ; straddling between region A and A as part of the operator
algebra. This leads to (57) of section 3.
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