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Abstract

The decision to migrate is complex and is often influenced by a combination of eco-
nomic, social, political, and environmental pressures. Household survey instruments
can capture detailed information about migration histories and their contexts, but it
can be challenging to identify important predictors from large numbers of covari-
ates with standard statistical methods, such as regression analyses. Machine learn-
ing techniques are well suited to pattern identification and can identify important
covariates from large datasets. We report on the application of machine learning
approaches to two large surveys collected from a total of more than 2800 households
in southwestern Bangladesh. We applied random forest classification and regres-
sion models to identify significant covariates with the greatest predictive power for
household migration decisions. The results show that random forest models are able
to identify nuances in predictors of different types of migration and migration in dif-
ferent communities. Random forests also outperform logistic regression and support
vector machines in predicting migration in all cases analyzed. Therefore, random
forest models and other machine learning methods can be useful for improving the
predictive accuracy of migration models and identifying patterns in complex social
datasets. Future work should continue to explore the potential of machine learning
techniques applied to questions of environmental migration.
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Introduction

Climate change poses a wide variety of threats to human health and well-being
[1]. This is especially true in low-lying coastal communities, where climate
change is likely to affect a variety of natural phenomena including storms, sea-
level rise, coastal inundation, erosion, and precipitation [2]. In addition, climatic
change and other environmental stressors will combine to affect livelihood oppor-
tunities in vulnerable coastal areas [3].

Migration as a possible response to climate change and other environmental
stresses has received a lot of attention in both the scholarly literature and the
press. Discussions of climate-induced refugees have traditionally been framed
around a looming crisis of “climate refugees” [4]. However, this narrative has
been challenged as oversimplifying migration. Recent work has shown that,
although climate change and environmental pressure can affect migration, those
impacts can have complex and nonlinear interactions with other factors, so that
some environmental stresses can actually reduce migration [5-8]. Migration is a
complex, multi-causal phenomenon that is impacted by both “push” factors such
as political instability, lack of economic opportunity, and lack of natural resources
in the location of origin, as well as “pull” factors related to the destination loca-
tion including availability of employment, resources, and social capital. Interven-
ing factors such as transportation networks, social ties, and cultural norms can
further complicate the decision to migrate [8, 9].

Past work has studied specific environmental drivers of migration such as sea
level rise [10], impacts on agriculture [11], extreme weather events [12], and tem-
perature increases [13]. Within this work, certain authors focus on the dynamics
of temporary migration, while others question the causes of permanent migration
specifically [14, 15]. An additional challenge in studying environmental migra-
tion is that the findings vary significantly by location [16]. Specific research has
focused on climate variability in South America [17], drought in Ethiopia [18],
land use in Ecuador [19], heat stress in Pakistan [20], soil quality in Kenya [21],
tsunamis in Sumatra [22], weather anomalies across Africa [23], to name a few.
Individual perceptions, preferences, and demographics may shape environmen-
tally induced migration. For example, some research has focused on the impacts
of individual risk perception on migration [24, 25], while other research sug-
gests that preference for a certain type of climate is a more significant driver [26].
Demographic factors, such as gender [27, 28], legal status [29], and household
wealth [30], also influence migration.

The complexity of human migration poses a challenge for researchers [31].
How to best model human migration to account for this complexity, as well as
how to obtain appropriate and accurate data to test these models, remains an open
and contested question [32]. Current work uses a wide range of methods and
models, including strictly conceptual models [10, 33], logistic regression [25],
multivariate regression [34], and a few agent-based models [35-39]. Additionally,
some researchers choose to control for demographic variables, while others do
not [40].
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The complexity of the migration process often makes it difficult or impossible
to isolate one or a few dominant driving factors of migration while controlling for
all other variables. Researchers who study migration often use expert judgement or
theory to select which variables to focus on. This approach can provide insights into
how certain drivers may impact migration decisions, but it presents some limita-
tions. First, there is not always a clear theoretical basis for selecting a few variables
out of dozens or even hundreds collected by a survey. Second, there is a risk that by
focusing only on migration dynamics predicted by current theory, researchers may
miss novel dynamics not accounted for in current theory.

This paper aims to address this gap through a data-driven approach that applies
random forest models to two large household surveys of communities in Bangladesh
to identify which variables have the greatest statistical importance for predicting
migration. Random forest models and other statistical learning methods have several
advantages over more traditional regression analysis when analyzing large data sets
with many covariates and no clear theoretical model of the processes being studied.
Random forests in particular often display high predictive accuracy, ability to deter-
mine variable importance, and the ability to model complex and nonlinear interac-
tions among variables [41]. Random forest models have been shown to perform well
in environmental and ecological contexts [41, 42]. To our knowledge, this is a novel
application of random forest algorithms to the topic of environmental migration, and
to social survey datasets in general. Using this approach, this work aims to demon-
strate the usefulness of random forest algorithms for identifying salient variables in
complex social datasets for the study of migration and developing more powerful
predictive models.

Study area

The study area for this research is located primarily in the southwest of rural
Bangladesh. Bangladesh is located on the low-lying deltaic floodplain of the Gan-
ges—Brahmaputra—Jamuna Delta, which includes the Ganges, Brahmaputra, Jamuna,
Padma, and Meghna Rivers [43]. Bangladesh is commonly considered one of the
most vulnerable countries to climate change in the world [44, 45]. As in other delta
regions, future climate change is expected to create additional stress and uncertainty
in Bangladeshi communities through its interactions with natural hazards such as
cyclones, flooding, waterlogging, salinity encroachment, and land erosion, as well
as with natural resources, such as accreting land and freshwater supplies [3, 46-52].
Environmental conditions in Bangladesh pose severe challenges to rural commu-
nities, where approximately two-thirds of workers (representing nearly half of all
workers in Bangladesh) depend on agriculture as their primary source of livelihood
[53].

Migration has long been a way of life in Bangladesh, where it serves to diversify
livelihood activities and to adapt to environmental and economic stress [8, 24, 54,
55]. Rural to urban migration is the most prevalent form of migration in Bangladesh
[56], especially temporary migration to adapt to seasonal poverty [57]. Environmen-
tally induced migration has also been widely studied in Bangladesh [5, 6, 29, 56,
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58-61]. Much of this research focuses on extreme weather events, such as cyclones
and floods [6, 62]. Other research considers slower environmental change such as
salinity encroachment, temperature change, and precipitation [5, 10, 63]. Recently,
Chen and Mueller found that salinity encroachment could be a powerful driver of
migration in Bangladesh due to impacts on agriculture [59]. While much of the
existing body of work in migration has focused on individual factors, this paper is
taking a holistic look at how different factors contribute to migration.

Data

Data for this work come from two distinct social surveys collected from households
in southwestern Bangladesh. The first survey, Survey 1, comes from Integrated
Social Environmental Engineering Bangladesh (ISEE-B), a multi-disciplinary col-
laborative project to study community resilience to environmental change in coastal
Bangladesh [47]. The data were collected in household interviews in 26 communi-
ties in the southwest region of Bangladesh from March through April 2014. The
26 communities are a sample from a set of 75 communities identified based on the
properties of their aquifer which gave them inadequate access to fresh safe water
[47]. The 26 study communities were identified for variability on three dimensions:
nongovernment organization partner, geographic dispersion, and ground water qual-
ity. Each community was a neighborhood of approximately 100 households, gener-
ally sharing a common water source. After doing a geolocated photo census of each
community, 20-50% of the households were randomly selected for study. In total,
1204 heads of household were interviewed about their household’s demographics,
sources of livelihood, sources of water, environmental stressors, and other factors.
Additional questions measured their individual risk perception, sense of social cohe-
sion, and political trust. The original dataset consists of 1204 observations and 1456
variables.

The second survey of households, Survey 2, was also collected in the south-
west region of Bangladesh by the Bangladesh Environment and Migration Survey
(BEMS) (Online Resources 1). This survey contains migration, employment, and
livelihood histories on more than 3000 individuals affiliated with 1695 households.
The data represent 1695 randomly sampled households in nine sites in Bangladesh,
which were surveyed in 2014. The survey specifically asks for histories of migra-
tion within Bangladesh, to India, and to any other country [29]. A full description of
Survey 2 design and implementation can be found in previously published work [29,
60]. Here, we focus only on each household’s reported migrations internal to Bang-
ladesh. The original dataset consists of 1695 observations of 1997 distinct variables.

Because of their distinct purposes, Survey 1 and Survey 2 ask different questions
and include data from different communities, so they present two unique opportuni-
ties to identify salient variables and test the performance of machine learning meth-
ods in discerning and predicting migration. Figure 1 shows the geographic locations
of households surveyed in Survey 1 and Survey 2.

The structure of Survey 1 is such that the response variables are Boolean variables
indicating the respondent’s answer to yes or no questions about migration: “Have
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Fig. 1 Map of Bangladesh with locations of households surveyed by Survey 1 and Survey

you ever moved your household temporarily to another place within this village
because of an environmental event?”’; “Has anyone in your household ever moved
for education?”’; “Has anyone in your household ever moved for health care?”; “Has
anyone in your household ever moved for commerce/ trading?”’; and “Has anyone in
your household ever moved to visit relatives?” These questions were used to assess
migration for environmental reasons, for education, for health, for trade, and to visit
relatives, respectively. Thus, Survey 1 also allows us to assess random forests’ abil-
ity to compare the salient variables associated with migration for different reasons.
Survey 2 asks respondents to recall the total number of migrations that any mem-
ber of the household has made, without attributing underlying motivation. This pro-
vides the total number of migration trips per household, normalized by total person-
years. Person-years were calculated for each member of the household, beginning
at age 11, which is the age that many Bangladeshis begin migrating for livelihood
opportunities, until 2014 when the survey was collected [29]. Our analysis of Survey
2 considers the response variable to be annual probability of making a migration,
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which is represented as a continuous variable at the household level, and identifies
salient variables that predict this probability.

Methods
Model selection

The first step of our analysis was to compare different approaches to analyze the
survey data. We compared random forest models, multiple logistic regression, and
support vector machines (SVMs) with a radial basis kernel function. Random forest
modeling, which is a tree-based method, is described in more detail in the next sec-
tion. Multiple logistic regression is a generalized linear model that fits coefficients
to predictors to fit the logit transformation of the probability of the event of interest,
which is then converted to a dichotomous prediction of the outcome variable [64].
SVMs are another class of supervised machine learning methods used for classifica-
tion and regression. SVMs use hyperplanes in a high-dimensional feature space to
optimally divide the data into different classes based on the response variable [65].

All three models were fit to each of the five motivations of migration in Survey
1: environmental, education, health, trade, and to visit relatives, for a total of 15
models. Each model was trained on a random sample comprising 80% of the data
set, and tested on the remaining 20% to assess predictive accuracy. For random for-
ests and SVMs, relevant model parameters were tuned by minimizing out-of-sample
error. Table 1 shows the prediction error for each model on the test data in percent
error.

Imputing missing data in Survey 1

Before further analyzing Survey 1, data related to the household respondent were
selected from the household roster, and summary variables related to household
size, household education, and livelihood were developed. We also eliminated ques-
tions that only applied to part of the sample, keeping only variables that were rel-
evant to the full data set. The remaining variables were then screened manually, and
variables that were likely not missing at random, or for which there were known
problems during data collection, were dropped.

Table 1 Test data prediction error (percent error) for models fit to each type of migration in Survey 1

Environmental Education Health Trade Visit relatives
Null 40.5 15.6 38.5 19.9 44.4
Logistic regression 47.1 44.9 44.1 43.4 42.6
SVM 36.0 16.2 36.0 19.9 41.2
Random forest 35.5 14.7 33.1 19.9 33.8
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The resulting subset of data consisted of 1184 observations of 730 variables.
Within this subset of the original survey, approximately 1.5% of data across all vari-
ables and rows were missing. Even after dropping columns that were not relevant
to all households from the subset of Survey 1, restricting the analysis to complete
cases would have needlessly lost information in the partial cases. We imputed miss-
ing variables in partial cases using multiple imputation, which allowed us to assess
the stochastic uncertainty associated with the imputation process [66, 67].

Before imputing, the data were filtered to consider only variables with less than
12% missingness, which was a threshold that maintained 711 of the 730 variables.
Imputations of missing data were then conducted using the mice (Multivariate Impu-
tations by Chained Equations) package in R [67]. To accommodate both categorical
and continuous data, a random forest imputation method was used to impute missing
data 10 times. This resulted in 10 unique, complete datasets to be used in analysis.

Survey 2 did not have significant missing data, and therefore imputations were
not necessary before assessing variable importance.

Random forest models for variable importance

Random forest models are an ensemble method of decision trees. They work by fit-
ting many decision trees with random subsets of the data and then averaging across
them for a final prediction. Thus, random forest models can achieve high predictive
accuracy while avoiding overfitting the data. As previously mentioned, one strength
of random forest models, especially over other “black box™ statistical models, is
their ability to assess variable importance and account for complex, nonlinear inter-
actions between variables. They are also able to take inputs of categorical, factored,
or continuous data without requiring dummy variables or scaled data. This makes
them especially appealing tools for analyzing large social surveys and studying com-
plex challenges such as migration.

For each survey and each model, the data were split into a training set, which
consisted of a random subset representing 80% of the data and a holdout set, com-
prising the remaining 20%. The randomForest package in R was used to fit random
forest models to the training data [68]. For Survey 1, 10 random forest classification
models were fitted (one for each imputed dataset) for each of the five types of migra-
tion (environmental, education, health, trade, and to visit relatives), using a binary
outcome variable indicating whether or not a respondent migrated. Each model used
the same subset of the data as the training and holdout sets. For Survey 2, 10 random
forest regression models, this time each using a different random subset of the data
as the training and holdout sets, were fitted to the continuous outcome variable of
total internal migration trips per household normalized by person-years. For each
model, the parameter for the number of variables to be randomly sampled at each
split was tuned by minimizing the out-of-sample error.

For each of the five types of migration in Survey 1, variable importance was
ranked by averaging across the 10 imputed datasets. Variable importance for the
model of Survey 2 was also ranked and averaged across the 10 complete models.
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Tuned and fitted models were then validated using the testing data, which con-
sisted of the remaining 20% of the data that were not used for training.

For Survey 1, variable importance is given by mean decrease in Gini index,
which measures a specific variables ability to correctly classify an outcome. This
use of a Gini index is completely different from the common use of the index
for assessing economic inequality. For classification random forest models, the
Gini index is a weighted measure of how much a specific variable contributes
to decreasing the variance in the outcome, and, therefore, measures how much
of the final model’s predictive power can be attributed to that variable. The Gini
index is not comparable from one analysis to another, but is useful as a com-
parative measure between variables within a given analysis, and allows us to rank
variables by their contribution to the overall model [69]. For regression random
forest models, which were used to analyze Survey 2, importance is calculated
using node impurity, which also represents the contribution of a specific variable
to decreasing the variance in the outcome [69].

Results
Variable importance

Figure 2 shows the 15 most important variables for random forest models pre-
dicting environmental migration, migration for education, migration for health,
migration for trade, and migration to visit relatives from Survey 1. Fifteen vari-
ables are displayed because it was consistently found that below this cutoff there
was very little difference in variable importance. However, full results from this
analysis provide a ranked list of the variable importance of every survey variable.

In these figures, variable importance decreases from top to bottom. Colors
in the figures are used to show similarities and differences across the five types
of migration studied and to highlight the uniqueness of the variable. Colors
represent occurrence: the number of times a variable occurs in the top 15 most
important variables for all types of migration: An occurrence of one (red) means
that a variable was important only for that type of migration. An occurrence of
five (blue) means that the variable was important for models of all five types of
migration.

In addition, Table 2 shows salient variables from all model results grouped into
higher level categories of variables related to migration (“Migration”), livelihood
and wealth (“Livelihood”), community-level variables (“Community”), infrastruc-
tural support (“Infrastructural Support”), level of trust in others including commu-
nity and government (“Trust”), personal- and household-level demographics (“Per-
sonal”), and perceptions of locus of control (“Control”). These categories are useful
to begin to identify differences in salience across the different types of migration.
Table 2 lists the English translations of the actual survey questions corresponding
to the variables in Fig. 2, together with the high-level categories and the models in
which the variable appears.
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Fig.2 Top 15 variables of importance identified by random forest models from top to bottom by mean
decrease in Gini Index for environmental migration (a), migration for education (b), migration for health
(¢), migration for trade (d), and migration to visit relatives (e). Colors represent how many times a spe-
cific variable was in the top 15 most important variables for another model

Figure 3 shows the 15 most important variables in the random forest model of
Survey 2. Table 3 presents English translation of the survey questions corresponding
to the variables listed in Fig. 3.

Predictive accuracy

For Survey 1, predictive accuracy was assessed by error rates when the models were
applied to the holdout test data. The error rate represents the fraction of total predic-
tions that the random forest predicted incorrectly and a lower error rate indicates
better model performance. Figure 4 shows the error rates for each of the five types
of migration assessed in Survey 1. The model for predicting migration for education
performs the best, with a mean error rate of 14.8%; while, the model for predicting
environmental migration performs the most poor with a mean error rate of 33.8%.

@ Springer



Journal of Computational Social Science

{nok 10y Arunwwod sty jo swarqoid ¢ doy

QU) oIe JeyMm ‘SpIom Ioy)o uf ;A[re[n3ar ooey nok

v Arunwwod ur wapqoad 159331q pay], op swo[qoid jeym ‘aI9y JoqUIaW AJIUNWWOD B Sy Aunwuwo))
¢nok 10y Arunwwod sty jo swajqoid ¢ doy
QU) A1 JeyM ‘SpIOM JOU)0 U] /A[re[ndar 9oy nok
nv Kunwwod ur waqod 159331q puodoas  op swe[qoid Jeym 910y Joquiow A)IUNWWOD B Sy Aunwwo)
{nok 10y Arunwwod siyy jo swarqoid ¢ doy
) oIe JBYM ‘SPIOM IO U] ;A[Te[n3a1 90e] nok
[BIUSWIUOIIAUT Amunuwod ur wojqord 31s9331g  op swo[qoid jeym Q1Y JoquISW AJIUNWWOD € Sy Aunwuwo))
{910y POOYI[AAT] & O)EU JOU P[Nod
Aay) asneoaq 2oed 1arpour 01 Apusuewrad
PIOYsNOY (oYM IIdY} PIAOW JIAD MOU NOK
[EIUSWUOIAUY POOYI[OAI[—PIAOW SOATJE[I IOYJ0 UOSLay [ SUTAI[ JOU SIATIE[I JOUJO InOK JO Aue dABH uoneISIA
(19130 “QUOTIAD
E[IY “QUO[IAD IPIG “Au0[d4d B[Oy g ‘POOY 8861)
[eIuswuOIIAU—a3e] {1 SeM JeyM “pres Jsn 9ABY NOA sk dAOW 0)
[EIUOWIUOIAUL -TA JOYIOUE 0] POAOUI SOATIR[AI JOYI0 UOSBIY A[rurey oK pasned Jey) JueAd dy} Jo SunuIy [, uoneISIN
({JU9AQ [EJUSWIUOIIAUD UR JO ISNBIAq
219y I1e3U 93E[[1A Joyjoue 0) AJLrerodwa)
[ejuowuox PIOYasSnoY 9[oyM IIoY) PIAOW JIAD MOU NOA
[CIUOWIUOIIAUY  -TAUO—OSE[[TA JOYIOUE 0) POAOW SOANR[AI IOYIO)  [IIM SUIAI] JOU SOATIR[AI JOYI0 INOA JO AUk oAeH uoneISIA
(19130 “QUOTIAD
B[IY QU099 IPIg “dUO[I4d Bloyg ‘PoOy 886 1)
[BIUQWUOIIAUD {1 sem Jeym ‘pres Jsnf oAey nok se dAow 0}
SOATJB[OI JISTA ‘UI[BAY ‘eIUSUIUOIIAUF —OoSe[[IA UIYIIM PIAOW SIATIB[AI IOYIO UOSBIY A[rurey oK pasned Jey) JueAd dy} Jo SunuIy ], uoneISTN
({JUSAQ [JUSWIUOIIAUD UR JO ISNBIAq
ageqqIA s1y3 utym doe[d 1oyjoue 03 Ajrrerodwd)
[ejuowt PIoyasnoy 9[oym JIY} PIAOW JOAD MOU NOA
[CIUSWUONAUT  -UOIAUO—OSB[[IA UIYIIM PIAOW SIATIR[AI IOYIQ  [IIM SUIAI[ JOU SOATIE[I IO INOA Jo AUk dAeH uonRISTIA
S[OPOIN QwIeU 9[qBLIBA uonsaonb £oaIng K103918D)

I AoAIng Jo s[opour Jsa10] Wopuer Aq paynuapt aoue)todwr Jo s9[qeIIBA T 3|qe]

pringer

As



Journal of Computational Social Science

QunyI0j peq 1o pood
JO IopEW € 9q 0} N0 wIn) sSury) AUBW 9Sneodq

SOATIB[OI JISTA peaye ue[d 0) osim sAem[e JON  peaye Jej 00) ue[d 0) ow J0J ISIM SAeM[. JOU S I] [onuo)
suono9d ur suorurdo
ssaxdxg—d[ay pinom s3ury) asay) yury) nok
SUONOJ[d 10U IO I9YI9YM Ul [[3} ‘9Se[[IA oA ur Surod
SOATIE[OI JISTA Surmp suorurdo Surssordxe Jo ssouaAnOAPH Q19M STUIY) MOY JNOQE SUIIOUOD PRy Nok I [onuo)
{,WO02IN0 oY) SUTUTISOP
Ul [enuUANJUI 318 NOA JeYy) [39) NOA Op ‘sI1aTe[[IA
yesy SUN{eW-UOTSIOAP UT QUSNPU]  [[& JO9JJE Jey) SONSSI UO OPBW Ik SUOTSIOIP U [onuo)
ur uey) J1 ur uey) a8e[[IA
SQATIR[AIYISIA  AJunuwiwod apisino Ayrunjioddo orwouoos a1oy  Aw 9prsino Ayrunjzoddo o1ouod9 aIow ST Y], KAmunwwo)
SaNIAIOR SuneIduag awoouy
({I91SBSIP 0] PAJR[AIL SPIAU
SoNIANOR amngJ moK Surssaippe noA djoy 03 paroxduur
SOATIRIAI JISIA Sunerouasd swoour Juraoxdwr Jo doueyroduy /pjuawedwit 9q P[noyYs JuIy) NOA op IBYAM KAunwwo)
yieoy 901n0s 10Jem A1ewrid surejurew oY\ {M0U 92INOS J3JeM U} SUTEIUTEWT OYA\ Aunuuwo))
(93®[[1A INOA UI 9ARY UBD UBWOM
yieoy USWOM JOJ UOTIEONPA JO [OAS] WNWIUTIA © Jey) UOTIBONPAI JO [9AQ] WNWIUTW 9} ST JBYA Aunuwo))
({95®[[1A INOA UI 9ARY UBD UBW
yieoy UQW JOJ UOTIBONPA JO [OAJ] WNWITUTIA © JBy) UOTIBONPAI JO [9AQ] WNWIUTW 9y} ST JBYA Aunuwo))
SOATJE[QI JISTA ‘OPBI) ‘UI[eAY ‘[BIUSWIUOIIAUY  QINJONISEIJUT 9A0IdWT 0 IoYew UOISIO9P Pu0ddS ({9101 153331q puooas ay) Aefd pnom oy Ayunwuo))
;omdsip oy SurA[osar ur 9[ox
1593319 9y Aefd pinom oy Juads 9q pinoys
spunj 9y} Moy Jnoqe dpew 9q 0} SPIU UOISIOP
V a3e[[IA 9y ur axmonysesjur uraoxdwir ur
open ‘yYIresy QInoNNSeIJul 9A0IdWI 0) JOYEW UOISIOSP JSI]  JSOAUI O} SPUNJ SOATIOAT 93B[[IA J} ey} SurSew] Aunuwwo))
S[OPOIN QuIeU J[qBLIBA uonsonb Aoamg K103918)

(ponunuoo) zs|qey

pringer

As



Journal of Computational Social Science

oper) ‘[eIUSWUOIIAUT 901n0s 10jem Arewrid o) ouRISI(] (s9InuIw ur) 92IN0S 0} W) [OARI], [euosIog
uoneonpyg PIoyesnoy Jo 9pISINO SUIAI] STOqUIdW A[ruue,] OU—PJOYaSNOY Y} UT SIAT] [euosIag
uoneonpyg 939[[00 papuaNe sIPquIAW AJTUIR] 939[[09 ‘UOIBINDA JO [9A] [euosIog
uoneonpg KJISIOATUN POPUSNIE SIOQUISW AJTWUR] K)ISIOATUN ‘UOTEONPI JO [9AD] [euOSIdg
uoneonpyg [9AQ] UOTIEONPS PEAY PIOYISNOH uonEeONPs JO [9A] P[OYISNOY JO PeaH [euosiog
oper; ‘Yi[eay ‘uoneonpa ‘[eIUSWUOIIAUL Iedk yyg U)JIIq JO Jeax [euosIog
opeiL, POOYI[QAT] JO UOT)BIO UonEo0] “QUWIOdU] JO 99IN0S POOYTI[OATT]
uoneonpyg pue[ [exmnoLSe jo Aoueua], (reamnoriSe) Aoueua], POOUI[AT]
uoneonpg pue[ [eIM[NOLISE JO Junowy [ewIo9p ur (Im[noLide) pue| POOYTI[ATT]
oper ‘[eJUSWUOIIAUL QuOOUT ATYIUOTA! (ypuowr 1od eye) ur oyew nok pIp yonwr MOH POOYTOATT
SOATIE[QI JISIA ‘UI[edH sasuadxa 10y10 10410 ‘1edk Jod sosuadxyq POOYI[ATT
uoneonpyg uoneonpa uo amipuadxyg uoneonp? ‘1eak 12d sosuadxyg POOYI[RAT]
{SIdquiaw AJIwrey Inok 0} pooy SUIAIS 1oy
apeiy, pooj uo armipuadxyg  Aqrep puadxa noA yonuw moy mMouy w 19 9sedd POOYI[RAT]
opel], ‘YPIeIH yIreay uo armrpuadxyg yIreay ‘reak 1od sosuadxyq POOUI[ATT]
pel], Surypio[o uo armrpuadxyg Suryopo ‘reak 1od sasuadxyg POOYI[SATT
SOATIB[OI JISTA puE[ pes)sewoy Jo Aoueua], (pealsowoy) Aoueua], POOYTOATT
v puUB[ PE2)SAWOY JO JUNOWy, [EWIOAP UI (PE)SAWOY) pue| POOYI[ATT]
uoneonpyg [eLI)EW JOOI 9SNOH [eLIOJEW UOT)ONIISUOD JOOI ASNOY [BNUIPISAY POOYTIOATT]
SOATIB[AI JISIA ‘OpEI) ‘YI[eY ‘[RIUSWUOIIAUF [eLI)eW [[eM 9SNOH [RLIOJEW UONONIISUOD [[BM 9SNOY [BIUIPISIY POOUI[AT]
sSuruaddey aoueyo/e)
SOATIB[I JISTA 90UBYD AQ PI[ONUOD JJIT -UIPIOIR AQ P[[ONUOD ST I AW JUIXS 18IS © O], [onuo)
(ow
07 Jueyiodur ST JeyM I9)Je JOO[ A[[ensn ued )
SOATIR[QI JISIA sysaxayul Teuosiad 109)o1d 01 A[Iqy  sysaxdyul Teuostad Aw 3109)01d 03 9qe Af[ensn we | [onuo)
S[OPOIN QUWIBU J[qBLIBA uonsanb £oaing K103918)

(ponunuoo) zs|qey

pringer

As



Journal of Computational Social Science

SOATIE[QI/A[TIE] PIPUXD AW JO SIAQUISIA

— ¢ Kauour s1y) opraoxd 03 Sulfim 9q pjnom oym
0) wIny p[nod nok yeyy sdnoid Surmorjoy oy}
wo1y uosiad uo ISBI[ I8 2IY) ST “YOIM JUO 10
pIoyasnoy InoA 10y sasuadxa 10§ Aed 03 ySnoua

ope1y, A[TuIe] WIOIj PAMOIIOq AQUOJA ‘AQUOTU JO JUNOWIE [[BWIS B PAPAdU A[uappns nok J| IsnIy,
s10qu31ou /SpusaLL]
— Aououwr sty op1aoid 0} Sur[im 2q pinom oym
03 uIn} p[nod noK yey) sdnoi3 Jurmoy[oy ay)
wo1j uosiad UOo ISBI[ T8 23] ST “Y9aM U0 JI0J
PpIoyasnoy Inok 10y sasuadxa 10} Aed 0) ySnoud
apei], SPUSLIJ WOIJ PAMOIIOQ ASQUOJA ‘AQUOW JO JUNOWE [[BUIS B PAPadU A[Uappns nok J| IsnIy,
(wny um)
uoneonpyg 19][9Ys QUO[IAD 01 2OURISI] {191[3Ys QUO[IAD © WOIJ dwoY InoK st 1ej moy 11oddng ermonnseryug
{WYS1[ Aep ur 100} UO I[AYS
uoneonpyg 19][9s QUO[IAD 0) QW) [IABI], QuO[945 01 03 01 Sa¥e) I1 saINUIW Jo _qunN 11oddng [ermonnseryuy
ope1], 20IN0Ss 19)eM Arewrid {219 S90INOS 19)eM SUDYULIP O I8 JeyYA [euosiod
S[OPOIN QUWIBU J[qBLIBA uonsanb £oaing K103918)

(ponunuoo) zs|qey

pringer

As



Journal of Computational Social Science

Latitude

Who owns water source

Business year started

Longitude

Total members in household §

Cyclone: Source of water

Cyclone: Source of Food

Gas/ kerosene cooker
Where would you go for future cyclone

Refrigerator

Non-workers 4

Union
Primary water source
Toilet- female

Spouse prepared meals consumed

0.00

0.06
Importance

Fig.3 Top 15 variables of importance in Survey 2 identified by random forest models of total household

migrations normalized by person-years

Table 3 Variables of importance identified by random forest model of migration in Survey 2

Variable name

Survey question

Latitude

Water Sources: Who owns?
Business: year started

Longitude

Household: total number of members

Cyclone: source of water
Cyclone: Source of food

Gas/kerosene cooker

Where would you go for future cyclone
Refrigerator

Non-workers

Union

Primary water source

Toilet—female

Spouse-prepared meals consumed

Household latitude

Who owns the primary water source?

What is the year that your business was started?
Household longitude

How many household members are living in the home?

What was your principle source of water during the last
cyclone?

What was your principle source of food during the last
cyclone?

Do you own a gas or kerosene cooker?

Where would you go if there was a future cyclone?

Do you own a refrigerator?

What is the total number of non-workers in the household?
Household union (indication of community)

What is the household’s primary water source?

What kind of toilet facility do female household members use?

Has household consumed prepared meals? If yes, who? Spouse

For Survey 2, error was assessed by root-mean-square error (RMSE) between the
model predicted number of household migrations and the actual household migra-
tions in the holdout data. To assess RMSE, the predicted number of migrations was
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Fig.4 Percent test errors for each random forest model of migration assessed in Survey 1. Test errors are
calculated based on predictions of test data from models fitted with training data. The figure shows that
the model of migration for education has the lowest test error, while the model of environmental migra-
tion has the highest percent test error. These differences represent that random forests’ predictive abilities
vary based on outcome variables and underlying patterns in data

rounded up to the nearest integer if the prediction was greater than one trip, and
rounded down to zero if the prediction was less than one trip. This was to account
for the fact that all of the holdout data migrations are reported as integer values. The
mean RMSE of models was 2.22 with a standard deviation of 0.05. This is com-
pared to an average mean of actual holdout set household migrations of approxi-
mately 3 migrations with a standard deviation of 3. For comparison, a naive model
that assumes that each household simply has the mean number of migrations has a
mean RMSE of 2.27.

Discussion

The analysis of variable importance from random forest models reveals similarities
and differences between the variables associated with different types of migration
in Survey 1: environmental migration, migration for education, migration for trade,
migration for health, and migration to visit relatives. For all five of the models, pos-
sible proxies for wealth or socio-economic status such the amount of homestead
land owned were among the most important variables that predict the migration out-
come variable. This analysis only establishes associations among variables and can-
not speak to causal connections, but we can compare the salient variables identified
here with causal relationships discussed in other work. The material of the respond-
ent’s home was important in models of four of the five types of migration. Previ-
ous research has indicated that livelihood and economic opportunity can greatly

@ Springer



Journal of Computational Social Science

motivate or limit movement [70, 71]. Perceived issues in the community were also
important across all of the models (“Biggest problem in community”, “Second big-
gest problem in community”, and “Third biggest problem in community”), suggest-
ing that perceptions and satisfaction with one’s home are also importantly associated
with migration, regardless of the dominant motivation. Birth year of the head of
household was also important for many of the models, suggesting that age is likely
an important personal factor associated with migration decisions.

Assessing the individual models more closely provides additional insights into
the differences between the models of migration as a result of varying self-reported
motivations. Figure 5 shows high-level differences between models based on the fre-
quency of important variables categorized by theme. From this analysis, we see that
the response variable for environmental migration is uniquely associated with know-
ing others who have also migrated for environmental reasons, as the first two most
important variables reflect this. Past research has shown that the barrier to migrate
can be significantly lowered by potential migrants having social connections with
others who have migrated in the past [9, 72, 73]. It is also noteworthy that there were
not any explicitly environmental variables amongst the most important variables for
environmental migration. This reinforces the common understanding that even when
environmental pressures impact migration, they are rarely the only driver [7].

In contrast to environmental migration, the model of migration for education
is uniquely influenced by variables that relate to household education level, such
as the annual household expenditures on education and the number of household
members who attended college and university. In addition to these variables related

100%

75%

M Livelihood
Community

[ Personal

B Migration

[ control

[0 Infrastructure

B Trust

50%

Percent

25%

0%

Education Environmental Health Trade
Reason for Migration

Fig.5 Overview of categories of variables present in top 15 variables of importance for models of
migration assessed with Survey 1. The legend shows the colors corresponding to the categories of vari-
ables
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to education, the models have identified variables related to socioeconomic status
and access to infrastructure, such as tenancy of agricultural land and distance to a
cyclone shelter as important variables.

Other nuances in the important variables in the models of migration for health
care, migration for trade, and migration to visit relatives further demonstrate the
strength of random forest models in identifying nuances and complex relationships
in data. For instance, migration for trade or commerce is strongly associated with
the location of the respondent’s primary source of livelihood. Migration for health
is uniquely associated with factors that reflect community-level conditions, such as
the minimum level of education that a community member would be able to obtain.
Migration to visit relatives is uniquely associated with variables related to locus of
control such as the respondent’s faith in their ability to plan ahead and ability to
express themselves during elections.

The test error rates for the random forest models for each type of migration may
also be telling. Models of migration for education have the lowest error rate, sug-
gesting that this type of migration is easier for a model to predict. Models of envi-
ronmental migration, in contrast, have the highest error rate, followed by migration
for health care. There seems to be a clear divide between models to predict migra-
tion for education, migration to visit relatives, and migration for trade, which per-
formed relatively well; and models for environmental migration and migration for
health care, which were considerably less accurate. One possible explanation is that
environmental events or health challenges are responses to specific negative events,
such as severe storms or illness, that cannot be predicted in advance. Education, vis-
iting relatives, and economic opportunities, on the other hand, may be driven more
by ongoing positive conditions at a destination that draw someone to move and that
are more predictable and subject to advance planning [8, 36].

The analysis of Survey 2 also demonstrates the power of random forest models
for providing insights into important variables associated with migration in Bangla-
desh, this time where the outcome variable is continuous rather than dichotomous.
Here, the first and fourth most important variables are latitude and longitude, which
are important even when controlling for the survey community. We speculate that
the importance of latitude and longitude may reflect spatial variations in environ-
mental and geographic conditions that affect migration. For example, soil salinity
varies strongly on a north—south gradient, and salinity has been shown to be an
important factor influencing migration in Bangladesh [59]. Longitude correlates
both with proximity to the Indian border and with proximity to a number of major
rivers whose orientations are largely north—south.

In addition to latitude and longitude, several variables that suggest socio-eco-
nomic status are important in the model. The second and thirteenth most important
variables reflect ownership and the type, respectively, of the household’s primary
water source. In addition, the year a business was started as well as owning a refrig-
erator or a gas cooker all correlate with household wealth. Toilet facilities used by
female members of the household, and whether or not the spouse of the household
head consumes prepared meals are also likely to reflect socioeconomic status as well
as gender empowerment, education, household wealth, and household employment
[74]. As with the results from Survey 1, this supports the common understanding

@ Springer



Journal of Computational Social Science

that livelihood and economic opportunity are important to migration decisions [70,
71]. Results from Survey 2 also suggest that household composition is important to
migration: the size of the household and the number of non-workers in the house-
hold are both important, even though the number of migrations is normalized by the
number of person-years for the household.

Finally, several variables related to the most recent cyclone were important in
this analysis, including sources of food and water during the latest cyclone, as well
as where a household would go in the event of a future cyclone. Cyclones have been
widely studied as a driver of migration in Bangladesh [62, 75, 76]. Mallick and Vogt
found that that male household members migrated towards cities to access liveli-
hood opportunities after the cessation of emergency aid after the 2009 cyclone Aila
[62].

This work provides initial evidence that random forest models can be promis-
ing tools for predicting migration from a large collection of covariates. Assessed
by the accuracy of out-of-sample predictions, random forests outperformed logistic
regressions and SVM models for Survey 1. This is likely due to the fact that tree-
based models allow us to identify nonlinear and multimodal (nonmonotonic) inter-
actions between variables that we cannot effectively model with generalized linear
models or SVMs. When assessing the predictive accuracy of the model for Survey
2, we see that the random forest models only slightly outperform a naive model.
This is in large part due to the structure of the outcome data in Survey 2, which is
a continuously distributed variable that is strongly zero inflated (most households
do not migrate at all) with a very long tail (a few households have very high levels
of migration). This complex structure of the data that the model is trying to pre-
dict means that it is very difficult to model and even define an appropriate measure
of predictive accuracy. For these complex, continuous data, results show that the
skill of the random forest model is very limited. However, future work will continue
to investigate more sophisticated ways of modeling continuous data from a zero-
inflated distribution.

In general, we see significant potential in the random forest models for improv-
ing predictive accuracy, primarily from the results of Survey 1. Predictive ability
is valuable for informing future climate policy and adaptation strategies that aim to
address migration [9, 58, 77, 78]. Where prediction might be more important than
understanding underlying drivers, especially when providing information to policy-
makers, random forest should be explored further as a possible tool. As modelers
and researchers continue to work to improve their ability to predict migration, ran-
dom forest models have much to offer for future analysis. However, modelers should
continue to develop more sophisticated methods, as our results show that even the
random forest model still has limited predictive accuracy, especially when predict-
ing the number of migrations versus a dichotomous classification of a household’s
mobility. It is possible that the limited predictive power of our random forest mod-
els was partially due to the absence of potential push factors (such as cyclones or
illnesses) in models of migration for environmental and health reasons. Explicitly
including push factors in future analyses may improve model predictive accuracy.
These push factors are not themselves very predictable: there is great stochastic
uncertainty in the distribution of cyclone strikes. However, even when the push

@ Springer



Journal of Computational Social Science

variables are not themselves predictable, predictive models that incorporate them via
conditional probabilities (e.g., what is the probability of migration in the event that
a cyclone strikes?) can be useful for disaster planning and “what-if” policy analyses.

This work demonstrates that random forest models can help researchers identify
salient variables from large social surveys when studying migration. This is espe-
cially useful when dealing with large, complex datasets from social surveys, where
it can be challenging to decide which variables are worthwhile for further investiga-
tion. For cases of categorical as well as continuous outcome variables, random for-
est models were able to identify a small number of important predictors of migration
from sets of more than 700 independent variables. From these important predictor
variables, we were able to provide insights into the underlying patterns in the data-
sets and, thus, identify nuances in the possible drivers of different kinds of migration
in southwestern Bangladeshi communities.

Conclusion

This work is a novel application of machine learning techniques to social survey
data, and our results highlight the usefulness of such methods to identify important
variables in such large, complex datasets. By applying these methods to the study
of environmental migration from household surveys, our results show that random
forest models can be useful tools for researchers studying migration, especially envi-
ronmental migration, where the theory is not clearly established or varies consider-
ably by location.

One downside of the random forest models, however, is that although they can
quantify variable importance, they do not provide simple explanations of the ways
in which the individual predictors connect to the outcome variable. For example, we
know from random forest outputs that latitude is important to predicting normalized
total number of household internal migration trips, but there is not a simple relation-
ship in which either higher or lower latitudes are associated with migration. Once
important variables are identified, a combination of theory and traditional regres-
sion methods may be useful in identifying more directly how those variables relate
to migration. Thus, random forest models are not the final answer to assessing or
modeling environmentally induced migration, but they can serve a valuable role in
exploratory data analysis by providing insights into datasets, informing hypotheses,
or testing theories.

Future work should continue to develop modeling methods that are able to assess
and explain the complex relationship between environmental, economic, and politi-
cal factors and how they contribute to migration decisions. Predictive accuracy
should remain a priority for future research, but data-driven methods, such as ran-
dom forest modeling, should work together with theoretical analysis that can provide
fundamental understanding of the socio-environmental systems [22, 79, 80].
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