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Light-induced topological superconductivity via Floquet interaction engineering
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‘We propose a mechanism for light-induced unconventional superconductivity in a two-valley semiconductor
with a massive Dirac-type band structure. The superconducting phase results from the out-of-equilibrium exci-
tation of carriers in the presence of Coulomb repulsion and is stabilized by coupling the driven semiconductor to
a bosonic or fermionic thermal bath. We consider a circularly polarized light pump and show that by controlling
the detuning of the pump frequency relative to the band gap, different types of chiral superconductivity would
be induced. The emergence of novel superconducting states, such as the chiral p-wave pairing, results from the
Floquet engineering of the interaction. This is realized by modifying the form of the Coulomb interaction by
projecting it into the states that are resonant with the pump frequency. We show that the resulting unconventional
pairing in our system can host topologically protected chiral bound states. We discuss a promising experimental
platform to realize our proposal and detect the signatures of the emergent superconducting state.
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I. INTRODUCTION

The possibility of generating superconductivity (SC) in
periodically driven systems has been long investigated in
semiconductors [1], and it has been argued that under
population inversion, repulsive interactions can lead to a
superconducting instability [2-4]. Recent developments in
nonequilibrium Floquet band engineering [5—14] have revived
interest in periodically driven and light-induced interacting
quantum phases of matter [15-24]. In particular, recently such
effects were studied in hexagonal semiconductors such as
hexagonal boron nitride or two-dimensional transition metal
dichalcogenides [25]. It has been proposed that light-induced
nonthermal population occupation can lead to interband
superconducting correlations in the presence of repulsive in-
teractions and fermionic or bosonic baths [26]. Therefore it is
intriguing to question whether a more exotic form of super-
conductivity could be achieved in such driven systems.

In this paper, we show that the extension of these ideas
could lead to creation and manipulation of topological su-
perconducting phases. In particular, we show that optical
pumping of electrons in such two-dimensional (2D) semi-
conductors can generate topologically nontrivial chiral SC
[27,28] which hosts topologically protected chiral edge states
in the prethermal regime of our driven system. The idea is
illustrated in Fig. 1(a), where we apply a circularly polar-
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ized laser field, in the presence of an external bath to create
the population imbalance, required for the development of a
nonequilibrium superconducting phase.

The key underlying mechanism for the development of
unconventional SC in our system is the following. By vary-
ing the pump’s frequency, we excite photocarriers of select
momentum classes. Due to the optical valley polarization,
this leads to an asymmetric occupation distribution around
the resonance surfaces in the two valleys, as in Fig. 1(b).
This nonequilibrium occupation creates an effective pairing
population inversion around one of the valleys [Fig. 1(c)],
which leads to an interband pairing of electrons for a repul-
sive density-density interaction; that is, the pairing population
inversion effectively changes the interaction sign. We should
note that although superconductivity due to population in-
version has not yet been observed, recent advancements in
the development of transient light-induced quantum phases of
matter make the realization of such forms of superconductiv-
ity much more conceivable.

To study this pairing, the bare density-density interaction
should be projected into the band basis, composed of Bloch
wave functions. Due to the nonzero Berry curvature of Bloch
wave functions around each valley, the effective interaction
has a chiral nature and can be decomposed into different
angular momentum channels, where each channel has a dif-
ferent dependence on the momentum of electrons. Combined
with the fact that the momentum distribution of the excited
photocarriers is controlled by the pump’s frequency, our setup
allows for engineering the dominant form of electron-electron
(e-e) interaction. Consequently, we find frequency regimes
where a chiral p-wave pairing becomes more favorable than
an s-wave pairing. Therefore our results indicate that the pe-
riodic drive could be a powerful tool to not only engineer a
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FIG. 1. (a) Left: Relevant processes in our proposal in a 2D
semiconductor around the two Dirac points represented by =K. The
Rabi frequency around the K (—K) valley and the system-reservoir
couplings are labeled by Q(+) (Q( )) and T, respectively. n(i) (n(i))

and s:{“ (sk )) represent the occupation probabilities of the valence
(conduction) band and the anomalous interband pairing between the
conduction band around valley K (—K) and the valence band around
valley —K (K), respectively. Right: Geometry of the sample; coun-
terpropagating emergent superconducting edge states with energy
+eAgv/2 depicted with blue and red colors. (b) The driven (static)
energy spectrum in the rotating frame plotted with a solid (dashed)
line colored according to their population probabilities. (c) The
interband pairing population, nicl)( =1- (ik) nq)k in terms of
momentum.

band but also control the form and strength of the interaction
[29-31].

II. MODEL

The system considered in this paper consists of a 2D semi-
conductor with honeycomb lattice structure, such as a single
layer of hexagonal boron nitrate (h-BN) [32,33] or transition
metal dichalcogenides (TMDs) [34,35]. The electronic band
structure consists of two degenerate valleys, and the broken
inversion symmetry leads to a gap at two Dirac points K
and —K at the corners of the Brillouin zone (BZ), which are
labeled by n = (&£), respectively. The semiconductor is driven
by a laser beam, whose frequency is slightly larger than the
semiconductor gap. The Hamiltonian describing the system
is Hy = Hx + H..., where Hg is a driven kinetic term and
H._. is an e-e interaction. The driven Hamiltonian for the
semiconductor has the form

He= ) cnf[dy+2'0)] 7w~
a,b,n==+

Mklab}czykv (1)

where ¢’ k is the electron creation operator of sublattice type
a in the vicinity of valley nK, 7; with i = {x, y, z} is the Pauli
matrix acting on the sublattice space in the unit cell, and g
is the chemical potential, which we assume to be momentum
independent. The low-energy Hamiltonian of the two valleys
is given by d;! = (vk,, nvk,, m — «k?), where k denotes the
deviation from the K or —K points in the BZ; m, v, and
k correspond to the band gap, the Fermi velocity, and the

band curvature, respectively; and k* = k2 + k2. The optical
driving of the system with a circularly polarized laser field
is described by minimal coupling (k — Kk + eA), where the
laser field’s vector potential is A(t) = Ay(cos wt, sin wt, 0),
with Ap and w labeling the amplitude and frequency of the
pump, respectively, and we set iz = 1. Up to linear order in
Ay the associated Rabi vector of the optical pump is "(z) =
eApv[cos wt, 1 sin wt, —2%(kx cos ot + ky sinwt)]. For sim-
plicity, we ignore the effect of the physical spin, which only
affects our results when the spin-orbit coupling is comparable
to the semiconductor gap [3].

In the following, we denote the corresponding eigenener-
gies and eigenstates of the undriven Hamiltonian by equ and
|u2 «)» Where the valence and conduction bands are labeled by
o= {v, c}, respectively.

For the e-e interaction, we consider a repulsive density-
density potential U (r — r’), with the corresponding Hamilto-
nian

Heo = / RIS IR HOVNCSIUCES SVACOIAE
a,b
)

where Ip;'(r) represents the electronic creation operator with
the sublattice index a. To study the possibility of Cooper pair-
ing between electrons, we suppose that the dominant form of
the interaction is a screened Coulomb interaction [36]. There-
fore, in passing to the momentum space, such interactions are
treated as a constant coupling. Denoting the Fourier transform
of Coulomb potential by Uy, this implies that Uy = g/N,
where g is the interaction strength and N stands for the number
of particles in the unit cell. We also restrict our interactions to
intravalley scatterings such that in Uy, k, and kK’ belong to
the same valley.

To create an effective pairing population inversion, we need
a thermal bath. Our bath can have a fermionic or bosonic na-
ture; however, here we only consider a bosonic bath composed
of photons or phonons, which is experimentally more feasible,
and leave the study of the fermionic bath to Appendix B 2.
Specifically, here we assume that our bath can induce relax-
ation processes between the valence and conduction bands via
absorption and emission of photons.

III. MASTER EQUATION

To examine the out-of-equilibrium nature of SC in the
presence of a thermal reservoir at temperature 7, we use
the master equation approach. Assuming that the system-bath
coupling is sufficiently weak and the bath has a short auto-
correlation time, we employ the Born-Markov approximation
to trace out photons from the equations of motion (EOMs).
We also consider large pump frequencies compared with Rabi
frequencies, which allows us to use the rotating wave approxi-
mation (RWA). As aresult, we obtain an effective static master
equation for the density matrix of the system p; [37],

alps(t) = - i[Hs’ /Os]

+ Z ( o, klos a, k {L;kLa,kv ps}>v (3)

oa=v,c
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where the dissipator operators are L,y = Lz_k = CZ,ka,lo
Associated with these dissipators we suppose momentum-
independent decay rates I', corresponding to an effective
population ng such that I'y, = I'ng and I'. = I'(1 + np), see
the Appendices.

IV. ROTATING FRAME TRANSFORMATION

By applying the RWA to the time-dependent term 2(¢) in
Eq. (1), this term in the rotating frame is replaced by the static
and S_Z(_)
whose magnitudes are given by |SZ(+)| ~ eApv and |S_Z]((_) | >~
eAgv*k? /(4m?), respectively, see the Appendices.

The modification of the e-e interactions becomes trans-
parent through a mode decomposition of the field operator
Va(®) =3ty ek [u ke’(”K“‘)r ! in Eq. (2), where §
is the quantization area. The resulting projected Hamiltonian
has a contribution in the Cooper channel for the interband
pairing as [38]

He.= Z Ukk’ ukc kC k/C k'v (4)

KKk n=%

vectors S_Z(H around the K and —K Dirac points,

where the projected density-density interaction is Uy =
(&/N)(u) y luy )"y lu. " ). We see that the Bloch wave
functions which encompass the topological characteristics of
the system control the form of e-e interactions. The crucial
effect of the Berry curvature of the band structure on the
e-e interactions is embedded in the Bloch wave function
overlaps in Uy which after inserting for the eigenstates can
be decoupled in three channels according to their angular mo-
menta (uy | ) (" Ju. ") =001, FO fD el
where £ = (1 +d.x/d)/2, [V =vkjd, fO =
v2k?/[2dy (dx + d.x)], and di = |dx|, see the Appendices.
Correspondingly, for momenta close to the corners of BZ,
for small k and Kk’ this gives Uy =~ g[1 + %(Zk.k/ —2z2k x
k' — k? — k)]/N, where F = v>/m? is the Berry curvature
at the Dirac point. Recently, such topologically induced
modifications of the e-e interaction have been associated with
modification of the excitons’ spectrum [39,40].

V. MEAN-FIELD ANALYSIS

To study the possibility of the Cooper pair condensation,
we use a mean-field (MF) approximation for the e-e interac-
tion and express it as

S ardgay+ Y (ol

=tk K n==+k

ee:

el + H.c.).

&)

Notice that we introduce two pairing order parameters Al((i),
depending on whether the valence electrons around the K
valley and the conduction electrons around the —K valley
are bound to each other or vice versa. Employing the MF
expression above, we can use Eq. (3) to write a closed set of
equations for the occupation numbers n, | = tr(pscglkczqk),

the polarization p] = tr(,osczlkcz ), and the anomalous pair-
ing s = tr(psc, " cl ). This approach leads to legitimate

results at the onset of the SC phase transition, where the dis-
tinction between the Bogoliubov quasiparticles and electrons
is negligible. The EOMs for n, , and py in the absence of
pairing are familiar and known as the optical Bloch equa-
tions in the literature [41,42], and we leave their derivation to
Appendix B. Here, we only present the EOM of the anoma-
lous pairing, which is less familiar,

— Ay (L =gy =n. ") = 30isg, (6)
where we define the total decay rate as I', =Ty, + I'. and
the total kinetic energy as €, x = €,k + €.x. We note that
on the right-hand side of this equation, the two occupation
probabilities in the parentheses belong to two different val-
leys, which is a manifestation of the Cooper pairing. In the
steady state, Where the right-hand side of Eq. (B34d) vanishes,

sk satisfies sk = —zAl'in k/(te, Kk + F,/2) where we define

=1
the interband pa1r1ng population as n),, = 1—n), —n".

Since n! x and n! _, can be 1ndependently populated due to
the optrcal Valley ‘selection rules, under nonequilibrium con-
ditions the pairing population can acquire a finite value.

Using the MF definition of the anomalous pairing sy, the
self-consistency equation at the onset of the phase transition
becomes A] >~ — 3" Uks),. However, since in dissipa-
tive systems, sy may have a finite imaginary part, this
equation should be modified by a more accurate Keldysh
approach [3,25]. For weak decay rates, we get A =~
— > w UneRels], /A1, where the real part in brackets indi-
cates the dissipative suppression of the pairing and ensures
that A} remains real. Correspondingly, in the steady state this
equation gives

Z ~ €.k
n_ _ _BR N n
Ak - Ukk, 62 Znsc,k/Ak/’ (7)

Oysy = —i€ xSy

where we remark that n/! o) cffectively determines the inter-
action sign [3,25]. The asymmetry of the Rabi frequencies
at the two valleys results in the corresponding steady-state
occupation probabilities differing significantly as depicted in
Fig. 1(b). For the polarization we have chosen this leads to
a positive (negative) value for nijf( (nsc k) as is displayed in
Fig. 1(c). Thus, with a repulsive interaction, we can have
a SC instability by developmg a nonvanishing value for the
order parameter Ak , while A ) remains vanishing. Thus,
in what follows we drop the valley superscript in Ak for the
nonvanishing order parameter.

We also highlight that the form of Uy crucially determines
the form of the resulting gap. In fact, the self-consistency
equation above can be solved using a simple ansatz for the
gap function of the form

Al(l) _ efi1¢kf]£1)A(1)’ 8)
where [ = {0, 1, 2} should be ascribed to the angular momen-
tum of the s-, p-, and d-wave pairing modes and f)’s play
the role of the SC form factors. Using this ansatz and inserting
€k = 2/, the linearized gap equations for the three different

types of pairing decouple, and the critical coupling strength
for each channel reads

1 1
)2
gggn Zf 4u? +F2<2g<>+1 2657 + )
©
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FIG. 2. Critical coupling, g.i, for development of supercon-
ductivity in three s-, p-, and d-wave channels. We choose I'/m =
0.0002, v/(ma) = 0.4, k/(ma*) =0.04, u/m =0.01, and ng =
0.001, where a is the lattice constant. (a) g.i Vs drive frequency
with evAg/m = 0.02 and E, /m = 0.5. Inset: £ form factors as a
function of the resonant frequency. (b) g.i vs drive amplitude: We
choose w/m = 2.5. Inset: g.; as a function of the UV energy cutoff
with the drive amplitude evAy/m = 0.2.

where ¢ = (Q{fx + inv) /(€] + 3T7) and the detuning fre-

quency is €5k = €.x — €,k — ®. Since we only consider
direct optical transitions, ¢, is essentially the pairing popu-
lation in each momentum class, in the weak-drive limit.

As illustrated in Fig. 1(c), the main contribution to n
comes from around the resonance energy ring, denoted by k,,
where the detuning frequency vanishes, €, x, = 0. Hence we
consider a given UV cutoff E, around this surface and show
that the resulting phenomena are independent of the exact
value of this parameter.

The frequency of the pump determines which momentum
classes are resonantly excited. Equation (7) indicates that only
the states with negative ng x can form pairing. Moreover,
since the projected Coulomb interaction has momentum de-
pendence, the critical value of the coupling strength depends
on the pump frequency. This behavior is depicted in Fig. 2(a),
where we notice that the preferred form of pairing transforms
from s wave to p wave as the drive frequency increases. This
transition is associated with the momentum dependence of the
SC form factors. Since ngy x is peaked around the resonant
surface, we only need to consider the momentum dependence
of the form factors around this surface. Consequently, for
a given frequency the radius of the resonance ring k,(w) is
obtained, which can be inserted to determine the form fac-
tors f[k,(w)]. These functions are displayed in the inset of
Fig. 2(a). Here, we observe a similar behavior to that in the
main plot of Fig. 2(a), where by increasing the frequency the
initially dominant s-wave form factor becomes subdominant
with respect to the p-wave form factor.

Other than the pump’s frequency, critical coupling de-
pends on the amplitude of the pump, too. This is displayed
in Fig. 2(b), where the horizontal axis has been chosen to
be the dimensionless parameter evAp/I", which appears in
the gap equation through ¢x. We notice that the critical cou-
pling strength of all the three SC modes always decreases
as the pump amplitude increases. Specifically, in the low-
intensity limit (evAy < T), the critical coupling is inversely

proportional to the intensity o (;—AO )%, which could be associ-
ated with the fact that the peak value of the excited population
(|n$])(| ~ §]£+)) increases linearly with the intensity. At higher
intensities, where evAy = T, this behavior changes, since the
width of nif])( i.e., the number of momentum classes partici-
pating in pairing, keeps increasing, and therefore we do not
observe a saturating behavior. Furthermore, in the inset of
Fig. 2(b), we depict gt as a function of the energy cutoff,
which shows that once E, becomes comparable to the band
gap, the cutoff dependence of g;ﬁlt becomes insignificant. Fi-
nally, note that g can be controlled directly by the chemical
potential and its minimum value is reached when u = I',/2.
This feature provides a high tunability in choosing the other

parameters of our system, see the Appendices.

VI. SIGNATURES OF TOPOLOGICAL SC

Given the diversity of proposals to realize topological
phases in driven-dissipative systems, it is crucial to present the
experimental signature of the light-induced topological phase
in our proposal. Here, we show that the interband p-wave
pairing hosts edge supercurrents which are experimentally
detectable. To analyze the edge modes, the SC behavior of
the system can be described by an effective MF Hamiltonian
which includes a kinetic energy and a SC pairing between
the valence (conduction) electrons at K (—K). Due to the
nonequilibrium nature of superconductivity in our system,
only electrons around the resonance ring participate in SC.
Hence the steady-state Hamiltonian corresponds to electrons
with momentum close to the resonance surface with mo-
menta k =~ Kk, + §k, where §k < Kk, denotes the momentum
deviation from the resonance surface. Thus the effective MF
Hamiltonian should be projected into these states. This struc-
ture is comparable to conventional superconductors, where
electrons at the Fermi energy control the properties of the
superconductor and edge modes [43,44]. To examine the ex-
istence of localized states at a hard boundary parallel to the y
direction, we set k, = 0 and replace the momentum deviation
from the resonant point, 8k,, with —id,. The resulting Hamil-
tonian becomes

evAy Ak
Hesr ~ — % + > OxTx
vk vk (10)
+ popt, + <1 - 2m£ — m_zr‘xiax)azto,

where the SC order has a p-wave structure (A, = Aok,). The
effective Hamiltonian commutes with o, 7., and consequently,
the eigenstates are in two independent sectors corresponding
to 0,7, = 1. We put the boundary at x = 0, and the sample
is in the x < O region. The two chiral states resulting from
momenta close to each resonant momentum have energies
EL = :l:"AT"” and are separated with a gap of roughly A from
the continuum states close to the resonant momenta. Their
corresponding wave functions are

0 SiN(g23)

— (Dol £ 1) —il = D)o | F1)z), (11
NG (Mol £ e, =il = Dol F De), (A1)

m> Ay, _ Hut(1—v?/2m*)evAy .
W B 9 T T kevAgieE - Spinors  |s)s,

(|s)¢,) correspond to eigenspinors of o, (t;) Pauli matrices

Vi) =e

where A =
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with eigenvalue s. The % sign corresponds to the two sectors
with 0,7, = £1. It is noteworthy that these edge states have
opposite chirality in the two sectors as shown in Fig. 1(a) and
can solely emerge when the pairing has a p-wave structure.
Furthermore, these states carry supercurrents with no potential
drop, which distinguishes them from normal edge currents
and was experimentally detected before in graphene [14]. To
verify the development of the edge states outlined above, we
can use the method used before to distinguish the edge and
bulk supercurrents in the steady-state superconducting phase
[45]. To this end, we consider a TMD sample where part of
the sample (including part of the edge) is illuminated by an
appropriate laser beam. We then measure the supercurrent car-
ried through the edge which is illuminated by the laser field.
It is also shown that in a magnetic field, fluxoid quantization
generates a periodic modulation of the edge condensate which
is observable as a fast-mode oscillation of the critical current
versus the magnetic field. It should be noted that the fast-mode
frequency is distinct from the conventional Fraunhofer oscil-
lation displayed by the bulk supercurrent and the frequency
of such oscillations should increase with the superconducting
area [45]. Interestingly, in our setup the superconducting area
can be readily increased by an increase in the laser beamwidth,
which makes such measurements convenient for our setup.

The edge states’ supercurrent is contrasted with the bulk
states’ current through its dependence on the size of the su-
perconducting region and an external magnetic field. Such
measurements have been realized through experiments on
samples with different sizes [45], which in our setup is simply
controlled by the width of the pump beam.

VII. EXPERIMENTAL FEASIBILITY

Finally, we provide an estimate for the pump’s amplitude
based on typical energy scales in 2D two-valley semiconduc-
tors. Specifically, to verify the feasibility of the realization
p-wave SC in our model, we need to estimate the required
critical coupling constant. Promising 2D semiconductors to
realize the phenomena outlined here are h-BN or TMDs with
a band gap of the order of 5 eV [46,47]. In these materials
the screened Coulomb interaction g typically is comparable to
the band gap of these materials [36] or can be enhanced via
Coulomb engineering [48]. From Fig. 2(b), we deduce that to
obtain log;(gcrit/m) = 0, one requires an electric field such
that the ratio evAy/T" would be of the order of 10%. Since
typically the inverse decay rate is of the order of picoseconds
[49], this implies that the required Rabi frequency for our
proposal should be 10 THz. For a typical semiconductor, this
Rabi frequency corresponds to an electric field of 5 x 10°
V/m. Recently, strong fields with an electric field of 4 x 107
V/m have been used in generating a light-induced Hall effect
in graphene [14]; therefore we believe that our proposal is
within experimental reach.

VIII. OUTLOOK

The Floquet engineering of the interaction described here
is a versatile effect which can be generalized to other lat-
tice symmetries where the band structure has a nontrivial
topological structure. Correspondingly, interesting directions

to explore in the future are the study of similar effects in
multilayer twisted semiconductors and the generation of other
interacting topological phases. While here it suffices to study
the prethermal regime of the system, which at the high fre-
quencies considered in our proposal can last for many periods
of the drive [50,51], for longer time scales scattering pro-
cesses with acoustic phonons, which mediate momentum and
tend to thermalize the system, become important. It would be
fascinating to explore under what circumstances the supercon-
ducting state proposed here survives in the presence of such
processes [52,53]. Finally, for large decay rates a mean-field
approach is not satisfactory, and the effects of the fluctuations
should be investigated [54-56].
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APPENDIX A: ROTATING WAVE TRANSFORMATION

The equations of motion (EOMs) in our derivation are
solved in the rotating frame. Here, we mention how we derive
the required rotation. We first consider a generic traceless
2 x 2 Hamiltonian iy = d| - 7, where 7; with i = {x, y, z} are
the Pauli matrices. The eigenstates of this Hamiltonian up to
some phase factors are given by

) = 1 di +d; x
KT ey (dy + dog)l2\ dix )

"y 1 d’y >
ikl = s + (—(dk faw) OV
where we have dropped the valley index in dy and d_ x, which
have the same form in the two valleys and are defined as
Al =d) id]

To apply the rotating wave approximation to a nondiago-
nal Hamiltonian, we need to first transform the Hamiltonian
into the energy basis where it is diagonal and then apply
a time-dependent rotation to the two energy levels so that
the time dependence of the two transformed eigenstates be-
comes approximately the same. The first transformation is
done through a similarity transformation by the unitary matrix
Ul:’ = (|u:’}’k) qu’k)), where we have used the eigenstates
of the undriven Hamiltonian, and the second transformation
is realized by the diagonal time-dependent transformation
diag(e’/?, e=!/2). The combination of these two trans-
formations is R (1) = (qu)’qk)e"“”/2 |uZ‘k)e_""”/2). Therefore,
denoting the electronic spinors in the laboratory frame and
the rotating frame as W = (¢ x> €py) and Ul = (@) x> L)
respectively, we have W) = R (1)¥,. We apply this transfor-
mation to all of the terms in the Hamiltonian system. While
the undriven Hamiltonian is trivially diagonalized, the pump
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Hamiltonian should be obtained after averaging over time. To
evaluate the temporal average of the drive term, it would be
convenient to decompose the time-dependent terms as

Q(t) = Q. cos(wt) + R sin(wt ), (A2)
where Q. = eApv(1,0, =2%k,) and Q7 =
eAov(0, n, —27ky). Correspondingly, the expression that

must be averaged over time is R]"(T(t)Sl”(t)Rl'Z(t). The final
result of this calculation becomes

&+ Kk v2k?
Qk = €AOU<1 + 7 - m, 0, 0 (A3)
and
2012 2 5
= (-) v (ky — k) vokyk,
Q, =ecA — =,0). A4
k ¢ Ov( 4m2 T 2m? (A4)

Similarly, we need to transform the electron-electron inter-
action term by rotating the electronic creation and annihilation
operators and averaging over time. The final result of this
calculation, in addition to the right-hand side of Eq. (8) in the
main text, has other contributions which include the overlap of
the valence and conduction wave functions at close momenta
which makes such terms negligible.

Here, we mention that in order to integrate the gap
equation, we consider an energy cutoff with respect to the
resonance surface. The resonance ring in the BZ is defined
by w = 2dk—k,, demanding that

1 |0? —4m?
kr =21 5 A >
2V v?2 —2mk

where k, is the radius of the resonance ring. We can also use
the above equation to define the integral bounds of the radial
momentum through the UV energy cutoff E, as follows:

(AS5)

2 2
l\/(wj:EA) 4> A6)

k(i) —
A 2 v2 — 2mk

Furthermore, we note that we have used this relation in the
main text to define the form factors as a function of the
frequency f(w). In particular, to determine the frequency
where a transition from the s-wave SC to p-wave SC occurs,
we should satisfy

FOlk (@) = fOlk ()],

where féo) =(1+d.x/dk)/2, flil) = vk/dy. From here, we
can observe that in order to satisfy this condition, it is de-
sirable to have a positive band curvature k so that d,x and
correspondingly flio) would decrease with the momentum.
Therefore, since flil) increases monotonically with the mo-
mentum, this condition can be satisfied with smaller values of
the momentum deviation from the valley center.

Regarding the numerical parameters chosen in the main
text, we should mention that in Fig. 2 the magnitude of v
is chosen such that it results in a large value for k, >~ 2/a,
which may not be accessible in lattice models. A more re-
alistic parameter regime is obtained by increasing v, which
reduces the required values of k, and still captures the same
competition between the p-wave and s-wave superconducting

(AT)

states but now with a larger value for the critical coupling
log,(gcrit/m) = 1 which has been numerically verified in our
simulations. This issue can also be resolved, and it does not af-
fect the feasibility results of our paper since the magnitude of
the critical coupling strength can be decreased by choosing a
smaller value for the chemical potential closer to the optimum
value of the chemical potential, i.e., u = I';/2 as mentioned
in the main text.

Finally, having a finite deviation from the Dirac points
has an additional dynamical effect which helps our proposal
indirectly. We note that in our proposal, to develop a su-
perconducting state, it is essential to have a large Coulomb
interaction which can occur as a result of screening the
Coulomb interaction. However, this screening can also lead to
large exciton binding energy in TMDs. Therefore it might ap-
pear that exciton formation could compete with the formation
of SC. This issue can be avoided by a strong optical pumping
of the system well above the band gap. More precisely, for the
formation of excitons, the excited electrons should relax to
the bottom of the conduction band. The effective energy asso-
ciated with inverse relaxation rate through optical phonons is
2 meV [57], which is two orders of magnitude smaller than the
Rabi frequency being more than 100 meV. Correspondingly,
in our derivation, we ignore the exciton formation processes.

APPENDIX B: DERIVING THE EQUATIONS OF MOTION
1. Bosonic bath

In this section, we obtain the equations of motion (EOMs)
in the presence of a bosonic bath. In general, the bath used in
our formalism and its coupling to our system can be described
by the following Hamiltonian:

H), = Z v by, (B1)
k
Hyp = h(bic) el + Hee.). (B2)
k
Using such a bath leads to a master equation
0,ps(t) = —ilHy, p] + Y TuLllLoxlps,  (B3)

a=v,c

where the action of the Lindbladian superoperator £ with a
quantum jump operator L on the density matrix p is defined as
L[Llp = LpL" — %{LTL, p}. While in general the decay rates
depend on the coupling constant Ax and the density of states
of the bath, to simplify our formalism, we consider constant
decay rates, I'y, = I'ng and I', = I'(1 + np), where ng denotes
the effective Bose-Einstein population of the bath, which we
assume is momentum independent.

Here, we are interested in the EOMs for the occupa-
tion probability ”Z,k? the polarization o, and the anomalous

pairing s, = tr(psc. ", ¢!, ). For convenience of labeling we
define the notation n,, =n), and n] , =o,. To derive
the EOMs for an arbitrary operator O = tr(p;O) in the

Schrodinger equation, we use 9,0 = tr(@&, p). To write down
the EOMs for these quantities, we also need the following
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identities: We can also compute the commutators of the anomalous pair-
ing and the electron-electron interaction, which is
tr(O[H, p]) = ([0, Hp), B4 .
r(OIH. p) =u( 1p) (B4 H..= Z (A]'Z cc’zkczyk + H.c.) + const. (BY)
w(OLILIp) = u (LT, OlLp) + ju(LT[O, Llp).  (BS) =k
o o ) The corresponding commutator becomes

We can study the contributions of the Hamiltonian and Lind- 5, g — _iA ( P ) B9
bladian in the time evolution separately. For the kinetic Sklh,, = 71Ok Mk = Me,—k)- (B9)

Hamiltonian part with Hx = C;khaﬁ,kcz,k we can use the  For the Lindbladian contributions we employ Eq. (B5) to
following identities: obtain

o’ | .= —Tngn", +T(1 +np)n",,  (B10a)
afn;wk|H tr(CZchzkatp) t v,k|£ v,k .k

) ) ) |, = Tngn), — (1 +np)n] ., (B10b)
=—i > (ki = hapxnl,,).  (B6) ) 1 )
Marm o], = =T (5 +ng)oy. (B10c)
1
Similarly, for the interband pairing we get alsluz = —T(5 + np)sy- (B10d)
_ . After combining the Hamiltonian and Lindbladian contribu-
syl = (e el dip) = —ileck +€pdsy. BT oo get s
|
O = —i (@, — iy Jo" +i(Q, iRy Yoy — iALsy" 4+ iAL"s) — Tngny  + (1 +npinl (Blla)

nl\ = 1(52]'1 — iy ) e i(Q" + i) y)ak PN 4+ iATsT) 4+ Tngny)  — T(1 4 np)n (B11b)
oy = iecxk — vk — oy — (L, — i ) () —nl,) —T(5 +ns)oy, (Bllc)
sy = —ieck + evrdsy —iAL(1—nl —n ") = T(5 + np)sy. (B11d)

Notice that should we want to take exciton formation into account, in Eq. (B11c), which is the EOM for the polarization, we
need to consider the Hartree-Fock contribution of the electron-electron interaction in the particle-hole channel. This adds a
term —i Y ), U0y, on the right-hand side of this equation. We can show that in our system, exciton formation and the Cooper
instability do not compete with each other. Therefore, even in the presence of a finite density of excitons, we can still have a phase
transition into a superconducting state. Thus, in our derivation, we drop such terms to simplify our analysis. From Egs. (B11c)
and (B11d) we can obtain the anomalous pairing
" Aﬁ(l - ”Z,k - ”;zk)
S =— — (B12)
€k — 1F(§ + nB)

and the polarization

7 (QZ — iy )(ck ”Zk)

o, = (B13)
k €1k t+ ZF(E + nB)
where €4 x = €. x — €, x — w. These relations can be inserted in the first two EOMs in the steady state,
0=§£’("Z,k—nﬁ,k)+5fl(1 _”Z,k ”:— ) Yot uk+Vc ek (B14)
0= =g/ (nly — o) + 87 (L—n"y —nl\) + v — venl . (B15a)
where we have defined
np 1 + np
= , . = . B15b
yv 1 + 2}13 )/ 1 + 2}13 ( )
The equations at the two valleys should be solved together. This gives
1 1 _ 1 . — Vo
( (+) _|_3(+) +Vv)< +) _) (§(+) +)/c)< +) 2) +5|((+)<"£,_)k . E) _ Y . Y , (B16a)
1 1 - 1 Yo — Ve
(§(+) 8( )+yc)< (+) _> (é.(-‘r) +Vv)< (+) 5) +Sli )( E} )k _ 5) — 5 , (B16b)
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1 — — 1 — 1 Ye = Vv
S +87 +n)(m =5 ) = (S +r) o= ) +87(ml = 5 ) = , (B16¢)
2 ’ 2 ’ 2 2
_ 1 _ _ 1 1 Vo — Ve
(s e (D) - e (- D) e () = TS e
2 ’ 2 ’ 2 2
where the effective Rabi frequency and pairing amplitude are given by
Sn2 . &2
N )
T el (B17)
€ix (3 +n5) T2
Al
5 = — ’1"| — (B18)
€+ (5 +np) T2
respectively. The resulting equations can be rewritten in a matrix form,

§(+) 8(+) + v, §(+) 0 81i+) n(u-ji() _ % |

§(+) §(+) 8( ) + % 81((_) 0 nﬁ() _ % 1 —1
-) (=) 4 5 © @ _1|=30e—wm (B19)

0 S e +o  +w — Ve Mk~ 2 1

Sl(j) 0 é‘_k — Vv i;) + 5](:_) + v nii_)k - %

Here, we are mainly interested in studying the onset of the SC
phase transition, which implies that we can ignore the pairing
amplitude in the above equations so that the matrix on the left
becomes block diagonal. In the limit where the effective Rabi

(

Let us further assume that ng = 0, which results in y, =0
and y. = 1. In this limit, it is evident that we can have an
effective SC population inversion around one of the valleys

frequency around the —K valley, i.e., @\, is negligible, after because
using the conservation of the particle densities in the valence ! )
and conduction bands of the two valleys separately (n('” R N i (B24)
) vk Tetk T (2 1)
" = 1), these probability populations become k
&5 Ve = Vo 1 1
Mok =5 ™ : (B20) 1—n ) =W~ oy B25
? 226" + v+ ve) vk ek 20 2026 +1) (B25)
A A (B21)
2 2(2§ + v+ Vc) We should hint that in the weak-drive limit, the right-hand side
1(1—)1( =1, (B22) reduces to +§l£+) and —¢, ‘) More generally, after defining
’ the interband pairing population, ”(7)1( =1-n" — i "li, we
E,—)k =0. (B23) have *
|
-1 1 1
+) — (+) =)
nep=1—-nt —n" = - , (B26)
sc.k k —k 2(1 + 2np) <2§l§+) +1 24{1) 4 1)
1 1 1
=) — =) (+)
no.=1—n —n = — , B27
sc.k v,—k ¢,k 2(1 + 2np) <2§l§+) +1 2;5;) + 1) ( )

where we have used the fact that at every momentum we have
(+) L t+n ( = 1. These equations lead to the linearized gap
equatlon m the main text.

Finally, in deriving the final form of the gap equation from
the mean-field solution, we note that in dissipative superfluid
or superconducting systems, in general it is possible that the
condensate attains a time dependence [55]. Let us decom-
pose the total Hamiltonian into its system and system-bath
components H = H; + H,.;,, where the former has kinetic and
interaction contributions as Hy = Hy + Hjy. After integrating
out the reservoir degrees of freedom the effective Hamilto-
nian that is obtained for the system’s degrees of freedom is
quadratic and non-Hermitian. Therefore the total quadratic

(

Hamiltonian that is obtained from summing this contribution
and H; would be non-Hermitian, too. Consequently, if we try
to use the corresponding non-Hermitian free energy to find
saddle-point solutions, it would lead to inconsistency as the
contributions of the quadratic terms are non-Hermitian while
those of the interaction terms are Hermitian. This problem
is solved by using the Keldysh action, which has a forward
and backward temporal contour such that by differentiating
between the retarded, advanced, and Keldysh Green’s func-
tions, the Hermiticity of the action is always built into it. The
detailed Keldysh calculation is explained in Ref. [3]. In the
limit where the dissipation rate is small, this result agrees with
the modified mean-field approximation.

023039-8
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2. Fermionic bath

Here, we show that we can obtain similar results with a
fermionic bath at a fixed temperature T,

Hy =" wo(K)b) \bak:
k,o

(B28)

where o = {v, c}. We consider a system-bath coupling which
allows the exchange of particles between the system and the

reservoir,

Hyp =Y ta(®)[clbox + b4l ] (B29)
k,o

Starting with the system-bath coupling term, we assume a
thermal Fermi-Dirac distribution for the bath degrees of free-
dom (DOFs) at temperature 7', so that these DOFs can be
traced out. After applying the RWA and eliminating the os-
cillating terms, we arrive at the following master equation for
the density matrix of the driven semiconductor:

J

dps(t) = —ilHy(®), psl + Y Tulk)(nh LIch o5 + (1 =k, )L[ch]ps).

KkK,a=v,c

(B30)
where ng’k = nf (€4 k) is the Fermi-Dirac distribution. The decay rates I'y (k) = 27 >, |ta|2v(ea,k)ugj(u2‘wk, where v(e) repre-
sents the density of states of the bath’s electrons at energy €.

For the pairing amplitude between the valence ¢ = v and conduction band « = c, this yields

nt .t

O skly = tr(CC,kCU,karP) = i(eck + €uk)Sk- (B31)

For the Lindbladian part we get

3,0 = %Faﬂng (tr([CZ,k, é]CZTk'O) + tr(CZ,k[@’ CZTk]p)) + %Faﬂ(l - ”aF)(tr([CZ,Tk’ @]Cg,kp) + tr(CZTk[@’ C,Z,k]p))’ (B32)

where we have used the creation and annihilation operators in the rotating frame. Consequently, we can assume that oscillating
terms in the rotating frame can be ignored. This way, we can time average over the Lindbladian, which results in considering
only the diagonal terms in the above with @ = .

3 Olrw = %ang (tr([cg,k’ @]CZTkp) + tr(CZ,k[@, CZHk]p)) + %Faa(l - ”g)(tr([cgk’ @]CZ,kp) + tr(CZ,Tk[@’ CZ,k]p))‘

(B33)
Without loss of generality, in the rest of this section, we assume momentum-independent dissipation rates, and we label its

diagonal components as I',. The terms obtained from expanding the right-hand side are similar to the terms obtained in the
bosonic case. The final result of this expansion reads

)y = —i(Q — i o +i(Q + iy oy +iALsg — iATs = Ty(n) , =y ), (B34a)
= i(Q, — iR ol —i(Q, + i Yoy + AL — AT s = Te(n]y —nly), (B34b)
1
doy = i(eck — €k — oy —i(Q, — i ) (nl, —nl ) — 7(Te+ I')oy, (B34c)
1
sy = —i(ck + €vp)sy — iDL (n) +n " —1) — 7T+ T'y)sy, (B344)

where as before we have ignored the terms which are relevant in exciton formation. Next, we derive the steady-state solution by
assuming constant densities and pairing amplitudes in the rotating frame. We start by obtaining the equations for the anomalous
pairing,

1 U -0
Ayl - Mk — ”c.—k)

€k — %Ft

) (B35)

T _
S =

where we have defined € x = €.x +€,x and I =I'. 4+ T',. In the next step, we consider the EOM for the polarization
Gk’

a" _ (le,x - lle,y) (”Z,k - ”Z,k)

k= eox + 1T, ’ (B30)

where we have defined €4 x = €.k — €, x — w. Inserting these two equations in the occupation probabilities, we get
0=/ (nly — ) +8(1—nyy —n ") — vl — Myx)s (B37a)
0=—¢/(n)y — ”Zk) +8,"(1 - n, Ly = ”Z]k) = ve(nly = ”Zk)* (B37b)
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where the effective Rabi frequency and the effective pairing amplitudes are

Q.+ O
glf == B (B38)
(Gazl,k + %th)
|ALI?
8]'1 =X (B39)
(etz.k + }TF})
As in the bosonic case, we need to solve four equations simultaneously,
@+ 87+ )y = 3) = 67 (N = 3) + 857 (0 — 3) = vl — 3)s (B40a)
@0+ 30— ) =800 = D000 - ) = bt 1), (B4
@5+ 8+ v 3 =3) =5 (02— 5) 87 (Y = 3) = v(nf o — 3)s (B40c)
G0+ 80 + 1 3~ EL 00 — )+ 80 — 5 = vl — ) (B40d
where I, =Ty, + I'¢, ¥ = [ /T". We can rewrite these equations in a matrix form,
+) 1
LR E T N G AR P
§ &+ 81( + Ve 81; 0 nex =2 | _ yﬁ(nc.k - 51) (B41)
0 T L T U | P B A
5" 0 —) Qo 4y n =4 venf _ = 3)

In general, one needs to invert the matrix on the left to find the solutions for the occupation probabilities. As the first step,
we consider the linearized gap equation where we only consider the solutions of the above equation in the zeroth order of Ag.
Furthermore, we consider the zero-temperature limit where ni’v/ =0, 1, where A(:k) = 0 for k around the K’ Dirac cone. This

yields

(+) (=) ()
) (- ) _ yvyc(ycé- — Vi ) ( )/U)§ é’
n+n — 1= —5 5 + O(A?), (B42)
(e + vve + &) (el + vove + v0tY)
5, () (=) (+)
D 41— J/m(yc;“_ VU§(+)) (<+) )5 b o, B43)
(Vc _ )+ YoVe + Vol )(Vc§ + Vo¥e + Vo8 )

We can further simplify these relations in the limit that the
Rabi frequency around the K’ point is negligible,

(+) (=)

N NS O . M. = PP
Vo + V) +Hvern Ve
(+) (=)

R ) 1 Vol _ Sk (pas)

W+ 18 +veve W

The above relations can be employed for the interband pairing,
which can be used to derive the gap equation. To perform this

J

t

task, we need to write the self-consistency definition of mean-
field order parameter. The result of this calculation yields

€k .
=2 g rgreatle (34O
where we have used the definition n ek = =1- ”u w — . k, As

in the bosonic bath case, we can see that this equation can only
be satisfied around one of the valleys, which for our choice of
the laser’s polarization will be the K valley. Therefore we can
drop the valley index and rewrite this equation as

Vc§(+)

— Gl‘k/
= O

Kk’

Since the only difference between this gap equation and the
gap equation in the bosonic bath case is in the effective value
of ngc «» We can use the same ansatz for the pairing amplitude
as before,

AD" = gt fO A,

(B48)

Using this ansatz, we can evaluate the critical value of the
coupling constant g numerically. After employing the same

Vo + 76 + ver

B47)

(=)
_ S Ay
Ye
t

integration method, we obtain a similar behavior for g. as a
function of the frequency of the pump, and we observe that
a transition from a s-wave SC pairing to a p-wave pairing is
possible. This shows that the phenomenon we observe is due
to the specific form of the electron-electron interaction that
we engineer and independent of the type of bath that we use
in our model.
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APPENDIX C: CHIRAL EDGE STATES

Here, we investigate the possibility of having protected
edge states which can carry supercurrent for our system [58].
In particular, we study the possibility of having localized
modes in the presence of a hard-wall boundary which is par-
allel to § which requires the wave function to vanish at x = 0.

We assume that we are in the regime where the SC pairing
order parameter has acquired a significant value and is no
longer negligible as we previously imagined in the course
of obtaining the dominant form of the SC order parameter.
Besides, we recall that the main effect of the dissipation in
our system is to allow the formation of out-of-equilibrium
steady states where pairing is possible for electrons around
the resonant ring corresponding to momentum k =~ k, + JKk,
where |6K| < |K,|. Similar to our calculations in the main text,
this goal is achievable with a relatively small value of the
system-bath coupling. Therefore, for our purpose, which is to
study the topological properties of the system after reaching
this state, we can ignore the system-bath coupling and only
consider the Hermitian terms of the effective Hamiltonian in
our system.

In the rotating frame the kinetic energies of the valence and
conduction bands around the two valleys are

y w
€ pan=n+a(d—3). (1)

where on the right we set « = =1, which corresponds to the
conduction and valence band energies, respectively. Corre-
spondingly, the second-quantized form of the kinetic term
reads Hy = ), ea,kcgjfkcgvk. Up to quadratic order, dyx ~
m—+ %(v2 — 2mk).

For states with momentum close to resonant momentum

1 [ w?—4m? ~ @ k,-dk 2
kr =3\ e we get dk,+5k ~ 5 + P (U — 2m/() Us-
|

€0k JAV
A —€ck
Hior = Ok _Q(‘H _;_ -Q(-‘r)
=) ) —ox T8y
Qk!x + le,y 0

ing this approximation, the kinetic energies read

~2
€l = o+ @k, Ok, (©2)

where 92 = v? — 2mui. The light-induced modification of the
band structure is implemented through the Rabi vectors in the
two valleys Slﬁ as found in Egs. (A3) and (A4). To simplify
our study, we consider k, = 0. The resonance surface is re-
duced to the resonance points at k, = £k,X. Without loss of
generality we also set the band curvature to zero (¢ = 0). The
magnitude of the Rabi vectors then reads as

2(1,2
) v (kr + 2kr,x6kx) (=)
o = (1= e 9k
v2
= 5 (k7 + 2k k) Q, ©

where Q¢ = eAgv.

We note that after thermalization, the pairing obtains a
finite value in the basis above where the kinetic energies are
diagonalized. Thus, as the next step, we add the Bogoliubov—
de Gennes (BdG) pairing Hamiltonian of the system to the
Hamiltonian above.

Next, we transform the pairing Hamiltonian of the system
in the momentum space in the mean-field limit where Af(_) =

Ay is finite and A{(‘H is vanishing. The pairing Hamiltonian is

Hsc =Y Agcl hetPh + He, (C4)
k

where the superconducting order parameter Ax = Ag(k,
iky) corresponds to a chiral p wave. As outlined above, we
initially consider k, = 0.

The sum of the kinetic and pairing Hamiltonian can be
combined in a BAG form, Hiot = ), ‘IIEHmt‘IIk, by using the
four-component spinor U= (cifk)T c£+_)k c§+_)k c&ﬁ).
The corresponding first-quantized Hamiltonian has the form

We first consider the limit where the pairing amplitude is vanishing in the Hamiltonian above, Hyin, = Hsc|a=o,

€y.k 0
0 —€ck
Hiin = +) "
0 —Q_k,x +iQ
Q) +iey) 0

(=) ‘o)
o) 0 () e Ble’y
TN kx l —k,y (CS)
_Ev,k 0
0 €ck
=) _:o0-=)
0 Qs — zSZkJ
—Q(+) _ iQ(+) 0
—k,x —k,y (C6)
—€yk 0
0 €ck

Due to the block-diagonal structure of the Hamiltonian, we can diagonalize it by applying a simple rotation. The eigenenergies

at the two valleys are

1/2

&l =Caxt (g +92F) 7

. . ~ 2
which around the resonance surface can be approximated as € , = €, = Q). Thus we define

(1,2) __ (+)
EY = p+ Q)

ECY = p+Q. (C8)
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The required rotation can be obtained by finding the eigenstates of the above Hamiltonian around the resonant region,

1 1 1 1
1|0 1 0 1|0 1 0
My _ e = L e®) = — . M) = — : 9
ai=l o | wI= o | =g o | =351 0 ©
el Qlt _el Qr{r el Q]: _el Ql;

where we have defined 6,

= tan"(Q] J/ Q) ) and used ", = Q]. Now, we can rewrite the original Hamiltonian, Hsc, in
this rotated basis,

n+ 0 Ag/2 Ak /2
. 0 — QP Ax/2 Ax/2
- w X k/ . K/ (C10)
A;)2 AL - QL 0
ALJ2 AL/2 0 -+ Q)

We can rewrite this Hamiltonian in a more compressed way by introducing the Pauli matrices for the intravalley and intervalley
matrix elements denoted by o; and t;, respectively, where i = {0, x, y, z}. Using this notation, the rotated Hamiltonian becomes
5 Q(+) Q(_) Q(+) _ Q(_)
Htotz% b _; ) 0.7+ k ) ) 0;70-

Since this Hamiltonian is a 4 x 4 matrix which is difficult to analytically diagonalize, we start by studying a modified version
of this Hamiltonian where the 4 S£00T, term is vanishing. As we will show later, this is viable because part of the Hamiltonian
hosts protected topological edge states when the pairing has a chiral p-wave structure. In the presence of this term, in general
the edge states can hybridize with the bulk states which are away from the resonance points. However, since the occupation of
Cooper pairs is negligible away from the resonance points, in our nonequilibrium setting the hybridization of bulk states will be
negligible. Hence, in the following, we consider the following Hamiltonian:

Ay Ql(:r) + Ql(;) ij) _ Ql((*)

—— 0Ty + UOQT;, + ————— 0T, + ——————0;7p.
2 2 2

We can easily verify that since this Hamiltonian commutes with the matrix o,7,, the two matrices can be simultaneously

diagonalized. The latter matrix has eigenvalues of £1, and therefore we can diagonalize H.¢ in the =1 sectors of o, 7,.

(a)+1 sector. Let us first consider the 41 sector by inserting k, = k,., + 8k,. To translate the momentum-space Hamiltonian
to the real space, we insert 6k, — —id,. Here, we can introduce the following relevant eigenstates: |1) = |0, = 1,7, = 1) and
|2) = |o, = —1, t, = —1). To simplify our notation, we introduce the Pauli matrices &; in the space of |1, 2) states. After using
Eq. (C3) the resulting Hamiltonian becomes

(0x + 00)Tx + pooT; + (C11)

Hesr = (C12)

Q() 2](2 Uzkr,XQo(Sk Ak
Herr =z + =60 + ( o )Qofz TE 5 &
T VR v o Doy )
BTN w2 T 2 ) 2

(

Let us denote the eigenstates of this Hamiltonian by |y). Next,
we apply a gauge transformation |) — |/') = e” ¥ |yr),
where we choose y such that the constant terms in the brackets
above will cancel each other. This gives

_mzﬂ"' (1- 1;:23)90

Cl4
UzkrnyQ ( )
After this insertion our Hamiltonian becomes
iv k,xa Ay,
H/eff = QO“;:Z —Qoéz Ex- (C15)
m? 2
This Hamiltonian has a localized eigenstate given by
Ak m2
‘(X)) = M, = —1), A = — ) Cl6
[ (x)) = ™ ny ) K, % 125% (Cl6)

Since this eigenstate vanishes at x — oo, it satisfies the
boundary condition for a semi-infinite strip geometry with a
boundary at x = 0 and extended along x — —oo.

In a geometry where we impose hard-wall boundary condi-
tions, the wave function should vanish at x = 0. Hence, under
such conditions the wave functions with momenta around
the two resonance points k, = k, and k, = —k, are super-
posed. To obtain the localized wave functions with momentum
around k = —k,X, we notice that due to the odd parity of the
SC order parameter, A_x, = —Ay , we have A_x, = —Ak, and
¥ x = % More importantly, we should note that the spinor of
the localized state at —k; is the same as the spinor of the state
at k,, namely, |§, = —1). Thus we can build a superposition
of the states with opposite momenta k, and —k,, to form a
state which vanishes at x = 0 and decays exponentially for
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x — —oo0 according to

) = sin(y,x)e™ €, = —1) = sin(y,X)e

Ak,

ox=1,n=1)—lilox = =1, e = —1)) (C17)

and whose energy is Ey = €2/2. This state is the only localized state on the x = 0 boundary, which originates from the +1

sector which corresponds to 7,0, = 1.

(b)—1 sector. In the other sector we project the Hamiltonian to the subspace where 7,0, = —1. This subspace is spanned

by the following states: |3) = |o, = 1, 1, = —1) and |4) = |o;

—1, 7, = 1), where as before we use &;’s to denote the Pauli

matrices in this basis. Consequently, the Hamiltonian required for the Volovik approach becomes

Qo
Hett = — &, — 750 + <1

——750+[—M+( -

2k2

C2m?

) QOEZ + 2
m

vzkr2 ivzk,,xax A,
m - T 5 QO EZ + _EX’

2
vk, Q06k Ak,
xR a0 xsz k, Sx

: (C18)

m 2

which should be compared with Eq. (C13). As before we apply a phase shift to the wave function as [) — |¢/) = e~ ¥ |yr).

The required phase is given by

/

)M+ (1- 2?5)90

Yk, =M

r

Uzkr,x QO

(C19)

Similar to the +1 sector, we can find a localized state around x = 0, by superposing the localized states in the vicinity of k, and

—K,. The final resulting state is

[y') = sin(y ) [&, = 1) = sin(y, ) (oo =1, 7. = 1)+ ilo,= -1, .= 1)),

whose energy is —2y/2.

The analysis above demonstrates that in the absence of
the matrix t,0( in the Hamiltonian H.s, we have two chiral
localized states on the edge with energies (. To show
that the states are chiral with opposite chirality, we need to
consider small momentum k, parallel to the x = 0 edge. Such
small momentum corresponds to the addition of a term of
the form Agk,7.0,. One can readily see that the edge states
|¥) and |¢') are eigenstates of k,7.0, with eigenvalue %1,
correspondingly. As a result, they disperse linearly with par-
allel momentum with opposite velocities and form oppositely
chiral supercurrents.

Now the presence of pairing elements associated with 09
in general can mix the corresponding eigenstates in the two
sectors. This can be easily shown by evaluating the matrix
elements of 7,0y between the localized states and continuum
states in the two sectors. For large system sizes due to the

J

|W(Sk,)) = sin(yix)([esk, + V2m?k,Qllox = 1, 7o = 1) £ Axloy = —1, 7o = —1))/v/N,

W' (8k,)) = sin(yy ) ([est, + V02mk,Qlloy = 1, T = —1) £ Aglo, = —1, 7, = 1))/VN,

where N = [e5, + \/ﬁmzk,Qo]z + Aﬁ is the normalization
factor. As discussed above, 7,09 mixes the two sectors (both
for localized and continuum states). Since y and y’ for
nonzero 1 and k, are independent, the matrix elements be-
tween states from the two sectors (localized or continuum)
vanishes. As a result, the projection of the 7,0¢ term into the
states close to the resonance vanishes, and these terms do
not contribute to the effective Hamiltonian close to resonant
momenta.

(C20)

(

exponential decay of the localized states at the boundaries,
the hybridization of the localized states from different sectors
is negligible. However, we should still consider the possibility
of the hybridization of the localized states of one sector with
the bulk states of the other sectors. To answer this question,
let us first find the functional form of the bulk states. Here, we
only consider the +1 sector, and the bulk states of the other
sector can be obtained in a similar manner. The eigenvalues
are conveniently obtained by diagonalizing the corresponding
Hamiltonian, which (for the two sectors) gives

Q 2%, Q0\*
EGD = 70 i\/AﬁJr (U p °> 8K2,

(C21)
Q 2k, '\
ECD = %0 j:\/Aﬁ + (v °> sk (C22)
2 m? *
The associated eigenstates are
(C23)
(C24)

(

However, as mentioned previously, these matrix elements
are negligible because in order to match the traveling com-
ponent of the corresponding localized states and bulk states
with different momenta, we need to incorporate states with
momenta largely different from the resonant momentum.
Consequently, since such states do not contribute to su-
perconductivity, their corresponding matrix elements can be
ignored.

023039-13



DEHGHANI, HAFEZI, AND GHAEMI

PHYSICAL REVIEW RESEARCH 3, 023039 (2021)

[1] V. M. Galitsky, S. P. Goreslavsky, and V. F. Elesin, Electric and
magnetic properties of a semiconductor in the field of a strong
electromagnetic wave, Sov. Phys. JETP 30, 117 (1970).

[2] V. M. Galitsk, V. F. Elesin, D. A. Kirzhnits, Y. V. Kopaev, and
R. K. Timerov, Feasibility of superconductivity in nonequilib-
rium systems with repulsion, Sov. Phys. Usp. 16, 941 (1974).

[3] G. Goldstein, C. Aron, and C. Chamon, Photoinduced su-
perconductivity in semiconductors, Phys. Rev. B 91, 054517
(2015).

[4] D. N. Langenberg, Nonequilibrium Superconductivity (North-
Holland, Amsterdam, 1986).

[5] T. Oka and H. Aoki, Photovoltaic Hall effect in graphene, Phys.
Rev. B 79, 081406(R) (2009).

[6] T. Kitagawa, E. Berg, M. Rudner, and E. Demler, Topological
characterization of periodically driven quantum systems, Phys.
Rev. B 82, 235114 (2010).

[7]1 N. H. Lindner, G. Refael, and V. Galitski, Floquet topological
insulator in semiconductor quantum wells, Nat. Phys. 7, 490
(2011).

[8] J. Cayssol, B. Déra, F. Simon, and R. Moessner, Floquet topo-
logical insulators, Phys. Status Solidi RRL 7, 101 (2013).

[9] M. C. Rechtsman, J. M. Zeuner, Y. Plotnik, Y. Lumer, D.
Podolsky, F. Dreisow, S. Nolte, M. Segev, and A. Szameit,
Photonic Floquet topological insulators, Nature (London) 496,
196 (2013).

[10] P. M. Perez-Piskunow, G. Usaj, C. A. Balseiro, and L. E. F. F.
Torres, Floquet chiral edge states in graphene, Phys. Rev. B 89,
121401(R) (2014).

[11] H. Dehghani, T. Oka, and A. Mitra, Dissipative Floquet topo-
logical systems, Phys. Rev. B 90, 195429 (2014).

[12] P. Titum, E. Berg, M. S. Rudner, G. Refael, and N. H.
Lindner, Anomalous Floquet-Anderson Insulator as a Nonadia-
batic Quantized Charge Pump, Phys. Rev. X 6, 021013 (2016).

[13] H. Kim, H. Dehghani, H. Aoki, I. Martin, and M. Hafezi, Op-
tical imprinting of superlattices in two-dimensional materials,
Phys. Rev. Research 2, 043004 (2020).

[14] J. W. Mclver, B. Schulte, F.-U. Stein, T. Matsuyama, G. Jotzu,
G. Meier, and A. Cavalleri, Light-induced anomalous Hall ef-
fect in graphene, Nat. Phys. 16, 38 (2020).

[15] W. Hu, S. Kaiser, D. Nicoletti, C. R. Hunt, I. Gierz, M. C.
Hoffmann, M. Le Tacon, T. Loew, B. Keimer, and A. Cavalleri,
Optically enhanced coherent transport in YBa,Cu3;Oss by
ultrafast redistribution of interlayer coupling, Nat. Mater. 13,
705 (2014).

[16] S.-L.Zhang, L.-J. Lang, and Q. Zhou, Chiral d-Wave Superfluid
in Periodically Driven Lattices, Phys. Rev. Lett. 115, 225301
(2015).

[17] M. Mitrano, A. Cantaluppi, D. Nicoletti, S. Kaiser, A. Perucchi,
S. Lupi, P. Di Pietro, D. Pontiroli, M. Ricco, S. R. Clark, D.
Jaksch, and A. Cavalleri, Possible light-induced superconduc-
tivity in K3Cgo at high temperature, Nature (London) 530, 461
(2016).

[18] H. C. Po, L. Fidkowski, T. Morimoto, A. C. Potter, and A.
Vishwanath, Chiral Floquet Phases of Many-Body Localized
Bosons, Phys. Rev. X 6, 041070 (2016).

[19] S. Kitamura and H. Aoki, n-pairing superfluid in periodically-
driven fermionic Hubbard model with strong attraction, Phys.
Rev. B 94, 174503 (2016).

[20] M. Babadi, M. Knap, I. Martin, G. Refael, and E. Demler,
Theory of parametrically amplified electron-phonon supercon-
ductivity, Phys. Rev. B 96, 014512 (2017).

[21] H. Dehghani and A. Mitra, Dynamical generation of super-
conducting order of different symmetries in hexagonal lattices,
Phys. Rev. B 96, 195110 (2017).

[22] D. M. Kennes, M. Claassen, M. A. Sentef, and C. Karrasch,
Light-induced d-wave superconductivity through Floquet-
engineered Fermi surfaces in cuprates, Phys. Rev. B 100,
075115 (2019).

[23] M. Claassen, D. M. Kennes, M. Zingl, M. A. Sentef, and A.
Rubio, Universal optical control of chiral superconductors and
Majorana modes, Nat. Phys. 15, 766 (2019).

[24] H. Dehghani, Z. M. Raines, V. M. Galitski, and M. Hafezi,
Optical enhancement of superconductivity via targeted de-
struction of charge density waves, Phys. Rev. B 101, 224506
(2020).

[25] O. Hart, G. Goldstein, C. Chamon, and C. Castelnovo, Steady-
state superconductivity in electronic materials with repulsive
interactions, Phys. Rev. B 100, 060508(R) (2019).

[26] S. Porta, L. Privitera, N. T. Ziani, M. Sassetti, F. Cavaliere,
and B. Trauzettel, Feasible model for photoinduced interband
pairing, Phys. Rev. B 100, 024513 (2019).

[27] N. Read and D. Green, Paired states of fermions in two di-
mensions with breaking of parity and time-reversal symmetries
and the fractional quantum Hall effect, Phys. Rev. B 61, 10267
(2000).

[28] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Chiral topological
superconductor from the quantum Hall state, Phys. Rev. B 82,
184516 (2010).

[29] C. H. Lee, W. W. Ho, B. Yang, J. Gong, and Z. Papi¢, Floquet
Mechanism for Non-Abelian Fractional Quantum Hall States,
Phys. Rev. Lett. 121, 237401 (2018).

[30] A. Ghazaryan, T. Gra3, M. J. Gullans, P. Ghaemi, and M.
Hafezi, Light-Induced Fractional Quantum Hall Phases in
Graphene, Phys. Rev. Lett. 119, 247403 (2017).

[31] Z.-P. Cian, T. Grass, A. Vaezi, Z. Liu, and M. Hafezi, Engineer-
ing quantum Hall phases in a synthetic bilayer graphene system,
Phys. Rev. B 102, 085430 (2020).

[32] M. Kawaguchi, S. Kuroda, and Y. Muramatsu, Electronic
structure and intercalation chemistry of graphite-like layered
material with a composition of BC¢N, J. Phys. Chem. Solids
69, 1171 (2008).

[33] W. Choi, N. Choudhary, G. Han, D. Akinwande, and Y.
Lee, Recent development of two-dimensional transition metal
dichalcogenides and their applications, Mater. Today 20, 116
(2017).

[34] Q. H. Wang, K. Kalantar-Zadeh, A. Kis, J. N. Coleman,
and M. S. Strano, Electronics and optoelectronics of
two-dimensional transition metal dichalcogenides, Nat.
Nanotechnol. 7, 699 (2012).

[35] X. Xu, W. Yao, D. Xiao, and T. F. Heinz, Spin and pseudospins
in layered transition metal dichalcogenides, Nat. Phys. 10, 343
(2014).

[36] E. G. C. P. van Loon, M. Rosner, G. Schonhoff, M. L
Katsnelson, and T. O. Wehling, Competing Coulomb and
electron—phonon interactions in NbS,, npj Quantum Mater. 3,
32 (2018).

023039-14


https://doi.org/10.1070/PU1974v016n06ABEH004112
https://doi.org/10.1103/PhysRevB.91.054517
https://doi.org/10.1103/PhysRevB.79.081406
https://doi.org/10.1103/PhysRevB.82.235114
https://doi.org/10.1038/nphys1926
https://doi.org/10.1002/pssr.201206451
https://doi.org/10.1038/nature12066
https://doi.org/10.1103/PhysRevB.89.121401
https://doi.org/10.1103/PhysRevB.90.195429
https://doi.org/10.1103/PhysRevX.6.021013
https://doi.org/10.1103/PhysRevResearch.2.043004
https://doi.org/10.1038/s41567-019-0698-y
https://doi.org/10.1038/nmat3963
https://doi.org/10.1103/PhysRevLett.115.225301
https://doi.org/10.1038/nature16522
https://doi.org/10.1103/PhysRevX.6.041070
https://doi.org/10.1103/PhysRevB.94.174503
https://doi.org/10.1103/PhysRevB.96.014512
https://doi.org/10.1103/PhysRevB.96.195110
https://doi.org/10.1103/PhysRevB.100.075115
https://doi.org/10.1038/s41567-019-0532-6
https://doi.org/10.1103/PhysRevB.101.224506
https://doi.org/10.1103/PhysRevB.100.060508
https://doi.org/10.1103/PhysRevB.100.024513
https://doi.org/10.1103/PhysRevB.61.10267
https://doi.org/10.1103/PhysRevB.82.184516
https://doi.org/10.1103/PhysRevLett.121.237401
https://doi.org/10.1103/PhysRevLett.119.247403
https://doi.org/10.1103/PhysRevB.102.085430
https://doi.org/10.1016/j.jpcs.2007.10.076
https://doi.org/10.1016/j.mattod.2016.10.002
https://doi.org/10.1038/nnano.2012.193
https://doi.org/10.1038/nphys2942
https://doi.org/10.1038/s41535-018-0105-4

LIGHT-INDUCED TOPOLOGICAL SUPERCONDUCTIVITY ...

PHYSICAL REVIEW RESEARCH 3, 023039 (2021)

[37] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University Press, Oxford, 2002).

[38] There are additional contributions in the Cooper channel which
are proportional to the overlap of the valence and conduction
Bloch wave functions at close momenta. Due to the orthog-
onality of the valence and conduction band eigenstates these
contributions are negligible.

[39] A. Srivastava and A. Imamoglu, Signatures of Bloch-Band
Geometry on Excitons: Nonhydrogenic Spectra in Transition-
Metal Dichalcogenides, Phys. Rev. Lett. 115, 166802 (2015).

[40] J. Zhou, W.-Y. Shan, W. Yao, and D. Xiao, Berry Phase Mod-
ification to the Energy Spectrum of Excitons, Phys. Rev. Lett.
115, 166803 (2015).

[41] M. O. Scully and M. S. Zubairy, Quantum Optics (Cambridge
University Press, Cambridge, 1997).

[42] Y. Yamamoto and A. Imamoglu, Mesoscopic Quantum Optics
(John Wiley, New York, 1999).

[43] C.-R. Hu, Midgap Surface States as a Novel Signature for
d?-x2-Wave Superconductivity, Phys. Rev. Lett. 72, 1526
(1994).

[44] P. Ghaemi, F. Wang, and A. Vishwanath, Andreev Bound States
as a Phase-Sensitive Probe of the Pairing Symmetry of the Iron
Pnictide Superconductors, Phys. Rev. Lett. 102, 157002 (2009).

[45] W. Wang, S. Kim, M. Liu, E. A. Cevallos, R. J. Cava, and N. P.
Ong, Evidence for an edge supercurrent in the Weyl supercon-
ductor MoTe,, Science 368, 534 (2020).

[46] C. Elias, P. Valvin, T. Pelini, A. Summerfield, C. J. Mellor, T. S.
Cheng, L. Eaves, C. T. Foxon, P. H. Beton, S. V. Novikov, B.
Gil, and G. Cassabois, Direct band-gap crossover in epitaxial
monolayer boron nitride, Nat. Commun. 10, 2639 (2019).

[47] K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz, Atomically
Thin MoS;: A New Direct-Gap Semiconductor, Phys. Rev. Lett.
105, 136805 (2010).

[48] A. Raja, A. Chaves, J. Yu, G. Arefe, H. M. Hill, A. F. Rigosi,
T. C. Berkelbach, P. Nagler, C. Schiiller, T. Korn, C. Nuckolls,

J. Hone, L. E. Brus, T. E. Heinz, D. R. Reichman, and A.
Chernikov, Coulomb engineering of the bandgap and exci-
tons in two-dimensional materials, Nat. Commun. 8, 15251
(2017).

[49] D. Kozawa, R. Kumar, A. Carvalho, K. Kumar Amara, W.
Zhao, S. Wang, M. Toh, R. M. Ribeiro, A. H. Castro Neto, K.
Matsuda, and G. Eda, Photocarrier relaxation pathway in two-
dimensional semiconducting transition metal dichalcogenides,
Nat. Commun. 5, 4543 (2014).

[50] D. A. Abanin, W. De Roeck, and F. Huveneers, Exponentially
Slow Heating in Periodically Driven Many-Body Systems,
Phys. Rev. Lett. 115, 256803 (2015).

[51] T. Mori, T. Kuwahara, and K. Saito, Rigorous Bound on En-
ergy Absorption and Generic Relaxation in Periodically Driven
Quantum Systems, Phys. Rev. Lett. 116, 120401 (2016).

[52] K. I. Seetharam, C.-E. Bardyn, N. H. Lindner, M. S. Rudner,
and G. Refael, Controlled Population of Floquet-Bloch States
via Coupling to Bose and Fermi Baths, Phys. Rev. X 5, 041050
(2015).

[53] K. I. Seetharam, C.-E. Bardyn, N. H. Lindner, M. S. Rudner,
and G. Refael, Steady states of interacting Floquet insulators,
Phys. Rev. B 99, 014307 (2019).

[54] A. Mitra, Dissipative and nonequilibrium effects near a
superconductor-metal quantum critical point, Phys. Rev. B 78,
214512 (2008).

[55] M. H. Szymariska, J. Keeling, and P. B. Littlewood, Nonequi-
librium Quantum Condensation in an Incoherently Pumped
Dissipative System, Phys. Rev. Lett. 96, 230602 (2006).

[56] Q. Yang, Z. Yang, and D. E. Liu, Intrinsic dissipative Floquet
superconductors beyond mean-field theory, arXiv:2009.08351.

[57] S. Brem, M. Selig, G. Berghaeuser, and E. Malic, Exci-
ton relaxation cascade in two-dimensional transition metal
dichalcogenides, Sci. Rep. 8, 8238 (2018).

[58] X.-L. Qi and S.-C. Zhang, Topological insulators and supercon-
ductors, Rev. Mod. Phys. 83, 1057 (2011).

023039-15


https://doi.org/10.1103/PhysRevLett.115.166802
https://doi.org/10.1103/PhysRevLett.115.166803
https://doi.org/10.1103/PhysRevLett.72.1526
https://doi.org/10.1103/PhysRevLett.102.157002
https://doi.org/10.1126/science.aaw9270
https://doi.org/10.1038/s41467-019-10610-5
https://doi.org/10.1103/PhysRevLett.105.136805
https://doi.org/10.1038/ncomms15251
https://doi.org/10.1038/ncomms5543
https://doi.org/10.1103/PhysRevLett.115.256803
https://doi.org/10.1103/PhysRevLett.116.120401
https://doi.org/10.1103/PhysRevX.5.041050
https://doi.org/10.1103/PhysRevB.99.014307
https://doi.org/10.1103/PhysRevB.78.214512
https://doi.org/10.1103/PhysRevLett.96.230602
http://arxiv.org/abs/arXiv:2009.08351
https://doi.org/10.1038/s41598-018-25906-7
https://doi.org/10.1103/RevModPhys.83.1057

