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The performance of different versions of the discrete random walk models in turbulent
flows with nonuniform normal root-mean-square (RMS) velocity fluctuations and turbu-
lence time scales were carefully investigated. The OpenFOAM v2 ! f low Reynolds num-
ber turbulence model was used for evaluating the fully developed streamwise velocity
and the wall-normal RMS velocity fluctuations profiles in a turbulent channel flow. The
results were then used in an in-house MATLAB particle tracking code, including the drag
and Brownian forces, and the trajectories of randomly injected point-particles with diam-
eters ranging from 10 nm to 30 lm were evaluated under the one-way coupling assump-
tion. The distributions and deposition velocities of fluid-tracer and finite-size particles
were evaluated using the conventional-discrete random walk (DRW) model, the modified-
DRW model including the velocity gradient drift correction, and the new improved-DRW
model including the velocity and time gradient drift terms. It was shown that the
conventional-DRW model leads to superfluous migration of fluid-point particles toward
the wall and erroneous particle deposition rate. The concentration profiles of tracer par-
ticles obtained by using the modified-DRW model still are not uniform. However, it was
shown that the new improved-DRW model with the velocity and time scale drift correc-
tions leads to uniform distributions for fluid-point particles and reasonable concentration
profiles for finite-size heavy particles. In addition, good agreement was found between
the estimated deposition velocities of different size particles by the new improved-DRW
model with the available data. [DOI: 10.1115/1.4047538]

Keywords: discrete random walk (DRW) model, stochastic model, deposition velocity,
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1 Introduction

An accurate model for estimating the deposition and distribu-
tion of micro- and nanoparticles in turbulent flows is of vital inter-
est to a wide range of industrial [1], environmental [2], and
biomedical processes [3–7]. For simulating these processes, accu-
rate simulation of the turbulent flow field is needed. Currently,
there are three main approaches for simulating turbulent flows. In
the direct numerical simulation (DNS), all scales of turbulence up
to the Kolmogorov scale are resolved. While the DNS approach is
the most accurate method, it requires extensive computational
resources. At present, the applications of DNS have been limited
to simple flow passages for fundamental research studies, and the
prohibitive computational cost has made the DNS approach inap-
plicable to industrial applications. Large eddy simulation (LES) is
another approach that resolves the details of turbulent flows larger
than the grid cell size, and only the subgrid-scale fluctuations are
modeled where a dispersion model also needs to be used to
include the effects of small scale turbulent eddies on particle
motions [8,9]. While the LES requires less computational resour-
ces compared to the DNS, it is still computationally demanding
for simulating flows in complex passages at high Reynolds num-
bers. The approach that is more commonly used for industrial
applications is the Reynolds-averaged Navier–Stokes (RANS)
model. While quite economical, the RANS model evaluates only

the time-averaged velocities and turbulence statistics (root-mean-
square (RMS) turbulence fluctuations). Therefore, for particle tra-
jectory analysis and accounting for turbulence dispersion effects
in turbulent particle-laden flows, the instantaneous fluctuations
must be modeled. The discrete random walk (DRW) and continu-
ous random walk (CRW) models are the most commonly used
approaches which were originally suggested for homogenous tur-
bulent flows [10,11]. Later, it was found that using the conven-
tional stochastic models in turbulent flows with inhomogeneous
turbulent velocity scale leads to unrealistic particle dispersion, so
extensive studies were conducted to improve the performance of
turbulence stochastic models in inhomogeneous turbulent flows
[12–20]. In these investigations, different corrections were sug-
gested to mitigate the effects of the mean-square fluctuation
velocity inhomogeneities. However, the inhomogeneities of the
turbulence time scale can also affect the performance of the sto-
chastic models [21–24]. Recently, Mofakham and Ahmadi [19]
showed that the Normalized-CRW model (in the absence of the
time correction) results in accurate particle dispersions and depo-
sitions in a turbulent channel flow with inhomogeneous turbulence
time scale. Therefore, it is concluded that the inhomogeneities of
the turbulence time scale do not adversely affect the performance
of the CRW model.

The performance of various CRW models were already dis-
cussed by Mofakham and Ahmadi [19] and the normalized-CRW
model was suggested as the most accurate CRW model. Later, the
normalized-CRW was implemented into the ANSYS-FLUENT code to
improve its predictions of particle dispersions and depositions in
inhomogeneous turbulent flows [20]. However, a detailed study
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on the performance of the DRW model in inhomogeneous flows
has not been conducted in the past. The present study is focused
on exploring the performance of the DRW model, which is com-
monly used in commercial software, in a turbulent channel flow.
The aim of this investigation is to clarify the effects of the inho-
mogeneities of the turbulence velocity and time scales on the per-
formance of different versions of the DRW model and also to
develop the most accurate DRW model for predicting the disper-
sion and deposition of micro- and nanoparticles in inhomogeneous
turbulent flows.

The time-averaged fluid velocities and mean-square fluctuation
velocities in a two-dimensional fully developed turbulent duct
flow were first evaluated by the v2 ! f model of the OpenFOAM
CFD software. The results were then used to generate the instanta-
neous velocity fluctuations, as seen by fluid-tracer and finite-size
particles using three different versions of the DRW model. The
first model was the conventional-DRW model (in the absence of
drift corrections), which was originally developed by Gosman and
Ioannides [11] for homogenous turbulent flows. It was shown that
the conventional-DRW model leads to superfluous migration of
fluid-point particles toward the wall and an erroneous particle dep-
osition rate. Then, the modified-DRW model proposed by Bock-
sell and Loth [15] with an appropriate velocity gradient drift
correction term was tested. It was found that the predicted concen-
tration profiles of tracer particles, while improved, still are not
uniform. It was hypothesized that the reason for this discrepancy
is the inhomogeneous turbulence time macroscale in the channel
flow. A new drift correction term as a function of gradients of
both RMS fluctuation velocity and the turbulence time macroscale
was proposed. It was shown that the new improved-DRW model
with the velocity and time scale drift corrections leads to uniform
distributions of fluid-point particles and reasonable concentration
profiles for finite-size particles. The new improved-DRW model
was used, and the deposition velocities of different size particles
were evaluated. Good agreement was found between the simu-
lated deposition velocities with the available experimental data, as
well as the predictions of the empirical models and earlier DNS
results.

2 Methods

2.1 Computational Domain. It is assumed that air with a
kinematic viscosity of 1:46" 10!5 m2=s at a temperature of
293 K and a mean velocity of 5 m/s flows in a two-dimensional
channel. The corresponding flow Reynolds number based on the
half-height of the channel is 3423 for which a shear velocity of
0.32 m/s is estimated by the Colebrook–White empirical equation.
In this study, u#; !=u#; and; !=u#2 are, respectively, the charac-
teristic velocity, length, and time scales for nondimensionalizing
all parameters. Accordingly, the nondimensional length, Lþ, and
half-width, Hþ, of the channel are, respectively, 1095 and 219
wall units. The geometry of the channel and the grid were
generated by the mesh generation utility, blockMesh, provided by
OpenFOAM. The domain in the streamwise direction is uniformly
discretized by 100 nodes. However, in order to capture the steep
variations of parameters along the wall-normal direction near the
wall, it is essential to have sufficiently refined grids in the wall-
normal direction. In this regard, the domain is discretized with
100 nodes in the wall-normal direction, where a boundary layer
grid is constructed for the near-wall regions providing smaller
grids adjacent to the wall and larger grids in the core region.

2.2 Flow Simulation. Accurate estimation of the wall-normal
RMS velocity fluctuations near the wall is essential for obtaining
accurate results for the deposition rate of micro- and nanoparticle
[19,20,25]. However, many RANS turbulence models overesti-
mate the near-wall normal RMS values. Among the available tur-

bulence models, the v2 ! f (or k ! e! v2 ) model which was
originally proposed by Durbin [26,27] appears to predict the

quadratic variation of the normal RMS velocity fluctuations in the
near-wall regions with reasonable accuracy without using an ad
hoc near-wall viscous damping function. The correct wall block-
ing effects were incorporated by employing the mean-square wall-

normal velocity fluctuations, v02 , instead of the turbulence kinetic
energy to evaluate the eddy viscosity (Eq. (3)) and employing an
elliptic-relaxation equation [26,27]. In this investigation, the tur-
bulent channel flow is simulated using the v2 ! f turbulence
model of the OpenFOAM CFD package [28,29] where the stand-
ard k–e modle equations are solved for evaluing the turbulence
kinetic energy and the disspation rate. That is
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where ! is the kinematic viscosity, !t is the eddy-viscosity given
by

!t ¼ Clv02 Tt: (3)

In Eqs. (1) and (2), the turbulence production term, Pk is defined
as
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and the Eulerian turbulence time scale Tt is defined by
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The evolution of the mean-square wall-normal velocity fluctua-
tions, v02 , and the elliptic relaxation function, f, are governed by
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where the turbulence length scale Lt is defined as

Lt ¼ CLmax
k3=2
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In this study, the Reynolds-averaged Navier–Stokes equations
and Eqs. (1)–(8) are solved by the pisoFoam solvers of the
OpenFOAM software with the empirical coefficients listed in

Table 1 The default empirical coefficients of the
OpenFOAM v22f turbulence model

Cl 0.22
C1 1.4
C2 0.3
CL 0.23
Cg 70
Ce1

1:4

!
1þ 0:050 k=v0 2

$ %0:5"

Ce2
1.9

rk 1
re 1.3
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Table 1 and the wall boundary conditions listed in Table 2. To
reach a fully developed flow, the simulations are carried out with
a cyclic boundary condition for all variables at the inlet and outlet,
while the fvOptions framework of OpenFOAM that adds a force
in the momentum equation is used to maintain a mean streamwise
velocity with a nondimensional value of 15.6 wall units.

To make sure that the near-wall grid sizes are sufficiently small,
computational grids with 100 nodes in the x- and y-directions are
constructed with various growth factors listed in Table 3, which
results in grids with different near-wall grid sizes. The corre-
sponding wall-normal fluid velocity fluctuations predicted by the
v2 ! f model, whose accuracy is critical for getting reasonable
particle distributions and deposition velocities, are evaluated and
plotted in Fig. 1. To clarify the accuracy of the near-wall predic-
tions of the v2 ! f model, the results are compared with those of
the ANSYS-FLUENT Reynolds stress transport model (RSTM) in con-
junction with the enhanced wall function for a turbulent duct flow
with shear Reynolds number of 219 [19,20], the near-wall

estimations of the empirical model suggested by Ounis et al. [30],
and Li and Ahmadi [31] for yþ < 4

rþ2 ¼ A yþ
2

(9)

where A ¼ 0:008 [25], and the predictions of the empirical model
proposed by Matida et al. [32] obtained from the DNS data which
is given by

rþ2 ¼
0:0116yþ2

1þ 0:203yþ þ 0:0014yþ2:421
(10)

Figure 1 illustrates the v2 ! f model overestimates the wall-
normal velocity fluctuations for grids 1 and 2 that have relatively
large cell sizes near the wall. However, the predictions of grids
3–5 are in good agreement with the empirical models given by
Eqs. (9) and (10). This confirms that the v2 ! f model correctly
estimates the near-wall quadratic variation of the wall-normal
velocity fluctuations if the near-wall regions are gridded with suf-
ficiently small cells. Since the predictions for grids 3–5 are almost
identical, grid 3 is used in the present study. It is also concluded
that the results obtained with the use of grid 3 are independent of
the near-wall grid sizes. Figure 1 also shows the inability of the
ANSYS-FLUENT RSTM model in accurately predicting the near-wall
values of the wall-normal velocity fluctuations despite using the
enhanced wall function, as was discussed earlier [19,25].

2.3 Lagrangian Particle Tracking Model. For particle
transport analysis, at least 2" 105 point particles with a density
ratio (ratio of particle density to that of the fluid) S¼ 2000 are ran-
domly introduced in the channel, and their trajectories were eval-
uated. The equation of motion of a spherical particle in the
absence of gravity and lift forces is given by

dup
i

dt
¼ 1

sp

CDRep

24
ui ! up

i

& '
þ ni tð Þ (11)

where up
i is the ith component of particle velocity, ui is the ith

component of fluid velocity, and sp is the particle relaxation time
given as

sp ¼
Sd2

pCc

18!
(12)

where S is the density ratio, dp is the particle diameter, and Cc is
the Cunningham slip correction factor given as

Cc ¼ 1þ 2k
dp

1:257þ 0:4e!
1:1dp

2k

$ %
(13)

where k is the gas mean free path which is picked equal to 7"
10!8 ðmÞ for air in the current study.

In Eq. (11), Rep ¼ dpju! upj=! is the particle Reynolds num-
ber, and CD is the drag coefficient which is given by [33]

CD ¼
24

Rep
1þ 0:15Re0:687

p

$ %
(14)

The Brownian force is modeled as a Gaussian white noise random
process [31]. Accordingly, at each time-step, the amplitude of the
Brownian force per unit mass is given as

ni tð Þ ¼ G tð Þ pS0

Dt

! "0:5

(15)

where G tð Þ is a zero mean, unit variance Gaussian random num-
ber, Dt is the time step used, and the spectral intensity of the noise,
S0, is given by

Table 2 The boundary conditions of different variables
imposed on the walls (values are in wall units)

e Fixed value (0.2)

f 0
k 0
!t Zero gradient
p Zero gradient
u (0 0 0)

v0 2 0

Table 3 The growth factors and the wall distance of the first
grid points in wall units of different grids

Growth factor First grid point wall distance

Grid 1 1 4.38
Grid 2 10 1.11
Grid 3 35 0.45
Grid 4 70 0.26
Grid 5 200 0.11

Fig. 1 The comparison of the predictions of the wall-normal
velocity fluctuations by the OpenFOAM v22f model for the
grids listed in Table 3 with those of the ANSYS-FLUENT RSTM
model and the empirical models are given by Eqs. (9) and (10).
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S0 ¼
2kbT

sppm
(16)

where kb ¼ 1:38" 10!23 J=K is the Boltzmann constant, T is the
absolute temperature (K), and m is the mass of the particle.

2.4 Deposition Velocity. For particles, a trap boundary con-
dition on the lower and upper walls is used. That is, if a particle
distance to one of the walls is less than its radius, the particle is
assumed to be deposited on the wall. Then, the particle is added to
the accumulative number of deposited particles on the walls, and
is not tracked anymore. To keep the number of particles constant
during the simulations, when a particle is deposited, another parti-
cle is randomly introduced in the channel. For the streamwise
direction, a periodic boundary condition is imposed, which means
if a particle passes the outlet of the channel, it is reinjected from
the inlet with the same velocities and normal distance from the
wall.

For assessing the performance of the DRW models, numbers of
deposited particles with different diameters on the walls are
recorded in time for all simulations, and the results are used in the
following equation to evaluate the nondimensional deposition
velocity:

uþd ¼
N0Hþ

Nptþd
(17)

where N0 and Np are, respectively, the total number of particles
and the number of deposited particles in the time interval of tþd .
The resulting deposition velocities are then compared with the
experimental data, earlier numerical results, the DNS data, as well
as the empirical models of Fan and Ahmadi [34] and Wood [35].
The empirical equation of Fan and Ahmadi [34] in the absence of
gravity and wall roughness is given as

uþd ¼ 0:084 Sc!
2
3 þ

dþp
5:23

( )2=ð1þsþp 2Lþ
1
Þ

0:14 otherwise

if uþd ( 0:14;

8
><

>:
(18)

where Lþ1 ¼ 3:08=ðSdþp Þ.
The empirical equation of Wood [35] is given as

uþd ¼ 0:057 Sc!2=3 þ 4:5" 10!4sþp
2 (19)

where sþp is the nondimensional particle relaxation time, Sc ¼
!=D is the Schmidt number with D being the particle mass diffu-
sivity given as

D ¼ kbT

3pldp
Cc (20)

2.5 Turbulence Dispersion Models. For incorporating the
effects of turbulence velocity fluctuations on particle dispersions
and depositions, three different DRW models are used. In addition
to the DRW models, the normalized-CRW model that was shown
to be able to predict reasonable results in inhomogeneous turbu-
lent flows [19] is also used, and its results are compared with those
of the DRW models to assess the relative performance of the
DRW models to the normalized-CRW model.

2.5.1 Conventional-Discrete Random Walk Model. According to
the Conventional-DRW stochastic model, the instantaneous veloc-
ity fluctuations seen by a particle in the i-direction is given by

u0nþ1
i ¼ riGi (21)

where Gi is selected from a population of independent Gaussian
random numbers with zero mean and unit variance, and ri is the

RMS turbulence velocity fluctuations obtained from the RANS
simulation. As noted before the v2 ! f turbulence model provides

the variance of wall-normal velocity fluctuations, v02 and the tur-
bulence kinetic energy, but it does not evaluate the variance of
streamwise velocity fluctuations. The RMS velocity fluctuations
in the y-direction in a channel, r2, is equal to the square root
of the variance of the wall-normal velocity fluctuations,

(r2 ¼
ffiffiffiffiffiffiffi
v02

p
). Although the streamwise velocity fluctuations can

be approximately estimated from the wall-normal RMS velocity
fluctuations and the turbulence kinetic energy [36], the streamwise
velocity fluctuations are ignored in this investigation. This is
because the streamwise velocity fluctuations do not affect the par-
ticle distributions and depositions in a straight channel with
smooth walls, and the stochastic models are only used to generate
the wall-normal velocity fluctuations.

During the tracking of a particle, ri is updated based on the par-
ticle location while a new random number Gi is generated after
the eddy interaction time tintð Þ. Brown and Hutchinson [37] and
Gosman and Ioannides [11] proposed the following expression for
the eddy interaction time interval:

tint ¼ min se; tRð Þ (22)

where tR is the eddy transit time which is the time a particle needs
to cross an eddy as a result of its slip velocity, which is given by

tR ¼ !spln 1! Le

spju ! upj

! "( )
(23)

In Eq. (22), se is the eddy lifetime for which different expressions
were proposed in the literature [13]. In this investigation, it was
assumed se ¼ 2TL where the Lagrangian integral time scale, TL, is
evaluated by the expressions of Kallio and Reeks [38] given as

TþL ¼ TLu#2=!

¼ 10 if yþ ( 5
7:122þ 0:5731yþ ! 0:00129yþ2 if 5 < yþ < 200

*
(24)

Although these expressions were proposed for 0 < yþ < 200, in
this investigation, they were used across the channel with half-
height of 219 wall units.

Similar to ri, during the tracking of a particle, se is updated
based on the particle location at each time-step.

2.5.2 Modified-Discrete Random Walk Model. It is known
that the conventional-DRW model leads to an unrealistic
accumulation of fluid-tracer particles in the near-wall regions
of inhomogeneous turbulent flows [13,15]. To rectify this issue,
Eq. (21) was modified by the researchers to the following
equation:

u0i
nþ1 ¼ riGi þ u0i

nþ1 (25)

where the second term on the right-hand side of the equation is a
mean drift velocity correction term that is a function of the turbu-
lence velocity gradient and is added to improve the predictions of
particle distributions in inhomogeneous turbulent flows. While
different expressions for the drift terms of the DRW model were
suggested in the literature, in the present study the drift term sug-
gested by Bocksell and Loth [15] and the finite-inertia drift coeffi-
cient (1=ð1þ StkÞÞ recommended by Bocksell and Loth [39] are
used. Accordingly, the expression for the mean drift correction
term of the modified-DRW model is given as

u0i
nþ1 ¼ u0i

n þ
1

1þ Stk
ri
@ri

@xj
Dt

(26)

where Stk ¼ sp=TL is the Stokes number. The coefficient 1=ð1þ
StkÞ is the finite-inertia drift coefficient that accounts for the
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particle and fluid decorrelation. Based on Eq. (26), during the life-
time of an eddy, the drift term is summed over the time steps until
the particle residence time reaches the eddy lifetime, then the ran-
dom number Gi is updated and a new drift term is evaluated.

2.5.3 Improved-Discrete Random Walk Model. The presently
proposed improved-DRW model is similar to the modified-DRW
model, except a drift term as a function of the gradient of the
Lagrangian time scale is also added to the velocity gradient drift
term. Accordingly, Eq. (26) is replaced by the following equation:

u0i
nþ1 ¼ u0i

n þ
1

1þ Stk
ri
@ri

@xj
! r2

i

TL

@TL

@xj

 !

Dt
(27)

The inclusion of the gradient of the Lagrangian integral time scale
in the drift term was first suggested by Monin and Yaglom [21] in
their formulation of the Fokker–Planck equation model for inho-
mogeneous turbulent flows. Hence, in this investigation, a correc-
tion term as a function of the time gradient term is included to
mitigate the effects of time-scale inhomogeneities on the predic-
tion of DRW particle distributions.

Similar to the modified-DRW model, during the lifetime of an
eddy, the corresponding drift term is added over the time-step
until the eddy lifetime is reached. Then, a new random number Gi

is selected, and the new drift term is evaluated.

2.5.4 Normalized-Continuous Random Walk Model. The
normalized-CRW model is concluded from the normalized Lange-
vin equation given as

d

dt

u0i
ri

! "
¼ ! u0i

riTL
þ

ffiffiffiffiffi
2

TL

r
ni þ Ai (28)

where ni is a Gaussian white noise process with a zero mean, and
an autocorrelation function that is a Dirac delta function, and Ai is
the drift correction term, which needs to be included in inhomoge-
neous turbulent flows to get reasonable results. For a channel
flow, Ai in the x- and y-direction is given as [40]

A1 ¼
1

1þ Stk

@
u01u02
r2

! "

@x2
(29)

A2 ¼
1

1þ Stk

@r2

@x2
(30)

Integrating Eq. (28) results in the following Markov chain
relationship:

u0i
nþ1 ¼ rnþ1

i

rn
i

u0i
nexp !Dt

si

! "
þ rnþ1

i 1! exp !2
Dt

si

! "! "1
2

Gi

þ rnþ1
i siA

nþ1
i 1! exp !Dt

si

! "! "

(31)

Additional details of the CRW model are described by Mofakham
and Ahmadi [18–20].

3 Results and Discussion

In this section, first, the predictions of the v2 ! f turbulence
model for the fluid time-averaged velocities and turbulence statis-
tics are presented. Then, the results are used to generate the
instantaneous velocity fluctuations in turbulent channel flows by
the conventional-, modified-, and improved-DRW models. The
performances of these DRW models are examined by exploring
their predictions of fluid-tracer and finite-size particle

concentration distributions. Their predictions of different DRW
models for micro- and nanoparticle deposition velocities are also
evaluated, and the results are compared with the available experi-
mental data and numerical results.

3.1 Fluid Flow Simulation. The mean flow streamwise
velocity, the wall-normal RMS fluid velocity fluctuations, the tur-
bulence kinetic energy, and the turbulence dissipation rate pre-
dicted by the v2 ! f turbulence model of the OpenFOAM CFD
software are plotted in Fig. 2 versus the wall distance to the lower
wall in wall units (yþ). To assess the accuracy of these results,
they are compared with the predictions of the ANSYS-FLUENT

RSTM turbulence model for a duct flow with shear Reynolds
number of 219 [19,20] and the available DNS channel data.

The streamwise mean velocity profile predicted by the v2 ! f
model is plotted in Fig. 2(a) and compared with the near-wall log-
law profile, the DNS channel data at shear Reynolds number of
219 resulted by the pseudo-spectral code [41–44], which are
labeled as DNS, and the DNS results of Kim et al. [45]. Although
the comparison illustrates that the RSTM turbulence model pre-
dicts a more accurate estimation of the streamwise velocity pro-
file, the prediction of the v2 ! f model is also in a good agreement
with the DNS data and the near-wall log-law profile.

The wall-normal RMS fluid velocity fluctuation and the turbu-
lence kinetic energy predictions of the v2 ! f model are, respec-
tively, plotted in Figs. 2(b) and 2(c) and compared with the DNS
results at the shear Reynolds number of 219, the DNS reported by
Kim et al. [45] and Moser et al. [46] for the shear Reynolds num-
ber of 180, and the estimations of the RSTM model. The compari-
son in Fig. 2(b) reveals that the v2 ! f turbulence model
predictions of the wall-normal RMS velocity fluctuation has a
similar trend as the DNS results but underestimates its magnitude.
Figure 2(c) confirms a good agreement between the turbulence
kinetic energy predictions of the v2 ! f model in the core region,
but show small discrepancies in the near-wall region in compari-
son to the DNS results with shear Reynolds number of 219.

Figure 2(d) illustrates the turbulence dissipation rate as pre-
dicted by the v2 ! f turbulence model and the DNS results with
shear Reynolds number of 219, the DNS results of Mansour et al.
[47] for the shear Reynolds number of 180, and the RSTM model
estimations. This figure shows a good agreement between the predic-
tions of the v2 ! f model and the DNS data in the core region, while
the dissipation rates are underestimated in the near-wall regions.

From the comparison of the predictions of the v2 ! f model
with those of the RSTM model in Fig. 2, it appears that the v2 ! f
model predicts the turbulence kinetic energy and the turbulence
dissipation rate more accurately, while the RSTM mean stream-
wise velocity predictions are in a better agreement with the log-
law velocity profile. There are some discrepancies for predictions
of the wall-normal velocity fluctuation of both the v2 ! f model
and the RSTM model with the DNS results, but it seems that the
estimations of the RSTM model are somewhat closer to the DNS
data. However, as it was discussed in Fig. 1, the v2 ! f model
more accurately predicts the RMS wall-normal velocity fluctua-
tion profile at the near-wall regions which is critical for getting
accurate deposition velocities which makes the v2 ! f more
appropriate for the present study.

3.2 Fluid-Tracer Particles. It is known that a homogenous
distribution of fluid-tracer particles should stay uniform in homog-
enous or inhomogeneous turbulent flows. Therefore, by exploring
the fluid-tracer particle concentration profiles predicted by differ-
ent DRW models, the performance of these models can be exam-
ined. Here, the influences of including or ignoring the velocity
and the time scale gradient terms on the results are studied.

The normalized concentration profiles and the particle distribu-
tions of fluid-tracer particles after 10,000 wall units obtained by
the conventional-DRW model, Eq. (25) are shown in Fig. 3.
Figure 3(a) shows the time evolutions of the normalized
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concentration profiles up to a time duration of 10,000 wall units in
the lower half of the channel versus g ¼ y=H. Here, y is the dis-
tance from the wall, and H is the half height of the channel. This
figure shows that the concentration profile of fluid-tracer particles
almost reaches the steady-state condition. However, the concen-
tration is inhomogeneous rather with large values at the walls.
That is, using the conventional-DRW model leads to a normalized
concentration of 1.3 in the core region and a rather sizeable value
of 244 at the wall. The corresponding particle distributions at
10,000 wall units are also shown in Fig. 3(b). In this figure,
v ¼ x=H, where x is the x-axis, and H is the half height of the
channel. This figure confirms the nonuniform distributions of
fluid-tracer particles predicted by the conventional-DRW model.

For improving the performance of the conventional-DRW
model, the modified-DRW model given by Eq. (25) is used. The
modified-DRW model includes the drift correction described by
Eq. (26) that is proportional to the gradient of the RMS normal
velocity fluctuations. Figure 4(a) shows the time evolutions of
fluid-tracer particle concentration profiles up to a duration of
10,000 wall units as predicted by the modified-DRW model. This
figure shows that using the modified model leads to a steady-state
concentration profile but is still nonuniform. The high normalized
concentration of fluid-tracer particles predicted by this model is

about 1.4 in the core region, and the low concentration is around
0.2 in the near-wall regions. The particle distribution at 10,000
wall units is depicted in Fig. 4(b), which confirms the higher con-
centration of particles in the core region and the low concentration
in the near-wall region.

Since the modified-DRW model is not able to correctly predict
a uniform distribution for fluid-tracer particles, it was suspected
that the concentration of particles is affected by the inhomogene-
ity of the turbulence time-scale. For examining this hypothesis,
the modified-DRW model with an inhomogeneous RMS velocity
fluctuation but with a homogenous time scale is studied. The cor-
responding simulation results showed a uniform tracer particle
distribution. These results, however, are not reported here for the
sake of brevity.

For rectifying this issue, based on the Fokker–Planck equation
suggested by Monin and Yaglom [21], a new drift term as a func-
tion of the gradient of Lagrangian time scale was included in the
mean drift term of the improved-DRW model as given by Eq.
(27). As was noted by Durbin [22], in turbulent flows with an
inhomogeneous Lagrangian time scale, the particle motion tends
to persist longer in the direction of increasing time scale, which
leads to the migration of particles toward the regions with larger
time scales. It should be emphasized that particles migrate from

Fig. 2 Comparisons of different profiles with DNS results and the RSTM model: (a) mean streamwise fluid veloc-
ity profile, (b) RMS normal fluid velocity fluctuations profile, (c) turbulence kinetic energy pofile, and (d) turbu-
lence dissipation rate profile
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regions with larger velocity fluctuation toward the regions with
lower velocity fluctuation (if the velocity gradient drift term is
ignored). These explain why the velocity gradient drift term has a
positive sign, while the drift term as a function of time gradient
has a negative sign in Eq. (27).

Using the improved-DRW with both velocity and time gra-
dients drift terms leads to the fluid-tracer particle concentration
profiles and distributions shown in Fig. 5. Figure 5(a) shows that
the improved-DRW model predicts steady and roughly uniform
concentration profiles for fluid-tracer particles, with a small
accumulation and depletion of particles in the near-wall region.
Figure 5(b) also confirms that employing the improved-DRW
results in uniform distributions of fluid-tracer particles at 10,000
wall units. The results presented in Fig. 5 verifies that the
improved-DRW model is effective in predicting the correct fluid-
tracer concentration profiles in turbulent flows with inhomogene-
ous fluctuation velocity and Lagrangian time scale.

The concentration profiles of fluid-tracer particles predicted by
the conventional-, modified-, improved-DRW models, and the
normalized-CRW model (Eq. (31)) [19] are plotted in Fig. 6 for

comparison. To provide a better understanding of the differences
between the predictions of different versions of the DRW model,
the variations along the lower half-height of the channel are pre-
sented in a linear plot in Fig. 6(a), and the near-wall variations are
also presented in a log–log plot versus yþin Fig. 6(b). It is seen
that the conventional-DRW model predicts an unrealistic large
concentration in the near-wall region. While using the modified-
DRW model leads to a significant reduction of the near-wall accu-
mulation of particles, the predicted concertation profile is still
inhomogeneous. The newly proposed Improved-DRW similar to
the normalized-CRW model predicts an almost uniform normal-
ized concentration of about 1, which confirms the advantage of
the proposed Improved-DRW model.

3.3 Finite-Inertia Coefficient. In Sec. 3.2, it was concluded
that the improved-DRW model is able to predict a uniform distri-
bution for fluid-tracer particles with reasonable accuracy. In this
section, the predictions of the improved-DRW model for finite-
size particle distributions are investigated.

Fig. 3 (a) Time evolutions of fluid-tracer normalized concentration profiles and (b) particle distributions at
10,000 wall units as predicted by the conventional-DRW model

Fig. 4 (a) Time evolutions of fluid-tracer normalized concentration profiles, and (b) particle distri-
butions at 10,000 wall units when the modified-DRW model is used
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The necessity of including the finite-inertia coefficient (FIC) of
1=ð1þ Stk) for the drift term of the normalized-CRW model was
discussed in detail by Bocksell and Loth [39] and Mofakham and
Ahmadi [19]. Based on these earlier studies, it is hypothesized
that the finite-inertia coefficient also needs to be included in the
drift terms of the improved-DRW model. For clarifying the effects
of the FIC on the performance of the improved-DRW model, the
predicted concentration profiles for finite-size particles with non-
dimensional relaxation times of 0.2, 1, 5, 15, 25, and 125 for the

cases with and without FIC for time and velocity gradient drift
terms are explored. Table 4 describes the drift terms for different
cases. Case 1 is when the FIC is included in both the velocity and
time gradient drift terms. In case 2, the FIC is only included in the
velocity gradient drift term, and in case 3, it is only included in
the time gradient drift term. Finally, in case 4, The FIC is ignored
in both the velocity and time drift terms.

A series of simulations are conducted with the reflecting bound-
ary condition on the walls, and the normalized concentrations are

Fig. 5 (a) Time evolutions of fluid-tracer normalized concentration profiles and (b) particle distributions at
10,000 wall units

Fig. 6 The normalized concentration profiles of fluid-tracer particles predicted by the conventional-, modified-,
improved-DRW, as well as the normalized-CRW models at 10,000 wall units: (a) linear plots along with the half-
height of the channel and (b) log–log plots in the near-wall region

Table 4 Different cases assumed for the drift terms of the improved DRW model

Case 1 Case 2 Case 3 Case 4
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calculated at 675, 1125, 2000, 4000, 6000, 8000, and 10,000 wall
units, and the results at 675 and 1125, and 10,000 wall units are
plotted in Fig. 7. The result at 10,000 wall units can be considered
as roughly the steady-state condition.

For assessing the accuracy of these simulations, the near-wall
normalized concentration predictions for different cases are com-
pared with those of the normalized-CRW model (Eq. (28)), and
the DNS data of Marchioli et al. [48] at 675 and 1125 wall units
in a channel with shear Reynolds number of 150 and the reflecting
boundary condition on the walls.

For exploring the discrepancies between the predictions of the
improved-DRW and the DNS data, in Table 5, the RMS of the dif-
ferences between the predicted concentrations (at the positions
where the DNS data are available) at 675 and 1125 wall units for
different particle sizes are evaluated using

DDNS ¼ rms concentration model ! concentrationDNSð Þ (32)

In addition, in Table 6, the RMS differences between the predic-
tions of the improved-DRW models and those of the normalized-

Fig. 7 Comparison of the improved-DRW model predictions of the normalized concentration including the FIC for both of the
time and velocity gradient drift terms (case 1) ((a), (e), (i), (m), (q), and (u)), including the FIC only for the velocity gradient drift
term (case 2) ((b), (f), (j), (n), (r), and (v)), including the FIC only for the time gradient drift term (case 3) ((c), (g), (k), (o), (s), and
(w)], and ignoring the FIC for both of the drift terms (case 4) [(d), (h), (l), (p), (t), and (x)] with those of the normalized-CRW
model and the DNS data of Marchioli et al. [48] with particles with relaxation time of (a)–(d) 0.2, (e)–(h) 5, (i)–(l) 15, (m)–(p) 25,
and (q)–(t) 125 at different times in wall units.
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CRW model at 10,000 wall units for different particle sizes are
evaluated using

DCRW ¼ rms ðconcentrationDRW model ! concentrationCRWÞ (33)

Figure 7(a) shows that for case 1 where the FIC are included for
both velocity and time gradient terms, the concentration predic-
tions for sþ ¼ 0:2 oscillate around a concentration of one.
Although the new model slightly underestimates the concentration
of particles for yþ less than 10 in comparison to the DNS data and
the normalized-CRW predictions, the small differences reported
in Tables 5 and 6 confirm the reasonable agreement between the
results. Figures 7(b)–7(d) show that ignoring the FIC for the time
gradient and/or for the velocity gradient terms does not signifi-
cantly affect the results for particles with a nondimensional relax-
ation time of 0.2. The small variation of the RMS difference
values listed in Tables 5 and 6 also confirms this conclusion.

By comparing the results illustrated in Figs. 7(e)–7(h), it is
found that case 1 predicts a slightly smaller concentration for par-
ticles with a relaxation time of 5 in the near-wall region in com-
parison to the DNS data and those of the CRW model. For this
size particle, the predictions of case 2 are in a slightly better
agreement with those of the CRW model and the DNS data. How-
ever, the concentration profiles predicted by case 3 and 4 are sig-
nificantly underestimated. Tables 5 and 6 also show that the errors
for cases 1 and 2 are almost identical for sþ ¼ 5, but larger errors
are seen for cases 3 and 4.

As it is shown in Fig. 7(i), the predictions of the improved-
DRW Modal (case 1) for sþ ¼ 15 are in an excellent agreement
with those of the CRW model and the DNS data. Ignoring the FIC
for the time drift term (Fig. 7(j)) leads to the overestimation of the
particle concentration at around 1 wall units away from the wall.
Ignoring the FIC for the velocity gradient term (Figs. 7(k) and
7(l)), however, markedly reduces the concentration of particles in
the near-wall region and increases the discrepancies between the
DRW predictions and the DNS data and those of the CRW model
as it is shown in Figs. 7(i)–7(l). The corresponding errors reported
in Table 5 for sþ ¼ 15 also confirm that the predictions of case 1
are in a better agreement with the DNS data in comparison to
those of cases 2–4. In addition, Table 6 shows that the differences

evaluated for cases 1 and 2 are comparable, while much larger
errors are found for cases 3 and 4.

Figure 7(m) also illustrates that the predictions of the
improved-DRW modal (case 1) for sþ ¼ 25 are in a good agree-
ment with those of the CRW model and the DNS data, but ignor-
ing the FIC for the time gradient drift term in case 2 (Fig. 7(n))
and ignoring the FIC for the velocity gradient drift term in case 3
(Fig. 7(o)), respectively, leads to the overestimation and underes-
timation of the near-wall DNS data and the CRW predictions. The
effects of ignoring the FIC for both the time and velocity gradient
drift terms (case 4) are shown in Fig. 7(p). It is seen that the con-
centration profiles of this case are slightly larger than those of
case 3. The RMS differences listed in Table 5 clearly show that
case 1 has the closest agreement with the DNS data. The discrep-
ancies between the DRW and the CRW predictions listed in Table
6 for sþ ¼ 15 show that the predictions of case 2 are in a slightly
better agreement with those of the CRW model at 10,000 wall
units, but the differences for cases 3 and 4 are markedly larger.

Figures 7(q)–7(t) show that the predictions of case 1 for sþ ¼
125 has the best agreement with the CRW model and the DNS
data. In addition, the average errors evaluated in Table 5 confirm
the exceptional performance of case 1 compared to other models
(cases 2–4). While smaller errors are seen for case 4 in Table 6,
Fig. 7(t) clarifies that this case does not correctly estimate the
trend for the near-wall concentration variations.

3.4 Finite-Size Particles. In this section, the accuracy of dif-
ferent DRW models in predicting the concentration profiles and
deposition velocities for a wide range of micro- and nanoparticles
with assuming the trap boundary condition on the walls are
explored.

3.4.1 Concentration Profiles. In Fig. 8, the steady-state nor-
malized concentration profiles of different sizes of particles pre-
dicted by the conventional-, modified-, and improved-DRW
models are shown.

It is well known that particles with large inertia accumulate in
the near-wall regions as a result of the turbophoresis effects
[49,50]. Accordingly, as it is seen in Fig. 8(a), all versions of the
DRW model, as well as the normalized-CRW model, predict a
buildup of 30 lm particle concentration in the near-wall region.
The figure indicates that the predictions of the conventional- and
modified-DRW models are roughly identical with a maximum
normalized concentration of around 10 in the near-wall region. In
contrast, the improved-DRW and the CRW model, respectively,
predicts a maximum concentration of 14.4 and 6.5. The higher
near-wall concentration prediction of the improved-DRW model
compared to that of the normalized-CRW model can be traced to
the smaller deposition velocity of 30 lm particles predicted by the
improved-DRW model. This point is further discussed in
Sec. 3.4.2.

The comparison of the DRW and CRW predictions of 10 lm
particle concentrations shown in Fig. 8(b) indicates that the
conventional-DRW estimates the normalized concentration of 49

Table 5 The RMS differences between the predictions of different models and the DNS data at 675 and 1125 wall units

Improved-DRW Normalized-CRW

Case 1 Case 2 Case 3 Case 4 With FIC

sþ tþ ¼ 675 tþ ¼ 1125 tþ ¼ 675 tþ ¼ 1125 tþ ¼ 675 tþ ¼ 1125 tþ ¼ 675 tþ ¼ 1125 tþ ¼ 675 tþ ¼ 1125

0.2 0.33 0.10 0.32 0.09 0.34 0.12 0.36 0.12 0.29 0.06
1 0.28 0.42 0.25 0.37 0.44 0.60 0.41 0.58 0.22 0.32
5 0.95 2.27 1.04 2.39 2.14 3.52 1.82 3.06 1.78 4.36
15 3.70 8.67 7.88 16.80 4.83 9.99 2.83 6.22 5.62 13.61
25 4.28 6.72 9.77 17.01 6.00 14.77 3.26 9.97 2.36 4.92
125 1.01 2.03 3.03 5.96 1.49 3.33 1.26 2.31 0.93 2.27

Table 6 The RMS differences between the predictions of the
cases whose drift terms are listed in Table 4 and those of the
normalized-CRW model at 10,000 wall units

sþ Case 1 Case 2 Case 3 Case 4

0.2 0.11 0.10 0.19 0.18
1 0.43 0.44 0.73 0.75
5 11.68 28.16 24.93 24.14
15 35.47 15.38 94.21 88.28
25 26.52 21.88 91.01 83.78
125 16.01 22.09 16.20 13.49
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for the near-wall accumulations, while the modified-DRW
model estimates a concertation profile with a maximum value of
around 6 and the improved-DRW model predicts a maximum
concentration of around 17.4. From this comparison, it is seen that
the conventional- and modified-DRW models, respectively, over-
estimates and underestimates the accumulation of 10 lm in the
near-wall region compared to the normalized-CRW model. How-
ever, the prediction of the improved-DRW model is close to that
of the normalized-CRW model for the normalized concentration
of about 22.5.

The concentration estimations of 1 lm particles are shown in
Fig. 8(c). Since particles with a diameter equal to less than 1 lm
almost follow fluid particle trajectories, it is expected to get uni-
form particle distributions with no near-wall accumulation of par-
ticles. However, Fig. 8(c) indicates that the conventional-DRW
model estimates a maximum concentration of 20.6 for the near-
wall region. Using the modified-DRW model remarkably reduces
the near-wall accumulation of 1 lm particles, but this model leads
to a concentration profile with values less than one in the near-
wall region and larger than one in the core region. However, using
the improved-DRW model results in an almost uniform concentra-
tion profile, which is also in good agreement with the prediction
of the CRW model with no near-wall accumulation.

The estimations of the DRW and CRW models for the concen-
tration of 10 nm particles are illustrated in Fig. 8(d). The concen-
tration predictions of the conventional- and modified-DRW
models for these ultrafine particles are not uniform. However, the

improved-DRW model estimates uniform distributions, which is
in good agreement with those of the normalized-CRW model.

3.4.2 Deposition Velocities. In Fig. 9, the deposition veloc-
ities of 10 nm to 30 lm particles predicted by the conventional-,
modified-, and improved-DRW models are plotted versus the non-
dimensional particle relaxation time sþ. To assess the accuracy of
these results, they are compared with the experimental data col-
lected by Papavergos and Hedley [51], earlier numerical results
[19,25,52–55], the DNS data [41,48,56], and the predictions of the
empirical models [34,35,57]. This figure shows that the available
experimental data for deposition velocity for particles with sþ >
0:1 are scattered (in part due to direction of gravity for upward,
downward flows). This makes it hard to identify the best model
for prediction of deposition velocities of large size particles. How-
ever, for Brownian particles sþ < 0:1, the empirical model of Fan
and Ahmadi [34] which was based on a theoretical diffusion
model, and also matches with the empirical model of Wood [35]
provides in a more precise criteria for identifying the model with
the best performance.

It is worth mentioning that the deposition velocities of the
modified- and improved-DRW models for particles with diame-
ters between 500 nm and 50 lm (0:004 < sþ < 3:5) with small
deposition rates were evaluated with 1" 106 particles to reduce
the statistical error.

It is seen that the conventional-DRW overestimates the deposi-
tion velocities up to three orders of magnitude due to the

Fig. 8 Comparison between the normalized concentration profiles predicted by the conventional-, modified-,
and improved-DRW models for particles with diameters of (a) 30 lm, (b) 10 lm, (c) 1 lm, and (d) 10 nm
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overestimation of the near-wall particle concentration, as dis-
cussed in Sec. 3.4.1. By including the velocity gradient drift term
in the modified-DRW model, the predictions of deposition veloc-
ities are dramatically improved. However, the corresponding dep-
osition rates are underestimated as a result of the depletion of
particles from the near-wall regions, as discussed in Sec. 3.4.1.

Figure 9 shows that the predictions of the improved-DRW
model for deposition velocities in the diffusion regime (sþ < 1)
[58] are almost identical to those of the normalized-CRW model
and the empirical models, which were based on the theoretical dif-
fusion approach. For the inertia-impaction regime [35,58] for
which the uncertainties of the available data are around two orders
of magnitudes [48,56], the predictions of the improved-DRW
model are in good agreement with the experimental data. The
improved-DRW model, however, slightly overestimates and
underestimate the normalized-CRW results, respectively, for
sþ < 10 and sþ > 10. The smaller deposition velocity predicted
by the improved-DRW model for large size particles (30 lm)
results in larger accumulation of particles in the near-wall region
as was noted in the discussion of Fig. 8(a).

4 Conclusions

The performance of the conventional-DRW model, Eq. (24), in
inhomogeneous turbulent flows was explored. It was shown that
the inhomogeneities of the turbulence fluctuating velocity and
Lagrangian time scales adversely affect the performance of the
DRW model leading to inaccurate concentration profiles and depo-
sition velocities. To improve the performance of the DRW model,
the suggested drift term in the literature, which is a function of the
gradient of the RMS velocity fluctuations, was included in the
modified-DRW model using Eqs. (25) and (26). It was found that
the predicted concentration profiles of tracer particles predicted
by the modified-DRW are still nonuniform. It was hypothesized
that the reason for this erroneous prediction is due to the inhomoge-
neous turbulence time macroscale in the channel flow. A new drift
correction term as a function of gradients of both RMS fluctuation
velocity and the turbulence time macroscale as given by Eq. (27)
was proposed. It was shown that the new improved-DRW model
performs properly in inhomogeneous turbulent flows.

From the presented simulations, the following conclusions are
drawn:

) Ignoring the turbulence velocity gradient drift term leads to
the accumulation of fluid-tracer particles in regions with low
turbulence intensities near walls. However, ignoring the
Lagrangian time gradient drift term results in the migration
of fluid-tracer particles to regions with relatively large turbu-
lence time scale (core region).

) For obtaining uniform concentration profiles for fluid-tracer
and submicron particles and accurate concentration profiles
for large size particles, it is essential to include both the gra-
dients of turbulence Lagrangian time in addition to the RMS
velocity in the drift term of the DRW model.

) Errors in the predictions of the concentration profiles result
in the corresponding inaccurate particle deposition velocities.

) It is critical to include the finite-inertial coefficient (FIC) for
the drift correction terms to incorporate the turbophoresis
effects to accurately predict the accumulation of large size
particles in the near-wall regions.

) For large size particles with large Stokes numbers, the dis-
crepancies between the predictions of the conventional-,
modified-, and improved-DRW models are less significant
due to the use of the finite-inertial coefficient. A series of
performed simulations (the results were not reported for the
sake of brevity), the predictions of the conventional-DRW
model become similar to those of the improved-DRW model
for particles larger than 100 lm for the range of flow veloc-
ities considered in this study.

) In general, using the conventional-DRW model in inhomoge-
neous flows results in depletions of different size particles
from regions with high turbulence intensities to regions with
small turbulence intensities, which is not realistic for small
size particles. Since generally near-wall regions have the
smallest turbulence intensities, particles tend to accumulate
in near-wall regions independent of the passage geometry,
which results in an overestimation of the corresponding
(small size) particle deposition velocities.

) The use of modified-DRW model in inhomogeneous flows
results in migration of particles to regions with larger turbu-
lence time scales so that the concentration of particles in the
near-wall regions with small turbulence time scale are
reduced which leads the underestimations of particle deposi-
tion on walls.

) The concentration profiles and deposition velocities resulting
from the improved-DRW model are roughly identical to

Fig. 9 Comparison of the nondimensional deposition velocities predicted by the conventional-, modified-, and
improved-DRW models with the experimental data, empirical results, and the earlier numerical estimations
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those of the normalized-CRW model, while the normalized-
CRW does not need the time gradient drift term, predicts
more uniform concentration profiles for submicron particles,
and somewhat more accurate deposition velocities.

While the present study was focused on channel flows, the
developed stochastic models for simulating turbulence fluctuation
should be applicable to more complex flow configuration. Appli-
cation of the improved-DRW to three-dimensional turbulent flows
is under investigation and results will be reported in the future.
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Nomenclature

Overbar signifies mean value

Cc ¼ Stokes Cunningham slip correction factor
CD ¼ particle drag coefficient

D ¼ particle mass diffusivity
dp ¼ particle diameter
dþp ¼ nondimensional particle diameter

f ¼ elliptic relaxation function
Gi ¼ vector Gaussian random number with zero mean and unit

variance
Hþ ¼ nondimensional channel half-width

k ¼ turbulence kinetic energy
kb ¼ Boltzmann constant
kþ ¼ nondimensional turbulence kinetic energy
Lt ¼ turbulence length scale

Lþ ¼ nondimensional channel length
m ¼ particle mass

Np ¼ number of deposited particles
N0 ¼ total number of particles
Pk ¼ turbulence production kinetic energy

Rep ¼ particle Reynolds number
S ¼ particle to fluid density ratio

S0 ¼ spectral intensity of the Brownian noise
Sc ¼ Schmidt number

Stk ¼ Stokes number
t ¼ time

T ¼ absolute temperature
tint ¼ interaction time scale
TL ¼ Lagrangian integral time scale
Tt ¼ Eulerian turbulent time scale
tþd ¼ nondimensional time interval

TþL ¼ nondimensional Lagrangian integral time scale
u ¼ fluid velocity vector

u# ¼ shear velocity
ui; uj ¼ fluid velocity components

up ¼ particle velocity vector
u0i ¼ fluid fluctuating velocity components seen by particles

u0i
nþ1 ¼ mean drift velocity

up
i ¼ particle velocity components

uþd ¼ nondimensional deposition velocity

v02 ¼ variance wall-normal fluid velocity fluctuation
xi; xj ¼ position vector components

yþ ¼ nondimensional wall distance
e ¼ dissipation rate
k ¼ gas mean free path
l ¼ particle fluid viscosity
ni ¼ vector Gaussian random number
ri ¼ RMS velocity fluctuations component
sw ¼ wall shear stress

sp ¼ particle relaxation time
sþp ¼ nondimensional particle relaxation time
! ¼ kinematic viscosity
!t ¼ eddy viscosity
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