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In this investigation, the accuracy of the discrete and continuous random walk (DRW, CRW) stochas-
tic models for simulation of fluid (material) point particle, as well as inertial and Brownian particles,
was studied. The corresponding dispersion, concentration, and deposition of suspended micro- and nano-
particles in turbulent flows were analyzed. First, the DRW model used in the ANSYS-Fluent commercial
CFD code for generating instantaneous flow fluctuations in inhomogeneous turbulent flows was evalu-
ated. For this purpose, turbulent flows in a channel were simulated using a Reynolds-averaged Navier—
Stokes (RANS) approach in conjunction with the Reynolds Stress Transport turbulence model (RSTM).
Then spherical particles with diameters in the range of 30um to 10nm were introduced uniformly in
the channel. Under the assumption of one-way coupling, ensembles of particle trajectories for different
sizes were generated by solving the particle equation of motion, including the drag and Brownian forces.
The DRW stochastic turbulence model of the software was used to include the effects of instantaneous
velocity fluctuations on particle motion, and the steady state concentration distribution and deposition
velocity of particles of various sizes were evaluated. In addition, the improved CRW model based on
the normalized Langevin equation was used in an in-house Matlab code. Comparisons of the predicted
results of the DRW model of ANSYS-Fluent with the available experimental data and the DNS simula-
tion results and empirical predictions showed that this model is not able to accurately predict the flow
fluctuations seen by the particles in that it leads to unreasonable concentration profiles and time-varying
deposition velocities. However, the predictions of the improved CRW model were in good agreement with
the experimental data and the DNS results. Possible reasons causing the discrepancies between the DRW
predictions and the experimental data were discussed. The improved CRW model was also implemented
through user-defined functions into the ANSYS-Fluent code, which resulted in accurate concentration dis-
tribution and deposition velocity for different size particles.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Ahmadi, 2012; Tavakoli et al., 2012; Tian and Ahmadi, 2013;
Yazdani et al., 2014; Tavakol et al., 2015; Tavakol et al., 2017) are

The availability of an accurate model for evaluation of dis-
persion and deposition of micro- and nano-particles in turbu-
lent flows is of vital importance to the computer simulations of
a wide range of industrial, environmental, and biomedical pro-
cesses. Pneumatic conveying, ventilation systems, cloud formation,
precipitation (Devenish et al., 2012; Warhaft, 2008), air pollution,
sand and dust storms (Luo et al, 2016; Rahman et al., 2016;
Sajjadi et al.,, 2016), and transport and deposition of inhaled par-
ticles in human respiratory system (Fan and Ahmadi, 2000; Cheng,
2003; Matida et al., 2004; Zamankhan et al., 2006; Longest et al.,
2008; Shi et al., 2008; Longest and Vinchurkar, 2009; Tian and
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a few examples of the processes involving particle-laden turbu-
lent flows. Numerical simulation of these flows requires an accu-
rate evaluation of turbulence characteristics and their interactions
with particles.

The very first step for simulating turbulent flows is the selec-
tion of an appropriate method. Currently, there are three main ap-
proaches for simulating turbulent flows. The most advanced ap-
proach is the direct numerical simulation (DNS) in which all scales
of turbulence down to the Kolmogorov scale are resolved. While
the DNS approach is quite accurate, it is computationally expen-
sive. The prohibitive computational cost of the DNS approach has
restricted its application to large-scale industrial and environmen-
tal problems. Therefore, the applications of DNS have been limited
to simple flow passages and are typically done for fundamental
research studies. In the next level of accuracy is the large eddy
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simulation (LES) approach that resolves the details of turbulent
flows larger than the grid cell size while the subgrid-scale fluctu-
ations are modeled (Rogallo and Moin, 1984; Lesieur et al., 2005;
Sagaut, 2006). The LES requires less computational resources com-
pared to the DNS, but still, it is computationally demanding for
simulating flows in complex configurations at high Reynolds num-
bers of industrial and environmental interests.

The approach that is more commonly used for practical applica-
tions is the Reynolds-averaged Navier-Stokes (RANS) model. While
quite economical, the RANS approach requires the use of a turbu-
lence model and evaluates only the mean velocities and turbulence
statistics. Due to the relative simplicity and computational effi-
ciency of the RANS models, considerable attention has been given
to developing appropriate turbulence models. While typically the
two-equation models (e.g., k-¢, k-w, etc.) in conjunction with the
eddy viscosity assumption are used, there are also the Reynolds
stress transport models (RSTM) that directly evaluate the compo-
nents of Reynolds stresses and account for the anisotropy of turbu-
lence fluctuations (Hanjali¢ and Launder, 1972; Durbin, 1993; Pope,
2000).

The RSTM provides the time-averaged velocity and turbulence
properties; however, for certain problems such as the one involv-
ing particle dispersion and deposition, knowledge of the instanta-
neous turbulence fluctuations is required. In these cases, a pseudo-
turbulence fluctuation along the particle trajectories is generated
based on the RANS evaluation of the turbulence statistical prop-
erties. Accurate evaluation of instantaneous velocity fluctuations
is required for realistic evaluation of turbulent diffusion effects
for accurate predictions of particle dispersion and deposition on
surfaces (Loth, 2000; Bocksell and Loth, 2006). When the LES
approach is used for simulating particle-laden turbulence flows,
the subgrid scales (SGS) fluid fluctuating motions seen by par-
ticles should also be modeled properly for an accurate descrip-
tion of particle dispersion. Although the effects of SGS on parti-
cle motion were shown to be significant in several investigations
(Kuerten and Vreman, 2005; Kuerten, 2005; Marchioli et al., 2008;
Salmanzadeh et al.,, 2010; Innocenti et al., 2016), they were totally
neglected in some other studies (Yeh and Lei, 1991; Uijttewaal and
Oliemans, 1996; Wang and Squires, 1996; Jayaraju et al., 2008;
Afkhami et al., 2015). Additional information regarding the state-
of-the-art of SGS models were reported by Minier (2015), Pozorski
(2017), and Marchioli (2017).

For simulating particle-laden flows, the Eulerian-Eulerian and
Eulerian-Lagrangian approaches are typically used. The Eulerian-
Lagrangian approach, which is more physical as it accounts for the
discrete nature of particles, is used in the present study. (Taylor,
1920) was the pioneer in utilizing the Lagrangian approach, where
he employed a stochastic model to simulate fluid-particle (mate-
rial point) dispersion in homogeneous turbulent flows from a point
source. He reported that the standard deviation of fluid-particle
distances from their initial position varies linearly with time ini-
tially and then becomes proportional to the square root of time
for large times. Since then, several Lagrangian stochastic models
were introduced. The discrete random walk (DRW) and contin-
uous random walk (CRW) stochastic models are widely used in
CFD codes where velocities are assumed to be the summation of
the mean fluid velocity and turbulence fluctuations. In the DRW
and CRW models, which are not strictly derived from the Navier-
Stokes equation, the velocity fluctuations are considered as Markov
processes that are generated with zero mean and variances cor-
responding to those of turbulence velocities and appropriate time
scale (Shirolkar et al., 1996; Bocksell and Loth 2001). Also, there
is a Probability Density Function (PDF)-based stochastic differen-
tial equation (SDE) that is used for evaluating the fluid fluctua-
tion velocity (Haworth and Pope 1987; Minier and Peirano 2001;
Minier et al., 2004; Minier 2015; Pozorski 2017). The PDF ap-

proach was also extended for simulating the subgrid fluctuation
in the LES, which is referred to as the Filter Density Function
(FDF) (Givi 1989; Colucci et al., 1998; Wactawczyk et al., 2008;
Innocenti et al., 2016).

In the DRW model, it is assumed that a particle interacts with
an eddy for an interaction time interval t;;;; at the end of the in-
teraction time interval a new random fluctuation independent of
the previous one is introduced to account for the interaction time
with a new turbulence eddy.

In the CRW model, a stochastic differential equation is used to
find the turbulent fluctuations seen by fluid-point particles. The
corresponding Langevin equation is given as
du/,‘

dt

where o and A are coefficients, u] is the turbulence fluctuating
velocity component and &;(t) is a Gaussian white noise process.
The first term of the right-hand side (RHS) of Eq. (1) represents
the persistence of the fluid motion that generates a correlation be-
tween successive fluctuations, and the second term includes the
random variation of the fluctuations. The coefficients & and A were
evaluated by Legg and Raupach (1982) as 1/t; and o0;,/2/1; where
o; and t; are the RMS velocity fluctuations and the Lagrangian
time scale in the i-direction.

The stochastic model proposed by Taylor and extended by oth-
ers was originally established for homogenous turbulent flows.
However, most practical turbulent flows, like the atmospheric
boundary layer flows and flows in ducts, are inhomogeneous with
spatially varying vertical root-mean-square (RMS) velocity, o5, and
Lagrangian time scale, 7. In this regard, several researchers exam-
ined the performance of the conventional DRW and CRW models
for simulating the fluctuation fields in inhomogeneous turbulent
flows and proposed needed improvements for their applications
(Maclnnes and Bracco, 1992; Bocksell and Loth, 2001).

The studies conducted on the CRW model showed that this
model could predict reasonable results for concentration profiles
of fluid-particles in turbulent Atmospheric Boundary Layer (ABL)
flows with an inhomogeneous vertical time scale (Hall, 1975; Reid,
1979; Wilson et al., 1981b; Legg, 1982). Wilson et al. (1981a), how-
ever, found that using the stochastic models for ABL-flows with in-
homogeneous velocity fluctuations generates an unphysical inho-
mogeneous concentration profile. They suggested that these mod-
els lead to coy = constant (where c is concentration), which was
also reported by Thomson (1984), leading to a concentration gra-
dient of fluid (material) point-particles in inhomogeneous flows. To
rectify this defect and obtain a homogenous fluid-particle (material
point) concentration in flows with variable RMS vertical velocity
fluctuations, Wilson et al. (1981a) introduced a drift velocity given
as

= —ou| + A&, (1)

_ do
Uy = 72027;, (2)

as a correction for the inhomogeneous flows.

Legg and Raupach (1982) and Ley and Thomson (1983) also
noted the necessity of including a correction term to a mean pres-
sure gradient associated with the missed Reynolds stress terms.
They concluded that ignoring this correction leads to a spurious
mean drift of particle trajectories. Legg and Raupach suggested us-
ing 1:28022/8y as the mean drift velocity and proposed a modified
Langevin equation in the y-direction (perpendicular to the wall) for
turbulent flows with variable vertical velocity variance. That is,

dll/z . ll/2 2 80’22
L A T ©)

There seems to be a factor of 2 difference between the cor-
rection mean drift velocity of Wilson et al. (1981a) and that of
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Legg and Raupach (1982). Eq. (3) is referred to as a non-normalized
Langevin equation (Non-normalized CRW model).

Based on the transformed coordinates used by Wilson et al.
(1981a), Thomson (1984) and Durbin (1984, 1983) proposed a nor-
malized Langevin equation given as

d (u, 80'2
dt<<72>_ (72‘[2 VT §2+ (4)

Later, Bocksell and Loth (2006) suggested that normalizing the
Langevin equation is necessary to de-correlate the successive fluc-
tuations generated for fluid (material) point-particles in flows with
severe inhomogeneity.

More recently, Minier et al. (2014) described a more rigorous
derivation of the Langevin equation based on the PDF approach of
Pope (Haworth and Pope, 1987; Ahmadi and Hayday 1988; Minier,
2015; Pozorski, 2017). I\/Iiniel et al. (2014) also pointed out that if
it is assumed that 7; = 3‘(‘. ¢, where Cp is a constant, the normal-
ized Langevin equation for homogenous flows is identical to the
Simplified Langevin Model (SLM) developed by Pope for turbulent
reactive single-phase flows (Pope, 1985; Haworth and Pope, 1986).
They noted that this equation does not have the exact invariance
properties of inhomogeneous flows, which makes it inconsistent
with the Reynolds-stress equation. Earlier, however, Iliopoulos and
Hanratty (1999) and Iliopoulos et al. (2003) found a satisfactory
agreement between the results obtained from Eq. (4) and the DNS
results for dispersion of fluid (material) point particles and inertial
solid particles in a fully developed inhomogeneous turbulent flow.

Bocksell and Loth (2006) also noted that the drift correction
term for inhomogeneous flows is valid for fluid velocity fluctua-
tions seen by fluid-particles that follow the flow. However, if the
modified Langevin equation is used for generating fluid velocity
fluctuations seen by inertial particles, a factor of 1/(1 + Stk), where
Stk (Stokes number) is the ratio of the particle relaxation time to
the local turbulent integral time scale, should be included as a co-
efficient for the drift correction term.

Comparisons of the results predicted by Bocksell and Loth
with the DNS data for different Stokes numbers revealed that
including the correction factor significantly improves the esti-
mated concentration profiles of inertial particles. Dehbi (2008,
2010) and Jayaraju et al. (2015) examined the performance of this
approach for predicting the deposition velocity and dispersion of
particles in inhomogeneous turbulent flows and found reasonable
agreement with the experimental data and DNS results. However,
Jayaraju et al. (2015) showed an overestimation of the deposi-
tion velocity of the Brownian particles in a channel flow using
the Bocksell and Loth CRW model and the (ANSYS-Fluent code,
2011). They suggested that the defect of the Brownian model of
the ANSYS-Fluent code (2011) was the cause of the overestima-
tion of deposition velocity. Recently, however, Mofakham and Ah-
madi (2019) compared different versions of the CRW models and
showed that the CRW model based on the normalized Langevin
equation, including the drift correction term of Bocksell and Loth
(2006) (Normalized-CRW), predicts reasonably accurate results.

It should be pointed out that the Simplified Langevin Model
(SLM) is similar to the Non-normalized-CRW model. Several recent
studies showed that the SLM (the Non-normalized-CRW) overes-
timates the deposition velocities of micro- and nano-size parti-
cles (Mofakham and Ahmadi 2019; Chibbaro and Minier 2008;
Guingo and Minier 2008; Jin et al, 2015, 2016). To improve
the performance of the Simplified Langevin model, Chibbaro and
Minier (2008) and Guingo and Minier (2008) had to include some
ad hoc boundary conditions that they argued are in connection
with the influences of the sweep and ejection events and the near-
wall coherent structures. Jin et al. (2015) also tried to improve the
prediction of the SLM by introducing a quadrant analysis of nor-

mal velocity fluctuations to account for the effects of the sweep
and ejection events. Later, Jin et al. (2016) studied the effects of in-
cluding the lift forces and the near-wall corrections of the drag and
lift forces to rectify the underestimation of their earlier model for
deposition velocities of small size particles but found only slight
improvements.

Currently, the commercial CFD software is commonly used for
extensively, including turbulent particle transport and dispersion in
numerous industrial applications. In the present study, the perfor-
mance of the default-DRW model of the ANSYS-Fluent 18.1 code
for generating the instantaneous velocity fluctuations was carefully
examined. It was found that the default-DRW model may lead to
significant errors for the Reynolds-averaged Navier-Stokes (RANS)
simulations of particle concentration and deposition. To improving
the performance of the software, the Normalized-CRW was used.
First, a fully developed turbulent airflow in a two-dimensional
channel was simulated by the software using the RANS approach
using the Reynolds Stress Transport model (RSTM). Then, the tra-
jectories of a wide range of spherical particles from 10 nm to 30 pm
were evaluated under the one-way coupling assumption by three
approaches: (a) The discrete phase model (DPM) combined with
the default random walk (DRW) stochastic model of the ANSYS-
Fluent software was used. (b) The mean flow velocities, as well
as root-mean-square (RMS) velocity fluctuations in different direc-
tions, were exported from the ANSYS-Fluent code and used in an
in-house Matlab particle tracking code where the Normalized-CRW
model was used to incorporate the effects of turbulence fluctua-
tions on particle trajectories. (c) The Normalized-CRW model was
implemented into the ANSYS-Fluent code by user-defined functions
(UDFs) and the DPM model of ANSYS-Fluent was used to evaluate
the particle trajectories. In each approach, a large number of par-
ticles of different sizes were tracked for long durations, and the
corresponding time evolution of particle concentration profiles and
deposition velocities were evaluated. The simulation results were
compared with the experimental data, earlier RANS and DNS re-
sults, as well as with the empirical models. It was found that the
simulation results of the in-house Matlab code and the ANSYS-
Fluent software with the UDF showed that using the Normalized-
CRW model for generating the fluid velocity fluctuation seen by
particles markedly improved the accuracy of the model predictions
for particle concentration, as well as, deposition in inhomogeneous
turbulent flows.

2. Formulations
2.1. Computational Domain

In this study, it is assumed that air is flowing in a channel
at room temperature (288K) with a kinematic viscosity of v =
1.4607 x 10-> m?/s at a Reynolds number of 3329 based on an av-
erage velocity of 5 m/s and channel half-width. The corresponding
shear Reynolds number is 219 based on a wall shear velocity of

=0.32 m/s and channel half-width. Periodic velocity boundary
conditions at the inlet and outlet and the no-slip boundary con-
dition at the upper and lower walls of the channel were imposed.
The use of periodic boundary conditions makes it possible to run
the flow for a long time in order to generate a fully developed
flow along the channel, which eliminates the effects of develop-
ing flow near the inlet/outlet of the channel on the particle distri-
bution. In addition, the present simulation provides sufficient time
for the particles to reach their steady state distribution so that the
corresponding concentration profile and deposition velocity can be
evaluated. In the present simulations, the channel half-width is
H* =219, and the streamwise length of the computational domain
is LT =1095. The superscript+denotes that the parameters are
normalized by the wall scaling (u* for velocity, v/u*? for time, and
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v/u* for length). There are 1000 and 100 grid points, respectively,
along with the streamwise and normal direction of the channel.
The grid is uniform in the streamwise direction, while it is non-
uniform in the normal direction in order to provide higher resolu-
tion in the near-wall regions. To make sure that the grid is suffi-
ciently fine and to improve the accuracy of particle trajectory esti-
mation in the near-wall region, the first grid point is located 0.38
wall units away from the wall, which is almost one-third of the
distance suggested by Tian and Ahmadi (2007). The grid becomes
coarser in the core region with a growth factor of 1.08 and a max-
imum grid spacing of 16.5 wall units is generated at the center of
the channel.

2.2. Turbulent flow field

The first step in the simulation of turbulent particle-laden flows
is selecting the appropriate turbulence model. As noted before, the
mean airflow field in a two-dimensional turbulent channel flow
was evaluated using the RANS model of CFD software (ANSYS-
Fluent version 18.1 2017), in conjunction with the Reynolds Stress
transport model (RSTM). Although the RSTM model requires more
computational resources compared with the conventional two-
equation models (e.g., k-¢. k-w, etc.), it has the advantage of solv-
ing directly for the components of Reynolds stresses and avoid-
ing the need for the isotropic eddy viscosity assumption. As it
was shown by Tian and Ahmadi (2007), ignoring the turbulence
anisotropy degrades the accuracy of particle deposition prediction;
hence, the RSTM model that captures the anisotropy of near-wall
velocity fluctuations is a suitable choice. Also as it was suggested
by Tian and Ahmadi (2007), in this case the enhanced wall func-
tion is used for the wall boundary condition.

Although employing the enhanced wall function improves the
prediction of the RSTM model in the near-wall regions, there is an-
other important needed correction regarding the root-mean-square
(RMS) variation of normal components of turbulence fluctuations.
It is well known that the RMS of normal velocity fluctuations
follows a quadratic variation in the near-wall, while the stream-
wise and spanwise velocities vary linearly with distance from the
wall. These variations are the consequence of the continuity equa-
tion (Hinze, 1975) and was verified experimentally (Finnicum and
Hanratty, 1985) and also with comparison with the DNS results
(Kim et al., 1987).

The ANSYS-Fluent code, however, does not predict the quadratic
variation for the RMS normal fluctuations near the wall, and
that leads to significant overestimation of particle deposition rate
(Tian and Ahmadi, 2007). Hence, in order to provide an accurate
prediction of particle deposition velocity, it is critical to account
for the correct variation of normal fluctuations near the walls. Ac-
cordingly, in this study, the expression proposed by Matida et al.
(2000) that was obtained by fitting the DNS data of a fully
developed channel flow at Re; =395 of Antonia et al. (1991),
Dreeben and Pope (1997), Moser et al. (1999) was used in order
to provide the correct variation of the normal RMS velocity fluctu-
ations in the near-wall region. That is

. 0.0116y+2

0, = 2421°
1+ 0.203y+ + 0.0014y+=

Earlier, Ounis et al. (1991) and Li and Ahmadi (1993) as-

sumed o5 :Ay+2 in the near-wall region, and Tian and Ah-
madi (2007) used A=0.008 for y* < 4.

(3)

2.3. Turbulent Fluctuations

As noted in the introduction section, the RANS-RSTM simula-
tions predict the mean turbulent flow velocities (i, v, w) and RMS

of velocity fluctuations. However, to include the effects of turbu-
lent dispersion on particle distribution and deposition, the instan-
taneous turbulent velocity field as seen by particles during their
motions must be simulated. Hence, it is necessary to utilize an
accurate stochastic model to generate the local turbulence fluc-
tuations (v, v/, w') using the statistical properties evaluated from
the RANS-RSTM simulation of the flow. Two stochastic turbulence
models are used in this study. One is the discrete random walk
(DRW) model, which is the default model of the CFD software, and
the other is the Normalized-CRW. The Normalized-CRW is used in
the in-house Matlab code and is also implemented in the CFD code
with the use of UDFs.

2.4. Discrete random walk (DRW) model

In ANSYS-Fluent software (2017), for generating the instan-
taneous turbulence fluctuations, the DRW stochastic model of
Gosman and loannides (1983) is used. The DRW model, however,
is known to have spurious drift defects in inhomogeneous flows
Maclnnes and Bracco (1992). In this approach, the turbulence fluc-
tuation is estimated as a discrete random walk model given as
u; = oG, (6)
where o; is the RMS turbulence fluctuations as obtained from
the RANS simulations of the flow, and G;s are selected from a
population of independent Gaussian random numbers with zero
mean and unit variance. It should be emphasized that the cross-
correlation between the components of velocity fluctuations in dif-
ferent directions in inhomogeneous flows cannot be included by
employing the standard DRW model. In this approach, it is as-
sumed that a particle interacts with a turbulent eddy for a time
interval t;;,; during which G; is fixed. When time ¢;,,; is elapsed, it
is assumed that the particle interacts with a new eddy and a new
random number G; is generated. The time interval is evaluated as

bine = min (Tea tcross)- (7)

In Eq. (7), Te is the eddy lifetime obtained from the following
expression:
Te = 2T}, (8)
where T; is the Lagrangian integral time scale. When the RSTM tur-
bulence model is used, the integral time scale can be approximated
as
k
—. 9
= (9)
In Eq. (7), teross is the eddy crossing time (the time a particle
needs to cross an eddy) for which the following expression was
suggested by Gosman and loannides:

Le
teross = —Tp In |:] — <7:p|u—up|>:| s (10)

and

gzu/%, (11)

where u and uP are the fluid and particle velocity vectors. When
Le < Tp|lu — uP|, the above expression is used; otherwise, the inter-
action time is equal to the eddy life time. In Eq. (11), Tp is the
particle relaxation time given as

Sd2C.
18v °

where S is the density ratio, d is the particle diameter, and C is

the Cunningham slip correction factor given as
1.1d,
C=1+ ?(1.257+0,4e(2*p)>, (13)
p

where A is the gas mean free path.

T. ~0.30

_ (12)
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2.5. Continuous random walk (CRW) model

As it was noted in the introduction section, based on the ear-
lier results of Bocksell and Loth (2006) and Mofakham and Ahmadi
(2019), it is expected that the Normalized-CRW model can pro-
vide accurate estimates of the instantaneous fluctuation velocities
seen in inhomogeneous turbulent flows. Hence, the Normalized-
CRW model, which was developed heuristically and improved over
the years, is used in this study. The corresponding Langevin equa-
tion for the velocity fluctuation in the y-direction (normal to the
wall) is given as

/ /
d<U2>: us " %§2+ 1 80'2 (14)
2

dt 0'72 _0'2'[2 1+StkTy'

For the x-direction, the component of the Langevin equation is
identical to Eq. (14) with the drift term neglected. Eq. (14) leads to
the following Markov Chain equations for the generation of instan-
taneous turbulent fluctuations in the x- and y-directions (Legg and
Raupach, 1982; Bocksell and Loth, 2006):

1
1 2
;o At 1 At
u’l'” ZT{]UTEXD _?1 ‘f‘()‘ln+ 1_exp _2?] GL

(15)
1
1 2
m+1 _ Uzn+ m 7& n+1 1-— ,Zg
uy" = oF uy' exp 5 + 0, exp 5 Gy
) O-2n+180.2n+1 B 7&
+1 + Stk ay 1-exp T ’ (16)

where Stk = 7p/T; and G; are selected from a population of Gaus-
sian random numbers with zero and unit variance at every time
step.

Note that in general, a drift correction term (m %
should also be included in Eq. (15), but since this term does
not have a noticeable effect on the deposition process or concen-
tration profiles of particles in the y-direction, it was ignored in
the present study for simplicity (Iliopoulos and Hanratty, 1999).
However, incorporating this term could include the possible cor-
relation between the x- and y-velocity fluctuations and improve
the consistency of this model with the Reynolds-stress equations
(Minier et al., 2014).

Although the DNS investigation of Bocksell and Loth
(2006) showed that the Lagrangian integral time scale is not
isotropic, they reported that the estimation of Kallio and Reeks
(1989) obtained from Eulerian statistics is comparable to the
averaged time scales obtained from the DNS results. Hence, in the
CRW model used in this study, the integral time scale is assumed
to be isotropic, and the expression of Kallio and Reeks for the
Lagrangian integral time scale is used for 7, and t,. Accordingly,

T =17y =1, (17)

where T; is the Lagrangian integral time scale proposed by
Kallio and Reeks (1989) given as,

T = T2 /v

ifyt <5

if 5 <yt <200 (18)

10
- {7.122 +0.5731y* — 0.00129y*>

In the present simulations, Eq. (18) for the time scale was used
across the channel with half height of 219 wall units.

2.6. Particle equation of motion

In this study, in order to explore the direct effects of turbu-
lent dispersion, the gravity and lift forces are neglected; and since
the density ratio of the particle to the fluid is sufficiently large

(2000), the virtual mass force that is negligibly small is also ig-
nored. Therefore, only the drag and Brownian forces are included
in the analysis. Accordingly, the corresponding equation of motion
for a spherical particle is given as

du? 1 CpRep

at 17, 24
where uf’ is the ith component of particle velocity,u; is the ith
component of instantaneous fluid velocity, which is the summa-
tion of the average velocity predicted by the RANS model and the
fluctuation velocity estimated by the DRW or CRW model, 7 is
the particle relaxation time defined by Eq. (12), Rep = dp|u — uP|/v
is the particle Reynolds number, and Cp is the drag coefficient.

In ANSYS-Fluent code, the model proposed by Morsi and
Alexander (1972) for evaluating the drag coefficient for spherical
particles was used. That is,

Ch=a;+—+ — (20)

(ui — uf) + ni(t), (19)

where the g;s are constants as a function of the particle Reynolds
number. In the Matlab code, the following expression is used
(Hinds, 1982):

24 .

Re, if Rep <1,

- (21)
%(1 +0.15Reg‘687) otherwise

=

The Brownian force is modeled as a Gaussian white noise ran-
dom process (Li and Ahmadi 1992). Accordingly, during the numer-
ical simulation at each time step, the amplitude of the Brownian
force per unit mass is given as

T[SO 0.5
m© =Go(52)
where G(t) is a zero mean, unit variance Gaussian random number
and the spectral intensity of the noise, Sy, is given by,

Zka

So = Tprm’ (23)

(22)

where k, = 1.38 x 10-23 J/K is the Boltzmann constant, T is the ab-
solute temperature (K), and m is the mass of the particle.

A trap boundary condition is applied on the lower and upper
walls for the discrete phase. That is, if a particle distance to one
of the walls is less than its radius, the particle is assumed to be
deposited on the wall. To keep the number of particles constant
during the simulations with the CRW approach, when a particle
is deposited, another particle is randomly introduced in the chan-
nel. However, due to the restriction of the ANSYS-Fluent code, it
is not possible to replace the deposited particles when the default
stochastic DRW model is used. For the streamwise direction, a pe-
riodic boundary condition is imposed, which means if a particle
passes the outlet of the channel, it is injected with the same ve-
locities and y-location from the inlet.

2.7. Deposition velocity and empirical models

The non-dimensional particle deposition velocity in a flow with
a uniform concentration of Cy on a wall is defined as

J
+ = 24
ud Cou* ’ ( )
where ] is the particle mass flux to the wall. In a channel flow with
a half-width of H*, the deposition velocity is estimated as

uy = . (25)

Here, Ny and Ny are, respectively, the total number of particles and
the number of deposited particles on the lower and upper wall
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of the channel in the time interval of t; (Li and Ahmadi 1993;
Nasr et al., 2009).

In order to assess the accuracy of the stochastic models for
prediction of deposition velocity, the corresponding deposition ve-
locities resulting from the models for different particle sizes are
compared with the experimental data, earlier DNS simulations, and
semi-empirical model predictions. The empirical equation of Wood
(1981) is given as
uj =0.0575c 2 + 4.5 x 107,72, (26)
where Sc = v/D is the Schmidt number with D being the particle
mass diffusivity given as

kT
T 3mwpd, ©

(27)

Fan and Ahmadi (1993) also developed an empirical equation
based on turbulence near-wall coherent structures for predicting
the deposition velocity of particles. The model of Fan and Ahmadi
for a smooth surface in the absence of gravity simplifies to the fol-
lowing expressions:

, |:d+ i|2/(1+rp+2q)

_ I
0.084 Sc™3 + 53 if u; <0.14,

+
ud_

(28)
0.14 otherwise,

where L] = 3.08/(Sd})).
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3. Results and discussions

The flow is simulated by the ANSYS-Fluent CFD software using
the RSTM model for a long time to reach a fully developed solu-
tion. It is assumed that the volume fraction of particles is suffi-
ciently small so that the one-way coupling can be assumed. That
is, the fluid carries the particles, but the effect of particles on the
flow is small and can be ignored. The profiles of mean stream-
wise velocity, RMS streamwise and normal velocity fluctuations,
turbulence kinetic energy, and turbulence dissipation rate evalu-
ated by the RSTM model are plotted in Fig. 1 versus y*, which
is the distance to the lower wall in wall units. For verification,
these parameters for shear Reynolds number of 219 were also eval-
uated by the pseudo-spectral code (McLaughlin 1989; Ounis et al.,
1993; Nasr et al., 2009; Mofakham et al., 2018), and the results
are plotted in Fig. 1 (labeled as DNS). The DNS results of Kim et al.
(1987) and Moser et al. (1999) are also shown in this figure. Fig. 1a
shows a good agreement of the mean streamwise velocity obtained
by the RSTM model with those of the DNS code and the DNS of
Kim et al. (1987) at the shear Reynolds number of 180, as well as,
with the near-wall log profile. In Fig. 1b, the RMS turbulence fluc-
tuations in the streamwise and normal directions as predicted by
the RSTM model are compared with the DNS results at the shear
Reynolds number of 219 and the DNS of Kim et al. (1987) and
Moser et al. (1999) at shear Reynolds number of 180. In Fig. 1c,
the turbulence kinetic energy as predicted by the RSTM model is

AK — o} RSTM Model
200t 1

a1l & - -0, DNS

S A oy Kim et al. (1987)
150 ° oy Moser et al. (1999)

i ‘\ —a,RSTM Model

2y

H x 3 ., ]

% o, DNS

> 00t PR o, Kim et al. (1987)
2 o, Moser et al. (1999)
50t
ow,
o,
— _..9-—-"‘-";‘9
0
0 1 aF 2 3
i
(b)
~—RSTM Model

200 - ‘DNS

----- Mansour et al. (1988)

150

50

(d)

Fig. 1. Comparisons of different RANS profiles with DNS results. (a) Mean streamwise fluid velocity profile. (b) RMS streamwise and normal fluid velocity fluctuations profiles.
(c) Turbulence kinetic energy. (d) Turbulence dissipation rate. y™ = 0 is the lower wall and y* = 219 is the channel centerline.
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Fig. 2. The Lagrangian integral time scale profile.

compared with the DNS results at shear Reynolds number of 219
and the DNS of Kim et al. (1987) and Moser et al. (1999) at shear
Reynolds number of 180. The comparisons in Figs. 1b and 1c show
that the pattern of the kinetic energy predicted by the RSTM model
follows the variation of the DNS data while the RSTM model un-
derestimates the DNS results in the near-wall regions but overes-
timates the DNS in the core region of the channel. In Fig. 1d, the
prediction of the RSTM model for the turbulence dissipation rate
is compared with the DNS results at the shear Reynolds number of
219 and the DNS results reported by Mansour et al. (1988) for the
shear Reynolds number of 180. The prediction of the RSTM model
of the dissipation rate is in a good agreement with the DNS results,
except for the near-wall regions where there are some deviations.
The dissipation rate predicted by the RSTM shows a peak near the
wall, while the DNS profiles show a monotonic increase toward the
wall. In the region where the peak appears, the RSTM model over-
estimates the DNS predicted dissipation, but underestimates it at
a very short distance from the wall. Despite the discrepancies be-
tween the RSTM model and the DNS prediction for the dissipation
rate near the wall, the approximate agreement between the results
is satisfactory.

As discussed in the formulations section, Eq. (9) is used by the
ANSYS-Fluent code to evaluate the Lagrangian integral time scales
for the Default-DRW model; however, for the CRW model the ex-
pression of Kallio and Reeks is going to be used for y*<100. Fig. 2
shows the differences between the Lagrangian integral time scales
used for the DRW and CRW models.

In Fig. 3, the predicted variation of the RMS of normal fluid
velocity fluctuations near the lower wall of the channel is com-
pared with the DNS data at the shear Reynolds number of 219 and
the correlation proposed by Matida et al. (2000). It is seen that
the ANSYS-Fluent predictions for the velocity fluctuations normal
to the wall have qualitatively different trends and are up to two
orders of magnitude larger than the values obtained by the corre-
lation of Matida et al. and the DNS data at short distances near
the wall. As was noted by Tian and Ahmadi (2007), the exces-
sively large fluctuations near the wall lead to the overestimation
of the deposition velocity of particles. In this study, the predic-
tion of ANSYS-Fluent code for o, was used for the Default-DRW
model, but the values of RMS velocity fluctuations are modified in
the near-wall region by using Eq. (5) for the CRW model.

3.1. Particle simulations results

To assess the performance and accuracy of the stochastic mod-
els in generating instantaneous velocity fluctuations seen by parti-

15 . .
—RSTM Model
- ~Eq. (5)
...... DNS
10}
.
>
5 3
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Fig. 3. Comparison of o, near the channel lower wall as predicted by the ANSYS-
Fluent code with the DNS result and the correlation proposed by Matida et al.
(2000) (Eq. (5)).

cles, the resulting steady state concentration profile and deposition
velocity of different size particles are evaluated for various mod-
els and the results are compared with the available experimental
and DNS data in this section. In order to reduce the statistical er-
ror, 200,000 particles of a given size are injected randomly in the
channel, and their subsequent motions are tracked. The initial ve-
locities of the particles are assumed to be the same as that of the
local fluid flow velocity at their initial position. While airflow ve-
locity and RMS fluctuation are obtained by the ANSYS-Fluent code,
the particle tracking and the generation of instantaneous turbu-
lence fluctuations were done using the following two methods. (1)
An in-house Matlab code was developed as post-processing to the
ANSYS-Fluent code, where the Verlet integration method with a
time step of 0.07 wall units was used for particle tracking, and
the Normalized-CRW model was employed as the stochastic model
for generating velocity fluctuations. (2) The DPM of ANSYS-Fluent
code was used for tracking the particles, and both the Default-DRW
model of the code and the Normalized-CRW model with the aid
of UDFs were used for simulations of the velocity fluctuations. For
case (2), the integration time step was picked by the ANSYS-Fluent
code for each particle at every time step based on the velocity and
particle relaxation time while the maximum time step was set to
0.7 wall units.

Earlier, it was shown that the random distribution of particles
in a turbulence flow evolves in time and reaches a statistically sta-
tionary condition (Brooke et al., 1992; Marchioli et al., 2007). The
evolution of particle distribution also affects the predicted depo-
sition velocity. Therefore, it is necessary to track particles in tur-
bulent flows for sufficiently long times in order to reach a quasi-
steady state for an accurate evaluation of particle concentration
profiles and corresponding deposition velocities. In this study, par-
ticles are tracked for the duration of 10,000 wall units. In earlier
studies, particle tracking was done typically for a short period of
time. To assess the effect of particle size, the model predictions
are obtained for a wide range of particle diameters from 10nm to
30um, and the accuracy of the models for different particle sizes
is evaluated. The particle diameter and the corresponding relax-
ation time, as well as the relaxation time in wall units for parti-
cles that are simulated in this study, are tabulated in Table 1. It
should be emphasized that the integration time step used in the
in-house code was 0.07 wall units, which is much smaller than the
nondimensional relaxation times of particles larger than 1um. For
smaller particle sizes (e.g., 10nm), using a time step smaller than
the particle relaxation time of 1.8 x 108 sec, is not practical as it
makes the simulation time too long. Using a time step larger than
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Table 1
Particle diameters and relaxation times
used in the simulations.

$=2,000

dp Tp (s) T

30 um 6.8 x 103 48.5

20 um 3.0x 1073 21.6
10um 7.7 x 104 5.45
5um 2.0x 104 1.39
3um 7.25x 107>  0.51

1pum 8.9 x 106 0.063

500 nm 2.6 x 106 0.018

100 nm 23 x 1077 1.6 x 1073
50nm 1.0x 1077 7.0 x 1074
10nm 1.8 x10°8 1.3 x 104

the particle relaxation time essentially amounts to neglecting the
particle inertia effects. Since the inertia effects of particles smaller
than 1pm is negligible, having a time step larger than the particle
relaxation time does not affect the simulation results.

3.2. Fluent Default-DRW stochastic model

Using the Default-DRW model of the DPM of the ANSYS-Fluent
code, the particle distribution, instantaneous velocities, and the
number of deposited particles on the walls are evaluated for dif-
ferent sizes. Conducting ensemble averaging on the simulation re-
sults, the concentration profiles, as well as the mean velocities and

1 -
F
1
|
05 I
4 1
[ I
| |
= 0 \ ' (a)d =30 um
1
\// :
0.5 :
;
L
_1 2 x — -
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“ :
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RMS velocity fluctuations of different sized particles, are evaluated
and the results are reported in this section. To perform the ensem-
ble averaging on particle concentration profiles, the bin counting
method with the bin size varying according to the Chebyshev co-
sine function was used. Using a total number of 200 bins provided
a minimum bin size of 0.027 wall units for the first bin near the
wall and a maximum bin size of 3.44 wall units for the bin at the
center of the channel.

In order to examine the performance of the Default-DRW model
of the code, the predicted time evolutions of the normalized con-
centration profile of particles with different sizes are shown in
Fig. 4 versus n = y/H where y is the y-axis and H is the half height
of the channel. It should be emphasized that for obtaining the nor-
malized concentration profiles, the mean concentration in each bin
is normalized by the mean concentration of the channel so that
concentration 1 (shown by the dashed blue line in all concentra-
tion figures) corresponds to the uniform distribution of particles in
the channel. It should be noted here that when the Default-DRW
stochastic model is used, the code does not allow replacing the de-
posited particles to keep the total number of particles constant;
therefore, the number of suspended particles in the channel and
the corresponding average particle concentration decrease in time
due to the deposition of particles. It should be noted that the par-
ticle concentration profiles are normalized by the updated average
concentration and deposition velocities are also evaluated based
on the updated average concentration; therefore, the concentra-
tion profiles and deposition velocities obtained by the Default-
DRW model with variable number of particles and those of the
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Fig. 4. Time evolutions of the normalized concentration profile of particles with diameters of (a) 30 pm, (b) 10 um, (c) 1pm, and (d) 10 nm as predicted by the ANSYS-Fluent

code using the Default-DRW model.
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(a) t*=2,000

(b) t7=10,000

Fig. 5. The distribution of particles with a diameter of 1pm at (a) t+ = 2,000, (b) t* = 10, 000.

Normalized-CRW with the constant number of particles are com-
parable.

In Fig. 4, the spatial distribution of normalized concentration
of 30pm, 10pum, 1pm, and 10nm particles are shown. This fig-
ure shows that the Default-DRW model predicts an accumulation
of particles of all sizes in the near-wall regions. It was observed
experimentally (Rashidi et al., 1990; Kaftori et al., 1995) and nu-
merically by the DNS approach (McLaughlin 1989; van Haarlem
et al. 1998; Marchioli and Soldati 2002; Narayanan et al., 2003;
Nasr et al., 2009) that particles with the dimensionless relaxation
time larger than 3 tend to migrate from regions with relatively
high turbulence intensity to regions with low turbulence inten-
sity, which results in accumulation of particles in the near-wall re-
gions. This effect is referred to as the turbophoresis phenomenon
(Caporaloni et al., 1975; Reeks 1983; Reeks 1981; Young and Leem-
ing 1997). Therefore, having a high concentration of large particles
in the near-wall regions is expected. However, submicron parti-
cles with t;r « 1 are expected to behave like fluid-tracer particles;
therefore, the spatial variation of turbulence intensities should not
affect the distribution of small particles, and their concentration
should stay roughly uniform. Fig. 4 shows that the ANSYS-Fluent
code does not predict the correct uniform concentration profile
even for the 10nm particles with r; =1.3 x 1074 for which the
Brownian effect is significant, and the distribution of particles
should stay uniform except at the short distances near the wall
where the concentration approaches zero at the wall.

Fig. 5 clearly illustrates the predicted abnormal distribution of
particles with a diameter of 1um after 2000 and 10,000 wall units
by the ANSYS-Fluent code using the Default-DRW model. In this
figure, x =x/H, where x is the x-axis, and H is the half height
of the channel. For 1um diameter with 7 =6.3 x 1072, it is ex-
pected that these particles would follow the turbulent eddies and
particle migration and preferential concentration should not be ob-
served. In addition, for this size, the Brownian effects are small, re-
sulting in very low deposition on the walls. Hence, it is expected
that the 1pum particles have a uniform distribution across the duct
with a small deposition velocity. The present simulations show
that only 20 particles out of 200,000 initial particles are deposited

in 10,000 wall units; therefore, the predicted deposition velocity is
very small. Fig. 5a, however, shows that the particles accumulate
in the near-wall regions, and Fig. 5b shows that the core of the
channel is depleted of particles, and most particles migrate to the
near-wall regions after 10,000 wall units.

In order to further explore the DRW stochastic model in gen-
erating the turbulence fluctuations, the predicted mean stream-
wise and normal velocities, as well as the root-mean-square (RMS)
streamwise and normal velocity fluctuations of particles of differ-
ent sizes are compared with the corresponding values of the fluid
point particle in Fig. 6.

Fig. 6a shows that at the center of the channel, the mean
streamwise velocity of particles is slightly smaller than that of
the fluid. However, in the near-wall regions up to about 100 wall
units, the mean streamwise velocity of particles of different sizes
matches with that of the fluid flow except for particles with a
diameter of 30pum whose mean streamwise velocity is slightly
higher. The larger mean streamwise velocity of 30 um in the near-
wall regions is due to the high rate of particle migration from
the core of the channel with relatively higher velocities to the
near-wall regions and the large relaxation time of 30 um particles
that allows the particles to keep their velocities. Hence, the mean
streamwise velocity of 30 um particles is somewhat higher in the
near-wall regions.

Fig. 6b shows that the mean normal velocity of particles main-
tains a small migration velocity toward the wall. The positive and
negative normal values, respectively, in the upper and lower region
of the channel, are expected due to the net migrations of particles
from the core region toward the walls. It is well known that the
effect of the turbophoresis gets weaker as particle size decreases,
which is consistent with the findings of Fig. 6b that the magni-
tude of the mean normal velocity of particles gradually decreases
as particle size decreases from 30pm to 1pm.

The predicted RMS of particle streamwise velocities for dif-
ferent size particles are shown in Fig. 6¢. This figure shows that
the RMS of streamwise velocity fluctuations of large size particles
(30um) is smaller than the RMS of streamwise fluid velocity
fluctuations in the core of the channel. This is because of the large
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Fig. 6. Comparison of the predictions of the Default-DRW stochastic model of ANSYS-Fluent for (a) mean streamwise velocity, (b) mean normal velocity, (c) RMS streamwise
velocity fluctuations, and (d) RMS normal velocity fluctuations of particles with diameters of 30um, 10pm, 1um, 50nm, and 10nm with the corresponding fluid mean

velocity and RMS profiles.

particle relaxation time that filters out the high frequencies of
fluid fluctuations. Although the RMS streamwise velocity fluctu-
ations of particles are smaller than that of the fluid in the core
of the channel, they are higher in the near-wall region, which
is again due to the rapid migration of 30um particles from the
core region toward the near-wall regions. With higher streamwise
velocity, the mean and RMS streamwise velocities of large particles
in the near-wall regions become larger than that of the fluid flow.
As particle size decreases to around 1um, their relaxation time
becomes small and their RMS streamwise velocity fluctuations
become similar to that of the fluid. The RMS streamwise velocity
fluctuations of 50nm particles is almost the same as that of
1um particles; however, with further decrease of particle size
to 10nm, the RMS streamwise velocity fluctuations dramatically
increases due to the significant effects of the Brownian excitation.
It is worth mentioning that the turbulence-induced RMS velocity
of the 10nm particles is comparable to that of the fluid. The
difference between the RMS of 10nm particle velocity fluctua-
tions with that of fluid is due to the Brownian forces given by
Eq. (22) which is proportional to 1/At. That is, the RMS of particle
velocity fluctuations is inversely proportional to the square root
of the time step picked for particle tracking by the code. Hence, if
a smaller time step is picked, a larger RMS velocity is predicted,
while the particle diffusivity, which is proportional to aizAt, is
fixed.

Fig. 6d compares the predicted RMS of particle normal fluctu-
ation velocity with that of the fluid flow. It is seen that the RMS
normal velocity of 30 um is smaller than that of the fluid, and simi-
lar to Fig. 6¢ with the decreasing size of particles the RMS of parti-
cles normal velocity fluctuations get closer to that of the fluid. The
RMS of normal velocity fluctuations of submicron particles larger
than and equal to 50 nm is similar to that of the fluid. For 10 nm
particles, the Brownian excitation dramatically increases the nor-
mal velocity fluctuations, and the corresponding total RMS veloci-
ties become much larger than that of the fluid.

As shown in Fig. 4, the Default-DRW model predicts an evolv-
ing concentration profile for all particle sizes implying that parti-
cles are continuously migrating from the core region to the near-
wall regions with time. To further clarify the trend of variations of
particle parameters in the near-wall region, the profiles of particle
concentration and the RMS streamwise and normal velocity fluctu-
ation of different size particles are plotted in Fig. 7. Fig. 7a shows
that at distances less than 15 wall units from the wall, the RMS
streamwise velocity fluctuations of 10um, 1um, and 50 nm parti-
cles are much smaller than that of the fluid. In contrast, the 30 pm
and 10nm particles have larger RMS streamwise velocity fluctua-
tion values in the near-wall region compared to that of the fluid
flow. While the RMS streamwise velocity fluctuations of 30 um are
higher than that of the fluid, the corresponding RMS velocity re-
duces somewhat toward the wall and then increases to a non-zero
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Fig. 7. Comparisons of the (a) RMS streamwise fluctuation velocity profiles and (b) RMS normal fluctuation velocities and concentration profiles of particles with diameters
of 30um, 10um, 1um, 50 nm, and 10 nm near the lower wall of the channel as predicted by the Default-DRW stochastic model of the ANSYS-Fluent code.

value at the wall. As seen in Fig. 7a, similar to 30pum particles,
while the RMS streamwise velocity fluctuations of 10 nm particles
are larger than that of the fluid, they are also damped out sharply
at the distances of a few wall units from the wall and drop to zero
at the wall. Thus, Fig. 7a shows that the RMS streamwise velocity
fluctuations of different size particles are damped in a band near
the wall, and they do not follow the variation pattern of the fluid
RMS streamwise velocity fluctuations.

Fig. 7b also shows that the RMS normal velocity fluctuations
of different size particles are damped in the near-wall regions
with y* <8, even if they maintain large normal velocity fluctuations
away from the wall or at very short distances (y*<2) as a result of
the Brownian effects (50 nm particles) or the inertial effects (30 pum
particles). For better comparisons, the RMS normal velocity fluctu-
ations of 10 nm, which are much larger than those of other particle
sizes and fluid, are not plotted in this figure.

The concentration profiles of different size particles are also
plotted in Fig. 7b. Fig. 7b shows an unrealistically high concentra-
tion of particles in the near-wall region in the range of 2<y* <8
for all particle sizes where the intensity of their normal fluctua-
tion velocity is markedly underestimated.

It is expected that the RMS velocity fluctuations of 1pm par-
ticles would be very close to that of fluid velocity fluctuations.
However, Fig. 7 indicates that the evaluated RMS velocity fluctu-
ations of 1um particles in the near-wall regions are much smaller
than those of the fluid. Therefore, it is concluded that the Default-
DRW model underestimates the fluid turbulence fluctuations in
both streamwise and normal directions in the near-wall regions.
The reduction of the normal turbulence fluctuations in the near-
wall regions leads to trapping of particles in the 2<y* <8 region in
that they do not experience sufficiently large fluctuations to allow
their deposition on the walls or a return to the core region, leading
to the high concentration in this zone.

From the results obtained by the Default-DRW stochastic model
of the ANSYS-Fluent code, the normalized number of particle de-
position with diameters of 30 um to 10 nm are plotted versus time
(tT) in Fig. 8a. Using Eq. (25), the corresponding deposition veloci-
ties are also evaluated and plotted in Fig. 8b. These figures clearly
show that the rate of deposition and the predicted deposition ve-
locities computed from the Default-DRW stochastic model are not
stationary but evolving with time.

Fig. 8b shows that the predicted deposition velocity of 30 pum
to 1um (inertial) particles is relatively high at the beginning of

simulations when the distribution of particles across the channel
is uniform; however, the deposition velocity decreases significantly
in time and tends to zero after 5000 wall units. Since the total con-
centration of particles reduces in time as a result of particle depo-
sition on the walls, one may conclude that the decrease of deposi-
tion velocities is due to the reduction of the total number of par-
ticles; however, for 10pum particles for which less than 10% of the
total number of particles are deposited after 10,000 wall units, the
predicted deposition velocity still approaches a very small value. It
should also be emphasized that for the calculation of deposition
velocities, the updated average concentrations are used. Hence, the
reduction of particle concentration is not the main reason for the
decrease of deposition velocity toward zero. As noted in the discus-
sion of Fig. 7, implementing the Default-DRW model leads to the
accumulation of particles in the near-wall regions where the model
significantly underestimates the velocity fluctuations seen by par-
ticles. Therefore, since the turbulence inertia impaction is the only
mechanism responsible for the inertial particle deposition, as par-
ticles accumulate in the near-wall regions with low fluctuation ve-
locities, they cannot deposit, which leads to the reduction of the
deposition velocity with time.

The variation of the predicted deposition velocity of submicron
particles in time is shown in Fig. 8b. The trend of variation of the
deposition velocity of 500 nm particles is similar to that of the in-
ertial particles. However, by decreasing the size of particles and in-
creasing the Brownian effects, the trend is gradually changed. The
predicted deposition velocities of 100nm or 50 nm particles show
a rapid increase for a very short time, followed by a slight reduc-
tion, but then an increase at larger times. For the smallest sizes
of 50nm and 10 nm, the deposition velocities increase and roughly
converge to certain stationary values. The trend of velocity deposi-
tion of ultra-fine particles differs from that of the inertial particles
because the submicron particles are transported into the viscous
sublayer by turbulent diffusion but are deposited on the wall by
the Brownian diffusion. Therefore, since the intensity of the Brow-
nian force is inversely proportional to the particle diameter, the
chance for deposition increases as the particle becomes smaller.

The results presented in Figs. 4-8 show that the Default-DRW
stochastic model of ANSYS-Fluent code (version 18.1) does not per-
form well for predicting particle concentration profiles and station-
ary deposition velocities. Maclnnes and Bracco (1992) and Bocksell
and Loth (2001) suggested the need to include the drift correc-
tion term in the DRW model to prevent the non-physical high
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Fig. 8. (a) The normalized number of deposited 30 um to 10 nm particles versus time. (b) The predicted deposition velocity for 30 um to 10 nm particles.

concentration of particles in inhomogeneous turbulent flows. Ac-
cordingly, as mentioned in the ANSYS-Fluent theory guide (2017),
the DRW model in which the correction term has been ignored is
not able to predict a homogenous concentration profile for small
particles. The results presented here show that underestimating
the velocity fluctuations seen by particles adjacent to the walls in-
creases the gradient of velocity fluctuations in these regions, which
amplifies the adverse effects of the absence of the drift correction
term. Thus, it is not possible to predict a realistic, steady concen-
tration profile and deposition velocity with the use of the Default-
DRW model for particles in the range of 10nm to 30 pm.

3.3. Matlab Normalized-CRW stochastic model

To improve the accuracy of the ANSYS-FLUENT software for
evaluation of particle dispersion and deposition, it is necessary to
improve the turbulence stochastic model. However, since it is not
possible to directly modify the Default-DRW stochastic model of
the software, the Normalized-CRW model is incorporated into the
code with the use of UDFs. Prior to implementing this model into
the software, the concentration and deposition rates of particles
are estimated using an in-house particle tracking Matlab code in
which the Normalized-CRW stochastic model is used. The advan-
tage of using the in-house code is that the details of the tracking
method, the DPM boundary conditions, the Brownian and the drag
force models, as well as the random number generator function,
are known. Hence, the other possible unknowns do not affect the
results. In addition, by comparing the predicted results from the
in-house code and the ANSYS-Fluent code using the same stochas-
tic model, the accuracy of the approach could be verified.

The mean velocity and RMS fluid velocity fluctuations in the
streamwise and normal directions are exported from the ANSYS-
Fluent channel flow simulation and used in an in-house particle
tracking Matlab code. The particle sizes tabulated in Table 1 are
tracked for 10,000 wall units using the Normalized-CRW model to
produce the instantaneous fluid fluctuations seen by particles. En-
semble averaging is used and the normalized concentration pro-
files, the mean velocity, and the RMS velocity fluctuations profiles,
as well as the deposition velocity of various particle sizes, are eval-
uated, and the results are described in this section.

To understand the performance of the code in evaluating par-
ticle concentration, the evolution of the normalized concentration
profile in time and the steady normalized concentration of differ-
ent size particles are, respectively, shown in Figs. 9 and 10. For
finding the normalized concentration profiles, the same procedure
described in Section 3.2 on ANSYS-Fluent Default-DRW stochastic

model is used. Here, however, the deposited particles are replaced
in the channel randomly so that the total number of particles is
kept constant during the simulations.

Fig. 9 shows that the concentration profile at times of 2000
and 10,000 wall units are similar, confirming that the steady state
profile is reached after 2000 wall units. This is in contrast with
the particle concentration profiles predicted by the Default-DRW
stochastic model of ANSYS-Fluent code shown in Fig. 4, where the
concentration in the near-wall regions is continuously increasing
with time while the channel core region is being depleted. In fact,
for every particle size, a steady concentration is predicted by the
in-house Matlab code. Here only the time evolution of the normal-
ized concentration profiles for three particle sizes of 30 um, 1pum,
and 10nm belonging to three different regimes of deposition are
reported for brevity.

To further elucidate the performance of the in-house Matlab
code in predicting the steady concentration in the channel, the
normalized concentration profiles of large size particles and sub-
micron particles after 10,000 wall units are, respectively, shown in
Figs. 10 and 11.

Fig. 10a shows the effects of the turbophoresis on particles with
diameters larger than 1um that results in the migration of parti-
cles from the core region to the near-wall region, leading to a high
particle concentration near the wall and a concentration less than
1 in the core of the channel. For exploring the variations in the
near-wall region, the concentration profiles near the lower wall are
plotted in Fig. 10b. It is seen that the concentration peak is highest
for 10 and 20pm particles. As particle diameter (relaxation time)
increases, the particle retains its velocity for a longer time, which
results in the enhancement of turbophoresis effects (van Haarlem
et al. 1998; Rashidi et al., 1990; Brooke et al., 1994; Young and
Leeming 1997). The concentration of particles in the near-wall re-
gion is affected by both the turbophoresis effects and the deposi-
tion velocity of particles, which explains why the peak of normal-
ized particle concentration in the near-wall region does not mono-
tonically increase with size. Fig. 10b shows that the peak of particle
concentration increases from around 2.5 for 5pm to 40 for 10 pm
due to the increase of the turbophoresis effects, but it decreases to
about 37 for 20pum and then drops to 7 for 30 um particles as a
result of the increase in the particle deposition velocity.

Fig. 11 shows the concentration profiles of submicron particles.
As it is seen in Fig. 11, the concentration stays uniform around 1
for different submicron particles, and it gradually decreases in a
thin boundary layer to zero at the wall.

In Fig. 12, the prediction of the in-house Matlab code for the
mean and RMS particle velocities in the streamwise and normal
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Fig. 9. Time evolutions of the normalized concentration profiles of particles with diameters of (a) 30 um, (b) 1pum, and (c) 10nm as predicted by the in-house Matlab code

using the Normalized-CRW stochastic model.
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Fig. 10. Concentration profiles obtained by the in-house Matlab code using the Normalized-CRW stochastic model for particles with diameters of 30um to 5um plotted (a)

along the channel and (b) near the lower wall.

directions are compared with the corresponding fluid profiles.
Fig. 12a shows that the mean streamwise velocity profiles of dif-
ferent size particles match with that of the fluid, except for the
large size 30 um particles that have slightly larger velocities in the
near-wall regions.

Fig. 11 shows that, in contrast to the Default-DRW model, the
Normalized-CRW model does not predict a migration of submicron
particles to the near-wall regions; therefore, the mean normal ve-
locity of submicron particles plotted in Fig. 12b are much smaller
(nearly zero) than the corresponding profiles resulting from the
DRW model shown in Fig. 6b. For large size particles, Fig. 10 con-
firms the formation of high particle concentration in the near-
wall regions and migration of particles from the core region to
the near-wall regions, which is consistent with a net mean veloc-
ity toward the walls shown in Fig. 12b. Fig. 12b also shows that
for larger particles, there is a larger mean normal velocity due
to the stronger turbophoresis effects. Since the high concentra-
tion values predicted for the large size particles resulting from the
Normalized-CRW model shown in Fig. 10 are considerably smaller
than the high concentration predicted by the Default-DRW model
shown in Fig. 7b, the mean normal velocity profile evaluated for
large size particles in Fig. 12b are smaller than the corresponding
velocity profiles plotted in Fig. 6b.

The streamwise and normal RMS particle velocity fluctuations
are shown, respectively, in Figs. 12c and 12d. Due to the large
relaxation time of 30um particles, the corresponding streamwise
and normal RMS velocity fluctuations are generally smaller than
those of the fluid except for the streamwise RMS velocity fluctu-
ations in the near-wall regions. The higher streamwise RMS ve-
locity fluctuations of 30um particles in the near-wall regions is
again attributed to the migration of particles from the core re-
gion, with higher streamwise velocity fluctuations to the near-wall
regions. Due to the lower relaxation time of the 20-10pm parti-
cles, the corresponding RMS velocity fluctuations of 20-10um are
more similar to those of the fluid compared to the 30um parti-
cles. By decreasing the size of particles to less than 10 um, down
to 50nm, the evaluated RMS velocity fluctuations of particles be-
come very similar to those of fluid flow. For 10 nm particles, how-
ever, the evaluated RMS velocity fluctuations are higher than those
of the fluid due to the effects of the Brownian motions. As was
noted in the discussion of Fig. 6, the difference between the eval-
uated RMS velocity fluctuations of the particles and those of the
fluid is proportional to the magnitude of the Brownian excitation
forces that are a function of 1/+/At. Since the dynamic time steps
picked by the ANSYS-Fluent code for submicron particles are gen-
erally smaller than the fixed time step of 0.07 wall units used for
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the simulations conducted by the in-house Matlab code, the differ-
ence in Fig. 12 is not as large as that seen in Fig. 6.

It should be emphasized that the agreement between the mean
velocity and the RMS velocity fluctuation profiles of small-inertia
(1um) particles with the Eulerian (fluid) predictions confirms that
the Normalized-CRW model is consistent with the Eulerian formu-
lations. Additional discussion of the consistency of the hybrid Eu-
lerian/Lagrangian approach was reported by Chibbaro and Minier
(2011).

As shown in Figs. 6 and 7, the RMS particle velocity profiles re-
sulting from the Default-DRW model are smaller than those of the
fluid in the near-wall regions. Figs. 12¢ and 12d, however, show
that except for 30pum particles, which maintain a larger RMS ve-
locity relative to the fluid, the RMS velocity profiles of the other
sizes follow the RMS velocity profiles of the fluid, and they are
not damped in the near-wall regions. A more detailed comparison
between the RMS particle velocity fluctuations resulting from the
Normalized-CRW model and those of the Default-DRW model is
made in Section 3.5.

3.4. Fluent Normalized-CRW stochastic model

Since accurate results were obtained by the in-house Matlab
code using the Normalized-CRW stochastic model, this model was
implemented into the ANSYS-Fluent software using UDFs. Imple-
menting the Normalized-CRW model instead of the Default-DRW
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Fig. 12. Comparison of (a) mean streamwise velocity, (b) mean normal velocity, (c) RMS streamwise velocity fluctuations, and (d) RMS normal velocity fluctuation profiles
of particles with diameters of 30pum, 10um, 1pm, 50 nm, and 10nm as predicted by the in-house Matlab code using the Normalized-CRW model with the corresponding

fluid velocity profiles.



A.A. Mofakham and G. Ahmadi/International Journal of Multiphase Flow 122 (2020) 103157 15

1 =
e (a) dp=30 pm
0"’
0.5
\-
1
i
\
s ot/
i
]
i
i
0.5,
“l
4
_1 -------------
1072
Concentration
I =
(¢)d =1 um
7 P
1
i
0.5 !
= 0 "
05 J D
! 102 |.H 10?
\ (/—_L\
0| . = 3
10° 102
Concentration

1

(b) dp=10 pm
—Fluent Normalized-CRW
- - Matlab Normalized-CRW

/ ——Fluent Default-DRW
0.5F;

DNS

10° 102
Concentration

Fig. 13. Comparison of the predictions of different models of the normalized concentration profile of particles with diameters of (a) 30um (7, =30.30), (b) 10um

(t} =341), (¢) Tpm (7, =3.94 x 107%), and (d) 10nm (17 =1.27 x 107).

model also allows for the replacement of deposited particles by
new particles into the channel through which the total concentra-
tion of particles is kept constant. All simulations conducted by the
default stochastic turbulence model of the software were repeated
using the Normalized-CRW model. As expected, the simulation
results obtained by the ANSYS-Fluent software augmented with
the Normalized-CRW model were almost identical to those of the
Matlab Normalized-CRW model presented in Section 3.3. There-
fore, the predictions of the Fluent Normalized-CRW model are not
presented here for brevity. However, comparisons of the concen-
trations, particle velocities, and deposition velocities of different
size particles predicted by the Fluent Normalized-CRW model with
those of Fluent Default-DRW and Matlab Normalized-CRW are pre-
sented in the next section.

3.5. Comparison

In this section, the results obtained from the Fluent Default-
DRW model, the in-house Matlab Normalized-CRW, and ANSYS-
Fluent Normalized-CRW models are compared, and the advantages
of the Normalized-CRW model over the Default-DRW model of
the commercial software are discussed. In addition, the agreement
of the prediction of the in-house Matlab’s code and the Fluent
Normalized-CRW is highlighted.

Fig. 13 compares the concentration profiles as predicted by the
Fluent Default-DRW model, the in-house Matlab Normalized-CRW
model, and the ANSYS-Fluent code with the Normalized-CRW UDF
for 30 um, 10 pm, 1 pm, and 10 nm particles. The concentration pro-
files for 1Tpm and 10nm particles, as obtained from the DNS are

also plotted in this figure to verify the homogenous concentra-
tion profiles predicted by the Normalized-CRW model for submi-
cron particles. Since the concentration predicted by the Default-
DRW varies with time, in this figure, the profile at t=10,000 wall
units was used for comparison. Since the concentration profiles in
the near-wall region are very important, the magnified model pre-
dictions in this region are also plotted in this figure.

Fig. 13 shows good agreements of the steady state concentra-
tion profiles obtained by the in-house Matlab Normalized-CRW
model, the ANSYS-Fluent with the Normalized-CRW model, and
the DNS results, while clearly illustrating the huge discrepancies
of the Fluent Default-DRW model. The Default-DRW model seems
to lead to an overactive turbophoresis effect and to the continuous
over-migration of particles from the core of the channel toward the
near-wall regions, resulting in the unsteady concentration profiles
found for all particle sizes, as well as, unrealistically high levels of
accumulation of fine particles in the near-wall region.

Another issue is that the default trap boundary condition used
in the ANSYS-Fluent code assumes that particles are deposited
when their centers reach the wall (instead of reaching d/2). This
leads to unphysical results, which is more clearly seen for large
particles. Fig. 13a shows that the default model predicts the pres-
ence of 30pum particles in the region with wall-distance less than
the radius of these particles. This is in contrast to the predictions
of Matlab Normalized-CRW and Fluent Normalized-CRW simula-
tions that use the correct boundary condition leading to no 30 pum
particles within a distance of 15pum from the wall.

The prediction of different models for the mean velocities and
RMS velocity fluctuations of 30pum particles are shown in Fig. 14.
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Fig. 14. Comparison of the predictions of different models of the (a) mean streamwise velocity, (b) mean normal velocity, (c) RMS streamwise velocity fluctuations, and (d)

RMS normal velocity fluctuations of particles with a diameter of 30 pm.

Again, these figures confirm the consistency between the results
obtained by the in-house Matlab CRW model and the ANSYS-
Fluent with the Normalized-CRW model, while the ANSYS-Fluent
Default-DRW models show significant discrepancies.

In Fig. 15a, the normalized number of deposited particles of dif-
ferent sizes, as estimated by different models, is plotted. This fig-
ure shows the good agreement of the predictions of the in-house
Matlab Normalized-CRW model and the ANSYS-Fluent with the
Normalized-CRW model. However, the number of deposited par-
ticles predicted by the Default-DRW model for 30 pm and 10 pm
reduce with time, and after the 4000 wall units, almost no parti-
cle deposit. The prediction of the DRW model for 100 nm roughly
matches the predictions of the Normalized-CRW model, but af-
ter around 5000 wall units, it deviates to larger values. The DRW
predictions for 100, 50, and 10nm roughly match those of the
Normalized-CRW model at the beginning of the simulation, but af-
ter the accumulation of particles in the near-wall regions, they de-
viate to larger values. In Fig. 15b, the predicted deposition veloci-
ties versus time are shown using the number of deposited particles
in Eq. (25). As expected, the deposition velocity predicted by the
Normalized-CRW models for every size reaches a roughly steady
value, while the predicted deposition velocity of the DRW model
varies with time and decrease or increase, respectively, for large
size and submicron particles. As it was noted in the discussion of
Fig. 8, both the decrease and increase of the deposition velocities
for large size and submicron particles are due to the spurious ac-

cumulation of particles in the near-wall regions generated by the
DRW simulations.

In Fig. 16, the RMS particle streamwise and normal velocity
fluctuations, as well as the concentration profiles near the lower
wall of the channel as predicted by the Default-DRW model, are
compared with those evaluated with the use of the Normalized-
CRW model. Fig. 16a clearly illustrates the smaller magnitude of
the particles RMS streamwise velocity fluctuations predicted by the
DRW model in comparison to those of the Normalized-CRW model.
In Fig. 16b, the RMS normal velocity fluctuation profiles are plot-
ted. As it was noted in the discussion of Fig. 3, for the simulations
of the Default-DRW model, the values of o as computed by the
ANSYS-Fluent code without additional correction was used, but for
the code with the Normalized-CRW model, 05" was modified by
Eq. (5) in the near-wall region. Hence, the RMS normal particle ve-
locity fluctuations resulting from the Default-DRW model should
be compared with fluid default o7, while those of the Normalized-
CRW model should be compared with the modified 0. Fig. 16b
shows that the Default-DRW model generates smaller fluctuations
for particles in the near-wall region than that of the fluid and
Normalized-CRW model. The predictions of the Normalized-CRW
model for particle fluctuations are in good agreement with the cor-
rected o5 of the fluid.

The concentration profiles shown in Fig. 16b reveal interest-
ing details regarding the defects of the Default-DRW model. As
it is seen, the Default-DRW model predicts an unrealistically high
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concentration in the near-wall regions for all particle sizes. In
addition, the location of the concentration peaks predicted by
the DRW model for 10pm particles is at about 5 wall units
away from the wall, while the smaller peak predicted by the
Normalized-CRW model is much closer to the wall at about 1
wall unit. The high concentration of 10pm in the near-wall re-
gion is due to the turbophoresis effects as a result of the gra-
dient of the fluid RMS normal velocity fluctuations. The DNS re-
sults of Marchioli et al. (2007) show that the peak concentration
of inertial particles occurs at y*<1, which is in agreement with
the predictions of the Normalized-CRW model. The Default-DRW
model, however, predicts the location of the peak concentration of
10 um farther away at the edge of the viscous sublayer at y*=5. It
is conjectured that the damping of RMS velocity fluctuations near
the wall increases the gradient of the normal RMS velocity fluc-
tuations in the near-wall region that results in increasing the tur-

bophoresis effects and shifting the location of peak accumulation
of particles. In addition, since the drift correction term is missed in
the Default-DRW model, the accumulation of particles in the near-
wall regions is predicted for all particle sizes, including the sub-
micrometer particles. The overdamping of the RMS normal veloc-
ity fluctuations also leads to trapping of large size particles in this
region since they do not maintain sufficient normal velocity fluctu-
ations to escape from the near-wall region or get deposited on the
walls. Therefore, the number of particles trapped in the near-wall
region continuously increases. For submicron particles, the Default-
DRW model still leads to continuous accumulation of particles in
the near-wall regions, but they get deposited on the wall because

of their large Brownian motions.
In Fig. 17, the dimensionless deposition velocities of different

size particles predicted by the Default-DRW, Matlab Normalized-
CRW, and Fluent Normalized-CRW models are plotted versus the
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Fig. 17. Comparison of the predicted deposition velocity of various size particles using different stochastic models with the experimental data and empirical models.

corresponding particle relaxation time in wall units. The exper-
imental data of deposition velocity collected by Papavergos and
Hedley (1984), the earlier numerical results (Li and Ahmadi 1993;
He and Ahmadi 1999; Tian and Ahmadi 2007), the DNS results
(McLaughlin 1989; Chen and McLaughlin 1995; Zhang and Ahmadi
2000; Marchioli et al., 2007), and those obtained from empirical
equations for channel flows (Wood 1981; Fan and Ahmadi 1993)
are also shown in this figure for comparison. In addition, the es-
timations of deposition velocity predicted by Guingo and Minier
(2008) and Jin et al. (2015) that statistically included the effects
of near-wall coherent structures are also plotted in this figure.
While using these models requires more effort, they predict rea-
sonable deposition velocities. For the Matlab Normalized-CRW and
Fluent Normalized-CRW, the steady state deposition velocity pre-
dicted by the models is plotted in Fig. 17. However, since it is not
possible to get a steady state deposition velocity for the Default-
DRW model, the deposition velocity predicted at the beginning
(first peak) and the end of simulation (after 10,000 wall units) are
shown in Fig. 17 and labeled as “Fluent Default-DRW First Peak”
and “Fluent Default-DRW End of Simulation.” This figure shows
that the deposition velocities predicted by the Fluent Normalized-
CRW and Matlab Normalized-CRW match each other, and they are
in good agreement with the experimental data for inertial parti-
cles, the DNS and with the empirical model predictions includ-
ing the Brownian particles. The agreement of the current depo-
sition velocity predictions, especially for Brownian particles, with
the available data is more accurate than the deposition velocities
reported by Jayaraju et al. (2015).

Fig. 17, however, shows that the deposition velocity predicted
by the Default-DRW model (end of simulation) overpredicts the
deposition velocity for particles smaller than 500nm and under-
predicts the data for larger particles. As noted in the discus-
sion of Fig. 8, the predicted deposition velocity for particles with
d<500nm increases with time of simulation, and for large parti-
cles, the deposition velocity decreases in time. Thus, these lead to
incorrect predictions of the DRW models for long-duration simu-
lations. The predictions of the Default-DRW model using the first
peak deposition rate values in the early part of simulations are
also compared with the experimental data and numerical results
in Fig. 17. It is seen that the model prediction for the deposi-
tion velocity is in reasonable agreement with the data. It should

be pointed out that early in the simulations the concentration of
particles is roughly uniform and the DRW model predictions for
the deposition velocity is not far off, but as particles accumulate
in the near-wall regions 2<y* <8, the corresponding prediction for
the deposition velocity loses its accuracy.

4. Conclusions

The mean flow velocities and RMS velocity fluctuations of a tur-
bulent flow in a channel were evaluated using the RANS-RSTM tur-
bulence model of the ANSYS-Fluent 18.1 code. Then, the trajecto-
ries of nano- and micro-particles were evaluated using the DPM
of the ANSYS-Fluent code, as well as an in-house Matlab particle
tracking code. To include the effect of instantaneous fluid veloc-
ity fluctuations on particle dispersion, the Default-DRW stochastic
model of the ANSYS-Fluent code and the Normalized-CRW stochas-
tic model were used in the simulations. The concentration pro-
files and deposition velocities of different size particles as pre-
dicted by the ANSYS-Fluent and the Matlab simulations were com-
pared with the available experimental data, earlier simulation re-
sults, and empirical equations. The accuracy of the Default-DRW
and Normalized-CRW stochastic models in generating the fluid ve-
locity fluctuations in inhomogeneous turbulent flows for submi-
cron and inertial particles was carefully examined. Based on the
presented results, the following conclusions are drawn:

o The Default-DRW model predicts a continuous migration of the
particles toward the walls and fails to lead to steady concen-
tration distributions for different size particles. As a result, the
corresponding particle deposition velocities also evolve with
time.

o The Default-DRW model appears to underestimate the stream-
wise and normal particle RMS velocity fluctuations in a band
near the wall. Thus, the gradient of the normal RMS velocity
fluctuations seen by particles increases unrealistically compared
to that of the fluid RMS velocity fluctuations.

o The unphysical increase of the normal RMS velocity fluctuations
gradient in the near-wall region and ignoring the drift correc-
tion term in the Default-DRW model lead to an overestimation
of the turbophoresis effects for inertial particles and also gener-
ate spurious migration of submicron particles toward the wall.
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o The inaccuracy of the Default-DRW model is not only due to
the spurious drift as it was already reported in the literature,
but there is also unreasonable damping of the fluid velocity
fluctuations in the near-wall region that leads to additional is-
sues.

e The Default-DRW model of the commercial software leads to
an unrealistic accumulation of particles of all sizes in a band at
about 2<y+<8 near the wall. The deposition velocity of inertial
particles continuously decreases with time as they are trapped
in the near-wall region and do not have sufficient normal veloc-
ity fluctuations. The deposition velocity of submicron particles,
however, increases in time because of their large Brownian mo-
tion as their concentration increases near the wall.

For long-duration simulations with the Default-DRW model, the

predicted deposition velocities of the inertial particles underes-

timate the experimental data, while those for Brownian parti-
cles overestimate the data.

o The deposition velocity predicted by the Default-DRW model at

the beginning of the simulation (near their first peak value),

when the distribution of particles is roughly uniform, appears
to be in reasonable agreement with the experimental data.

The simulation results by the Matlab Normalized-CRW model

show that using the Normalized-CRW leads to a realistic uni-

form distribution for submicron particles and also reasonable
distribution for inertial particles with appropriate turbophore-
sis effects in the near-wall regions.

Comparing the deposition velocity predicted by the Matlab

Normalized-CRW with the available data verifies the accuracy

of Normalized-CRW model for evaluation of the deposition ve-

locity of nano- and micro-particles in inhomogeneous turbulent
flows.

o The implementation of the Normalized-CRW model with the
use of UDF into the ANSYS-Fluent code also leads to accurate
concentration profiles and to deposition velocities for different
size particles that are in good agreement with the experimen-
tal data, DNS simulations and empirical model similar to the
results obtained by the Matlab Normalized-CRW code.

e The use of the Normalized-CRW model instead of the default-
DRW model significantly improved the performance of the
ANSYS-Fluent code in predicting the concentration distribution
and deposition velocity of different sized particles.
Although the Normalized-CRW model does not meet all the
consistency requirements described by Minier et al. (2014), the
presented results show that this model predicts the instanta-
neous velocity fluctuations seen by particles reasonably well
and leads to satisfactory predictions of particle dispersion and
deposition, as well as particle concentration in inhomogeneous
turbulent flows.

The Simplified Langevin Model (SLM) requires the implementa-

tion of certain assumptions for the near-wall region and particle

deposition criteria to accurately predict deposition velocities of
small-inertia particles (Guingo and Minier 2008; Chibbaro and

Minier, 2008). However, the normalized Langevin equation ap-

pears to predict the deposition velocity and concentration pro-

files for a wide range of particle size with reasonable accuracy
and is simple to implement in commercial codes.

Note that the inclusion of explicit viscous effects in the
Langevin equation that could be important in the near-wall re-
gion as discussed by Ahmadi and Hayday (1988), Wactawczyk et al.
(2004), and others is still unresolved and is left for future studies.
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