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Abstract: We study a problem of estimation of smooth functionals of
parameter 6 of Gaussian shift model

X=0+¢ 0€E,

where F is a separable Banach space and X is an observation of unknown
vector 0 in Gaussian noise £ with zero mean and known covariance oper-
ator . In particular, we develop estimators T'(X) of f(8) for functionals
f+ E— R of Hélder smoothness s > 0 such that

sup Eo(T(X) — 0))° 5 (IIZI v EIIEIP)) AL,

flef<1
where ||X|| is the operator norm of 3, and show that this mean squared
error rate is minimax optimal at least in the case of standard finite-
dimensional Gaussian shift model (F = R? equipped with the canonical
Euclidean norm, £ = 0Z, Z ~ N(0; I3)). Moreover, we determine a sharp
threshold on the smoothness s of functional f such that, for all s above
the threshold, f(#) can be estimated efficiently with a mean squared er-
ror rate of the order ||X|| in a “small noise” setting (that is, when E||¢||?
is small). The construction of efficient estimators is crucially based on
a “bootstrap chain” method of bias reduction. The results could be ap-
plied to a variety of special high-dimensional and infinite-dimensional
Gaussian models (for vector, matrix and functional data).

Résumé: Dans cet article, nous étudions le probléeme d’estimation de
fonctionnelles lisses d’un parametre 6 dans un modele gaussien suivant:
X=0+¢ 0€E,

ou F est un espace de Banach séparable, X est une observation du
vecteur 6 inconnu et le bruit £ est gaussien de moyenne nulle et d’opérateur
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de covariance Y connu. En particulier, nous développons des estima-
teurs T'(X) de f(0) pour les fonctionnelles f : F — R du parameétre de

régularité Holdérienne s > 0 tels que

sup Bo(T(X) - £(6)) 5 (IZI v (E¢I?)") A1,

llef<t

ou ||X]|| est la norme d’opérateur de X, et nous montrons que cette esti-
mation de ’erreur quadratique moyenne est minimax optimale au moins
dans le cas du modele gaussien de dimension finie avec une matrice de
covariance identité (F = R? est muni de la norme euclidienne canonique
&€ =027, Z ~ N(0;14)). De plus, nous déterminons le seuil exact sur
la régularité s de la fonctionnelle f tel que, pour tout s au-dessus de
ce seuil, f(6) peut-étre estimé efficacement avec un erreur quadratique
moyen de l'ordre ||X|| dans le régime de “bruit petit” (i.e. E||€||* est pe-
tit). La construction des estimateurs efficaces est basée essentiellement
sur une méthode de “chaine bootstrap” pour la réduction du biais. Les
résultats peuvent étre appliqués & un grand choix des modeles gaussiens
de grande dimension voire méme infini-dimensionnels (pour les données
vectorielles, matricielles et fonctionnelles).

AMS 2000 subject classifications: Primary 62H12; secondary 62G20,
62H25, 60B20.

Keywords and phrases: Efficiency, Smooth functionals, Gaussian shift

model, Bootstrap, Effective rank, Concentration inequalities, Normal
approximation.
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1. Introduction

The problem of estimation of functionals of “high complexity” parameters
of statistical models often occurs both in high-dimensional and in nonpara-
metric statistics, where it is of importance to identify some features of a
complex parameter that could be estimated efficiently with a fast (some-
times, parametric) convergence rates. Such problems are very important in
the case of vector, matrix or functional parameters in a variety of applica-
tions including functional data analysis and kernel machine learning ([34],
[5]). In this paper, we study a very basic version of this problem in the
case of rather general Gaussian models with unknown mean. Consider the
following Gaussian shift model

X=0+¢ 0€F, (1.1)

where F is a separable Banach space, 0 is an unknown parameter and £ is a
mean zero Gaussian random variable in E (the noise) with known covariance
operator Y. In other words, an observation X ~ N (;Y) in Gaussian shift
model (1.1) is a Gaussian vector in E with unknown mean 6 and known
covariance Y. Recall that > is an operator from the dual space E* into F
such that Yu := E(§,u){,u € E*. Here and in what follows, (x,u) denotes
the value of a linear functional u € E* on a vector z € E (although, in
some parts of the paper, with a little abuse of notation, (-, -) will also denote
the inner product of Euclidean spaces). It is well known that the covariance
operator X of a Gaussian vector in F is bounded and, moreover, it is nuclear.

Our goal is to study the problem of estimation of f(#) for smooth function-
als f : F +— R. The problem of estimation of smooth functionals of parame-
ters of infinite-dimensional (nonparametric) models has been studied for sev-
eral decades. It is considerably harder than in the classical finite-dimensional
parametric i.i.d. models, where under standard regularity assumptions, f (é)
(0 being the maximum likelihood estimator) is an asymptotically efficient (in
the sense of Hajek-LeCam) estimator of f(6) with y/n-rate for continuously
differentiable functions f. In the nonparametric case, classical convergence
rates do not necessarily hold in functional estimation problems and minimax
optimal convergence rates have to be determined. Moreover, even when the
classical convergence rates do hold, the construction of efficient estimator is
often a challenging problem. Such problems have been often studied for spe-
cial models (Gaussian white noise model, nonparametric density estimation
model, etc) and for special functionals (with a number of nontrivial results
even in the case of linear and quadratic functionals). Early results in this
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direction are due to Levit [28, 29] and Ibragimov and Khasminskii [15]. Fur-
ther important references include Ibragimov, Nemirovski and Khasminskii
[16], Donoho and Liu [9, 10], Bickel and Ritov [2], Donoho and Nussbaum
[11], Nemirovski [31, 32], Birgé and Massart [4], Laurent [26], Lepski, Ne-
mirovski and Spokoiny [30], Cai and Low [6, 7], Klemela [19] as well as a vast
literature on semiparametric efficiency (see, e.g., [3] and references therein).
Early results on consistent and asymptotically normal estimation of smooth
functionals of high-dimensional parameters are due to Girko [13, 14]. More
recently, there has been a lot of interest in efficient and minimax optimal
estimation of functionals of parameters of high-dimensional models includ-
ing a variety of problems related to semiparametric efficiency of regularized
estimators (see [36], [17], [37]), on minimax optimal rates of estimation of
special functionals (see [8]), on efficient estimation of smooth functionals of
covariance in Gaussian models [23, 20].

Throughout the paper, given nonnegative A, B, A < B means that A <
CB for a numerical constant C, A 2 B is equivalent to B < A and A < B
is equivalent to A < B < A. Sometimes signs of relationships < ,2 and
= will be provided with subscripts (say, A <, B or A <, B), indicating
possible dependence of the constants on the corresponding parameters.

In what follows, exponential bounds on random variables (say, on () are
often stated in the following form: there exists a constant C' > 0 such that,
for all t > 1 with probability at least 1 —e~t, ( < Ct. The proof could often
result in a slightly different bound, for instance, ( < Ct with probability
1 — 5e~t. However, replacing constant C with C' = 2log(5)C, it is easy to
obtain the probability bound in the initial form 1 —e~*. In such cases, we say
that ,“adjusting the constants” allows us to write the probability as 1 —e™*
(without providing further details).

We will now briefly discuss the results of Ibragimov, Nemirovski and Khas-
minskii [16] and follow up results of Nemirovski [31, 32] that are especially
close to our approach to the problem. In [16], the following model was stud-
ied

1
dX M (t) = 0(t)dt + —=dw(t),t € [0,1], 1.2
() = 0(t)dt + Tn w(t),t €0,1] (1.2)
in which a “signal” § € © C Ly(]0,1]) is observed in a Gaussian white
noise (w being a standard Brownian motion on [0,1]). The complexity of
the parameter space © was characterized by Kolmogorov widths:

dm(©) := inf 0 — Pro|?,
)= e ra ot iy <m 5B 10 = FrO
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where P;, denotes the orthogonal projection onto subspace L. Assuming that
© C U :={0 € Ly([0,1]) : ||| < 1} and, for some > 0,

dpm(©) <m™P,m > 1,

the goal of the authors was to determine a “smoothness threshold” s(5) > 0
such that, for all s > s(3) and for all functionals f on Ly(]0, 1]) of smoothness
s, f(6) could be estimated efficiently with rate n~'/2 based on observation
X (whereas for s < s(f) there exist functionals f of smoothness s such
that f(#) could not be estimated with parametric rate n~'/2). It turned
out that the main difficulties in this problem are related to a proper defini-
tion of the smoothness of the functional f. In particular, even such simple
functional as f(0) = ||@||* could not be estimated efficiently on some sets ©
with 5 < 1/4. The smoothness of functionals on Hilbert space La([0,1]) is
usually defined in terms of their Holder type norms that, in turn, depend on
a way in which the norm of Fréchet derivatives f(*)(6) is defined. The k-th
order Fréchet derivative is a symmetric k-linear form on Lo ([0, 1]). The most
common definition of the norm of such a form M (hy,...,hg),h1,...,hi €
L»([0,1]) is the operator norm: |[|[M|| := supy,,  p.cv |M(h1, ..., hy)|. Other
possibilities include Hilbert—-Schmidt norm | M| gs and “hybrid” norms
[M[|(jy = supp,,. nev M (P, .. by, oo ) lms, 0 < j < k. The Holder
classes in [16] were defined in terms of the following norms: for s = k + ~,
k>0,~v¢€(0,1],

I£llgs == max sup ||f9(@)]ms \/ Sé%llf(’“)(ff)llu)

0<j<k—1 pcou
(k) — f(R) (!
1706 9w

x,x’' €2U,046" ||33 - ‘/L‘/|h

With this somewhat complicated definition, it was proved that, if || f|| 5. < oo
and either % +1<s<3,ors>3V %, then there exists an asymptotically
efficient estimator of f(#) with convergence rate n~'/2. The construction
of such estimators was based on the development of a method of unbiased
estimation of Hilbert—Schmidt polynomials on Ly([0,1]) and on Taylor ex-
pansion of f(f) in a neighborhood of an estimator 0 of § with an optimal
nonparametric error rate. It was later shown in [31, 32] that the smoothness

thresholds described above are optimal.

We will study similar problems for Gaussian shift model (1.1) trying to
determine smoothness thresholds for efficient estimation in terms of proper
complexity characteristics for this model.
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Among the simplest smooth functionals on E are bounded linear func-
tionals E 3 6 — (0,u),u € E*. For a straightforward estimator (X, u) of
such a functional,

Eo((X,u) — (0,u))? = B(¢, u)? = (Zu, u),u € E*,

and, for functionals w from the unit ball of E* the largest possible mean
squared error is equal to the operator norm of X :

12l = sup E(¢,u)(¢,v) =  sup K& u)
wwe B, ull o] <1 weE* [lul<1

It is also not hard to prove the following proposition.

Proposition 1.1. Let

R X,u) for |X]| <1
Fxy o ) for 2] <
0 for |3 > 1.
Then R
sup sup Eo(T(X) — (0,u))” < [|IZ[| A1
lull<1l6]<1
and
sup inf sup Eo(T(X) — (0,u))* > ||Z|| A 1. (1.3)

lull<t T Jlofl<1

In what follows, the complexity of estimation problem will be character-
ized by two parameters of the noise £. One is the operator norm |||, which
is involved in the minimax mean squared error for estimation of linear func-
tionals. It will be convenient to view | X|| as the weak variance of £&. Another
complexity parameter is the strong variance of & defined as

E¢)°=E sup (Eu)g,v)=E sup (& u)?
u,wEE*, |lull,|[v||<1 ueE* [Jul|<1

Clearly, E|[£]|? > ||X||. The ratio of these two parameters,

Ejel?
) =g

is called the effective rank of ¥ and it was used earlier in concentration
bounds for sample covariance operators and their spectral projections [22,
21]. The following properties of r(X) are obvious:

r(X)>1and r(AX) =r(X),A > 0.
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Thus, the effective rank is invariant with respect to rescaling of ¥ (or rescal-
ing of the noise). In this sense, ||X|| and r(X) can be viewed as complemen-
tary parameters of the noise. It is easy to check that, if E is a Hilbert space,
then r(¥) = %, which implies that r(¥) < rank(X) < dim(E). Clearly,
r(X) could be viewed as a way to measure the dimensionality of the noise.
In particular, for the maximum likelihood estimator X of 8 in the Gaussian
shift model (1.1), we have Eg|| X — 0||> = E||£||?> = ||2|lr(E), resembling a
standard formula o2d for the risk of estimation of a vector in R¢ observed

in a “white noise” with variance 2.

We discuss below several simple examples of the general Gaussian shift
model (1.1).

Example 1.1. Standard finite-dimensional Gaussian shift model.
Let E = R% be equipped with the canonical Euclidean inner product and the
corresponding norm (the ¢o-norm), and let £ = 0Z, where o > 0 is a known
constant and Z ~ N(0; I). In this case, ¥ = 021y, ||Z|| = o2, E||¢]|? = o%d
and r(X) = d. Note that the size of effective rank r(X) crucially depends on
the choice of underlying norm of the linear space. For instance, if instead of
the canonical Euclidean inner product used in the case of standard Gaussian
shift model, the space E = R? is equipped with the ¢s-norm, then we still
have ||X| = o2, but
Ell¢]2. = o logd,

implying that r(¥) < logd.

Example 1.2. Matrix Gaussian shift models. Let E be the space of all
symmetric d X d matrices equipped with the operator norm and let £ = o2
with known parameter ¢ > 0 and Z sampled from the Gaussian orthogonal
ensemble (that is, Z = (Zij)ﬁjzl is a symmetric random matrix, Z;;,1 < j
are independent r.v., Z;; ~ N(0,1),i < j, Zi ~ N(0;2)). In this case,
|2l < ¢% and

El¢]? = 0| Z? < 0%,

implying that r(X) =< d. As before, the effective rank would be different for
a different choice of norm on E. For instance, if F is equipped with the
Hilbert—Schmidt norm, then r(X) < d? (compare this with Example 1). One
can similarly consider other matrix Gaussian shift models (for instance, for
rectangular matrices).

Example 1.3. Gaussian functional data model. Let E = C([0,1]%),d >
1 be equipped with the sup-norm || - ||. Suppose that £ := 0 Z, where o > 0
is a known parameter and Z is a mean zero Gaussian process on [0, 1]¢ with
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the sample paths continuous a.s. (and with known distribution). Without
loss of generality, assume that sup;eo,)¢ EZ 2(t) = 1. Suppose that, for some
B >0,

m2(t,s) == E|Z(t) — Z(s)]> < |t — s|°, t,s € [0,1]%

Then, it is easy to see that the following bound holds for the metric entropy
H.(0,1]%¢) of [0,1]% with respect to metric 7 :

1
H((0,1]% £) Sp dlog —.

It follows from Dudley’s entropy bound that

1 2
B|ZI% S5 (| HYA(0.0%2)E) Sd.
0

Therefore, it is easy to conclude that ||| < 02 and E||¢|%, < o%d, implying
that r(X) < d.

In the following sections, we develop estimators T'(X) of f(6) in Gaussian
shift model with mean squared error of the order

s Eo(T(X) = 10 £ (121 =1el?)7) A1

where s is the degree of smoothness of functional f. In this bound, ||%|| is the
weak variance of the noise and it will be shown later that the term (E||£[|?)*
provides an upper bound on the bias of estimator T'(X). If E|[£]|? < 1, the
bias term becomes smaller than the weak variance || X|| for a sufficiently large
degree of smoothness s. We show that this error rate is minimax optimal
(at least in the case of standard finite dimensional Gaussian shift model).
Moreover, we determine a sharp threshold on smoothness s such that, for
all s above this threshold and all functionals f of smoothness s, the mean
squared error rate of estimation of f(€) is of the order || X|| A1 (as for linear
functionals), and, for all s strictly above the threshold, we prove the effi-
ciency of our estimators in the “small noise” case (when the strong variance
E||€]|? is small). The key ingredient in the development of such estimators
is a bootstrap chain bias reduction method introduced in [20] in the problem
of estimation of smooth functionals of covariance operators. We will outline
this approach in Section 2 and develop it in detail in Section 3 for Gaussian
shift models.
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2. Overview of Main Results

We will study how the optimal error rate of estimation of f(6) for parameter
6 of Gaussian shift model (1.1) depends on the smoothness of the functional
f: E+— R as well as on the weak and strong variances, |3|| and Ex||¢]|?,
of the noise & (or, equivalently, on the parameters ||X|| and r(X)). To this
end, we define below a Banach space C*7(FE) of functionals f : E — R of
smoothness s > 0 such that f and its derivatives grow as ||6| — oo not
faster than [|@]|” for some v > 0.

2.1. Differentiability

For Banach spaces FE, F, let My(E; F) be the Banach space of symmetric
k-linear forms M : E X --- x E'+— F with bounded operator norm

[ M]] == sup M (hi,. .. )| < oo.
(Y ESEN RS

For k = 0, My(FE; F) is the space of constants (vectors of F'). A function P :
E — F defined by P(z) := M(x,...,z),z € E, where M € My(E;F),k >0
is called a bounded homogeneous k-polynomial on E with values in F. It is
known that P uniquely defines M € My (E; F). A bounded polynomial on E
with values in F' is an arbitrary function P : F — F represented as a finite
sum P(z) = 3 ;c; Pj(z),z € E,I C Z, where P; is a non-zero bounded
homogeneous j-polynomial. For I = (), we set P := 0. Polynomials P;,j € I
are uniquely defined by P. The degree of P is defined as deg(P) := max(I)
(with deg(0) = 0). If Pj(z) = Mj(z,...,z) for M; € M;(E; F), define

1Pllop == D 11M;1]

jel

Recall that a function f : F — F is called Fréchet differentiable at a point
x € E iff there exists a bounded linear operator f’(z) from E to F (Fréchet
derivative) such that

flx+h)— f(z) = f'(x)h+o(||h]]) as h — 0.

Higher order Fréchet derivatives could be defined by induction. The k-th
order Fréchet derivative f(*)(z) at point z is defined as the Fréchet derivative
of the mapping E 3 = — f*Y(z) € Mj_(E;F) (assuming its Fréchet
differentiability). It is a bounded linear operator from E to My_1(F; F) that
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could be also viewed as a bounded symmetric k-linear form from the space
My (E; F). As always, we call f k-times (Fréchet) continuously differentiable
if its k-th order derivative exists and it is a continuous function on F. Clearly,
polynomials are k£ times Fréchet differentiable for any k. If P is a polynomial
and deg(P) = k, then P®*) is a constant (a k-linear symmetric form that
does not depend on z) and P*+1) =0,

We will be interested in what follows in classes of smooth functionals
f+ E — R with at most polynomial (with respect to ||z||) growth of their
derivatives. To this end, we describe below several useful norms.

First, let g : £ +— F. For v > 0, let

lg ()|l

g Loo = Supi
9z, = S0

and for v > 0, p € (0, 1], let

gl = sup lg(z) — g(mll)H
o T g (LV ||V |2 ) |2 — 2]

Assuming that spaces F, F are equipped with their Borel o-algebras, we
define Lo ~(E; F) as the space of measurable functions g : £ — F with
9]l Lo, < 00. We also define

Lip, ,(E; F) :={g: lgllLip, ., < oo}

In the case of F' = R, we will write simply Lo ~(E) and Lip,, . (E); for v = 0,
we write Lo, Lip, instead of Lo o, Lip, o
For k > 0, we will define the norm

lgllewn = max [lg]

0<j<k Lo

and the space C*V(E;F) := {g : ||gllct» < oo} of k times differentiable
functions (with the growth rate of derivatives characterized by «y). Finally,
for s =k 4+ p with £ > 0 and p € (0,1), define
- j k). .
lgllcwo = goax Iz, Vg™ i,
and the space C*V(E; F) := {g : ||g]lcs» < oo}. Note that, in the above
definitions, the derivatives ¢g\9) are viewed as functions E > z + gU)(z) €
M (E; F) from the space E into the space M;(F; F) of symmetric j-linear
forms equipped with the operator norm. This norm is used in the definitions
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of Hg(j)HLom, |g*) [Lip, .- As before, we set C* := C50. Tt is easy to see that
for any polynomial P such that deg(P) = k and for all s > 0, P € CS*(E).

In what follows, we frequently use bounds on the remainder of the first
order Taylor expansion

Sg(@;h) == g(x +h) — g(z) — ¢'(x)(h),x,h € E

of Fréchet differentiable function g : E — R. We will skip the proof of the
following simple lemma.

Lemma 2.1. Assume that g : E +— R is Fréchet differentiable in E with
g € Lip, (E; My(E; F)). Then

|Sg(z; )| S 119 lluip, (L V [l v ([RIDY IR, 2, b € B
and
|Sg(x; h')=Sg(z; )| S 9" lLip,, LV [[z[VIRIVIR DT ([RIVIR D2 IR =R, =,k k' € E.

Remark 2.1. Throughout the paper, the generic notation || - || is used for
the norms of the Banach space E as well as other Banach spaces, such as the
dual space E*, the space of bounded operators from E* to E (such as covari-
ance operators) and the spaces of symmetric multilinear forms My (E; F).
In the last two examples, || - || is the operator norm (by default). We are
not providing these norms with any subscripts (to avoid overcomplicated
notations). In most of the cases, it should be clear to the reader from the
context to which object the norm is applied and which specific norm is used
(in more ambiguous cases, we are providing additional clarifications). The
subscripts will be used only for the norms of function spaces (such as Lo 5,
Lip, ., C*7, etc).

2.2. Definition of estimators and risk bounds

The crucial step in construction of estimator T} is a bias reduction method
developed in detail in Section 3 and briefly outlined here. Consider the fol-
lowing linear operator

(T9)(0) =Egg(X) =Eg(0 +§),0 € E

that is well defined on the spaces Lo (E) for v > 0. Given a smooth
functional f : E — R, we would like to find a functional g on E such that the
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bias of estimator g(X) of f(#) is small enough. In other words, we would like
to find an approximate solution of operator equation (7¢)(0) = f(6),0 € E.
Under the assumption that the strong variance E||£]|? of the noise ¢ is small,
the operator 7 is close to the identity operator Z. Define B := 7 —Z. Then,
at least formally, the solution of the equation 7Tg = f could be written as a
Neumann series:

g=Z+B) =T -B+B-B+...)f.

We will define an estimator f;(X) in terms of a partial sum of this series:

k
fo(@) =Y (1) (B f)(z),z € E.
j=0

J

It will be proved in Section 3, that, for this estimator, the bias Eg fi(X)—f(6)
is of the order < (E'2||€||?)*, provided that f € C57(E) for s = k + 1+ p,
k>0, p e (0,1] and ||f|| is bounded by a constant.

We will prove in Section 4 the following result.

Theorem 2.1. Suppose that f € C*V(E) for some s > 0 and v > 0. For
s € (0,1], set k := 0 and, for s > 1, let s = k+ 1+ p for some k > 0,
€ (0,1]. Define
X)if ||IZ||r(X) <1/4
1) o | A0 I I <
0 otherwise.
Then
Eo(T(X) = F(0))* Sy 81/ 1en (L 1012 (IS V (ElEI2)7) A1) (21)
It follows from bound (2.1) that

5P s Eo(TL(X) = FO)) Su ((I=hv @) A1) (22)

We will show in Section 7 that, in the case of standard finite-dimensional
Gaussian shift model, the above bound is optimal in a minimax sense. More
precisely, in this case, the following result holds.

Theorem 2.2. Let E := R? (equipped with the standard Euclidean norm,)
and let X ~ N (0;0%1;),0 € R? for some 0® > 0. Then, for all s > 0,

inf — £(0))% 2 2)° .
s gt sup Ba(T(X) = F0)F 2 (1= v (BIEIP) ) a1 (23

where the infimum is taken over all possible estimators T'(X).



V. Koltchinskii and M. Zhilova/Estimation of smooth functionals 13

At this point, we could not extend the lower bound of Theorem 2.2 to
general Gaussian shift models in Banach spaces.

Remark 2.2. In a very recent paper [38], Zhou and Li state a similar result
(Theorem 7.2) with Besov Bj ;-norm instead of the C*-norm. There is a
mistake in the proof of this result (contrary to the claim of the authors, it
is impossible to choose function ¢ used in the proof so that [|5||ps , <1
and other required properties hold). However, if the Besov norm is refz)laced
by the C*®-norms used in our paper, their proof seems to be correct. The
method of the proof of Theorem 7.2 in [38] differs from ours.

2.3. Efficiency

Bound (2.2) implies that, if the smoothness s of functional f is sufficiently
large, namely if
ElEN)® < =], (2.4)

then

sup_sup Eg(Ti(X) = £(6))* Sary |12 AL, (2.5)
Ifles~y<16]I<1

which coincides with the largest minimax optimal mean squared error for lin-

ear functionals from the unit ball in E*. Assuming that ||3||r(X) = E||¢]]? <

1, condition (2.4) can be equivalently written as
logr (%)

log ﬁ —logr(X)

s>1+

> (2.6)
If 02 := ||| is a small parameter and r(X) < o~ 2% for some a € (0,1),
condition (2.6) would follow from the condition s > ﬁ On the other hand,
it follows from bound (2.3) that, in the case of standard finite-dimensional
Gaussian shift model, the smoothness threshold ﬁ is sharp for estimation
with mean squared error rate < o2. Indeed, in this case, r(X) = d and, if
o is small and d < 0=2¢ for some a € (0, 1), then, for any s < ﬁ, there
exists a functional f with || f]|¢cs~y < 1 such that

inf sup Eyg(T'(X) — f(g))Z > 025(1704)7
T Jel<t

which is significantly larger than 0% as ¢ — 0. Moreover, if d < 02, then,

for any s > 0, there exists a functional f with || f||cs» < 1 such that

inf sup Eo(T(X) — f(0))* Zs 1,
T o<1
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essentially implying that even consistent estimators of f(#) do not exist in
this case.

In the case when r(X) < o~2 for some a € (0,1) and s > 12— (or, more
generally, when (E|[£]|?)® is of a smaller order than ||X||), it is possible to
prove that fi(X) — f(0) is close in distribution to normal and establish the
efficiency of estimator fi(X). More precisely, let

af(0) ==E(f'(8)(€))* = (f'(6), /()
For s > 1,7 > 0, denote

K =K f » Hf”CSW(l V ||9||))||§ H1/2
'2‘9 = s ; ;9 = )
(f’ ) ) y’Y( ) Of,f(é)

It is easy to see that
07£0) < IZN121F O < 1 N poer, AVIOIDTIZNT < L fllesor (VIO I,
implying that K, ~(f;X;60) > 1. We also have that

Ky (fiAE50) = K (f;250), A > 0,

which means that K - (f;%;6) does not depend on the noise level ||2|'/2. Tn
what follows, it will be assumed that the functional K, . (f;%;6) is bounded
from above by a constant, implying that o ¢(6) is within a constant from its
upper bound || f||cs~ (1 V [|8]])Y|2|}/2. This is the case, for instance, when
0 is in a bounded set and o¢(f) > [|%||*/? (in other words, the standard
deviation o ¢(6) is not too small comparing with the noise level [|%[|*/2).
If we write the noise of the model in the form & = o0&y, where ¢ > 0 is
a small scaling parameter characterizing the noise level and &y is a mean
zero Gaussian random vector in E with covariance operator ¥y such that
|20]| = 1, then ||Z]|*/? = o and
1/2

016(0) = o1.0(0)7 = (S0 (0).F'9)) "o

In this case, the condition of¢(0) 2 ||Z||*/? just means that o, (0) =
1/2
<Eof’(9), f’(9)> is bounded away from 0 (see also Remark 2.4 below).

The following result will be proved in Section 5.
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Theorem 2.3. Suppose f € C*V(E) for some s > 1 and v > 0. Let s =
k414 p for k>0, p € (0,1]. Suppose also that EV/2||¢||> < 1/2. Then

p,{ 0010

< y} —P{Z < y}‘ Sy 872K (f1256)

Zgﬁ ore(0)
1/2(1¢112\s
B0y, )] <1> 1P/ (1+p)/2( 1 ) EV=1EN%) >,
<< ety og () V I1PP21og 3 VESE
(2.7)

where Z is a standard normal r.v. Moreover,

‘ X) - 16)
ore(0) Lo(P)
2 1/2 2 (E1/2H€”2)s
< ol (@Y SoEl). e

It follows from bound (2.8) that

By (fe(X) = £(0))?

ore(f)
E1/2 2\s
R R ] (I RAVES = BCY)

Assume that 6 is in a set © C E of parameters where K, ,(f;%;60) is upper

1/2 _ 2
bounded by a constant. Then, = (fgﬁ):()e)f(e)) is close to 1 uniformly in ©

provided that E||£||? is small and (E||¢]|?)® is much smaller than ||| (say, if
r(Y) $o 2 and s > 7).

Finally, in Section 6, we will prove the following minimax lower bound.
Theorem 2.4. Suppose f € C*7(E) for some s € (1,2] and v > 0. Let
0o € Im(X).! Then, there exists a constant D, > 0 such that for all ¢ > 0

and all covariance operators ¥ satisfying the condition c|X||Y/? < 1, the
following bound holds

Eo(T(X) — f(6))?
i s BT -10)
T Jo—gol<clz)2/2 77¢(0)

s— s— 1
> 1= Dy K2, (555 00) (7RI + ),

where the infimum is taken over all possible estimators T(X).

Tm(X) denotes the closure of the range of operator .
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The bound of Theorem 2.4 shows that, when the noise level ||3||'/2 is small
and K, ~(f;%;00) is upper bounded by a constant, the following asymptotic
minimax result (in spirit of Hajek and Le Cam) holds

Eo(T(X) — f(6))?
lim liminf inf sup o(T( 2) 1)) >1
=0 |51/250 T |9_gy||<c||5||1/2 0% ¢(0)

locally in a neighborhood of parameter 6y of size commensurate with the
noise level. This shows the optimality of the variance UJQ%(Q) of normal ap-
proximation and the efficiency of estimator fi(X).

Remark 2.3. In the case of matrix Gaussian shift model of Example 1.2
(that is, when E is the space of symmetric d x d matrices equipped with
operator norm and ¢ = 04, Z being a random matrix from Gaussian or-
thogonal ensemble), the results of the paper could be applied to bilinear
forms of smooth functions of d x d symmetric matrices: f(0) := (h(0)u,v),
where h is a smooth function in real line and u,v € R?%. The value h(f) of
a function h on a matrix (operator) € is defined via the standard functional
calculus. It was shown in [20], Corollary 2 (based on the results of [33], [1])
that the C*-norms of operator functions 6 — h(6) (on the space E of sym-
metric matrices equipped with the operator norm) could be controlled in
terms of Besov Bj, j-norm of the underlying function of real variable h :
[”llcs(z) s Il Bs, ,»s > 0. This allows one to apply all the results stated
above to the functional f(6#) provided that h is in a proper Besov space.
Note that spectral projections of 6 that correspond to subsets of its spec-
trum separated by a positive gap from the rest of the spectrum could be
represented as h(f) for a sufficiently smooth functions h (namely, a smooth
function h taking value 1 on the subset of interest and value 0 on the rest
of the spectrum). This allows one to apply the results to bilinear forms of
spectral projections (see also [24]). In [20], similar results were obtained for
smooth functionals of covariance operators.

Remark 2.4. Obviously, the results of the paper can be applied to the
model of i.i.d. observations X1,..., X, ~N(6;%), 0 € E.If X := %,
then one can define functions fj for the Gaussian shift model X = 0 + £,
where £ := w, &, & 1id. N(0;X). Tt follows from Theorem 2.1
that

Ba(1i(X) — FO %, 2 v o (D (EEE o),
(2.10)
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where T).(X) = fr(X) if w < 1 and Tj;(X) = 0 otherwise. Uniformly in
the class of covariances with || X|| < 1 and r(X) < n® for some « € (0, 1), this
yields a bound on the mean squared error of the order O(%) provided that
s > ﬁ Moreover, if s > ﬁ, estimator f(X) is asymptotically normal
and asymptotically efficient with convergence rate y/n and limit variance
0]2075(0). Asymptotic efficiency holds in bounded subsets of parameters where
K (f;3;6) is uniformly bounded (which essentially means that of¢(0) is

bounded away from zero).

Remark 2.5. The results of this paper could not be directly applied to
nonparametric model (1.2) studied in [16, 31, 32]. In this model, the signal
0 € Ly(]0,1]) is observed in a standard Gaussian white noise, which is not
a random element in the space Lo([0,1]) (in fact, the infinite-dimensional
standard Gaussian white noise could be viewed as a mean zero Gaussian ran-
dom element with identity covariance that belongs to a space of generalized
functions). In some sense, one can view this model as a version of Gaus-
sian shift model with infinite effective rank r(X) = +o0 of the covariance
operator X = I, (o,1))- However, the bias reduction method studied in our
paper could be, in principle, used to develop estimators with optimal error
rates for such models as (1.2). For instance, suppose that © C Ly([0,1]) is
the parameter space of the model and f : © +— R is a smooth functional
to be estimated based on the observation X (™. One can choose a finite di-
mensional subspace L C Ly([0,1]) that provides a good approximation of
signals # € © (under proper “complexity” assumptions, for instance, on the
rate of decay of Kolmogorov’s diameters of set © as in [16, 31, 32]). The
functional f(#) could be now approximated by f(Pr6), where Py, is the or-
thogonal projection onto L. One can then use a projection type estimator or,
of P8 based on X to develop estimators f(f) of f(Pr) with reduced
bias. The choice of an approximating space L should be based on a trade-off
between the approximation error f(6) — f(Prf) and the error of estimator
fi(8) of f(Pr#). This approach could potentially lead to extensions of the
results of [16, 31, 32] to broader classes of models under various smooth-
ness assumptions on the functional f and complexity assumptions on the
parameter space ©, but its full development poses further challenges and is
beyond the scope of this paper.

For some special functionals f, there exist explicit analytic expressions
for functions fx.

Example 2.1. For instance, consider the standard finite-dimensional Gaus-
sian shift model of Example 1.1. In this case, F = R? is equipped with the
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canonical Euclidean norm and ¥ = o2, for some 02 > 0. For d = 1 and
0% = 1, it is well known that the unique unbiased estimator of 8¥ k > 0
is Hy(X), H;,j > 0 being the Hermite polynomials. It easily follows that
for d = 1 and arbitrary o2 > 0, the unique unbiased estimator of 6% is

0" Hy(£). 1t now d > 1 and
FO):= " Cppsfit - 05,0 =(01,...,00) € R
k1,..,kq

is a polynomial of degree m + 1, then the unique unbiased estimator of f(0)
is g(X), where

g(0) = Z Chy,o.., kd0k1+"'+dekl<0—)...de<9d).

L ik
ki, kg g g
It will be shown (see Corollary 3.1) that fx(X) is an unbiased estimator of
f(0) for all k > [WTH] . Due to the uniqueness of unbiased estimator for this
model, fp = g for all £ > [mT‘H}

Example 2.2. Let now F be an arbitrary Banach space and the covariance
>’ of the Gaussian shift model be arbitrary. It is easy to see that

T cos({-u)) = exp{7<2u,u>/2} cos({-, u)),
T sin((-,u)) = exp{—(Eu, u>/2} sin((-,u)), u € E*,

which follows from the fact that the same property holds for complex expo-
nentials exp{i(-,u)},u € E*. Therefore,

B cos({-,u)) = (eXP{*QEUa U>/2} - 1>jcos(<-,u>),

B sin((-,u)) = (exp{_<zu, u>/2} - 1)” sin((-,u)), u e E*,j>0.
It is easy to conclude that if
f@) =% [ci cos((z, us)) + di sin(<x,ui>)},x cE,
where u; € E*, c;,d; € R and the sum is finite, then
fr(x) = Z)\k(E,ui) [ci cos((z,u;)) + d; sin((x, u,>)}, r €E,

)

where

Ae(E,u) = exp{(Zu,u)/Q} [1 - (1 - exp{—(Zu, u}/Q})kH],u € E*.
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3. Bias Reduction

A crucial part of our approach to efficient estimation of smooth functionals of
f is a new bias reduction method based on iterative application of parametric
bootstrap. Our goal is to construct an estimator of smooth functional f(6)
of parameter # € E and, to this end, we construct an estimator of the form
g(X) for some functional g : E +— R for which the bias Egg(X) — f(0) is
negligible comparing with the noise level ||X||'/2. Define the following linear
operator:

(T9)(0) =Egg(X) =Eg(0 +€),0 € E.

Proposition 3.1. For all v > 0, T is a bounded linear operator from the
space Loo ~(E) into itself with

1T 2o (EY—s Loory () < 27(1 +E[IE]7). (3.1)

PROOF. Indeed, by the definition of L, ,-norm,

19(0 + &I < 279l Lo, (L V(161 V [IE1])7

Therefore,

(T9)(0)] < Elg(6+E)] < 27|gll 1, EAVIIEIVIEINT < 27[(AVO)+HE[E g/l e -

which easily implies that

179l 2, <27 +EEIM)9ll 2o - (3.2)

Therefore T is a bounded operator from Lo ,(E) into itself and bound (3.1)
holds. O

The following proposition could be easily proved by induction.

Proposition 3.2. Let £1,&,... be i.i.d. copies of & and let g € Lo ~(E)
for some v > 0. Then, for all k > 1,

k _ i )
T =Eg(0+ Y ¢).0 € B
j=1

Note that, by a simple modification of the proof of bound (3.2), we can
derive from Proposition 3.2 that
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To find an estimator g(X) of f(f) with a small bias it suffices to solve
(approximately) the equation (7¢)(0) = f(0),0 € E. Denote B =: T — I.
For a small level of noise &, one can expect operator B to be “small”. The
solution of equation T¢g = f could be then formally written as a Neumann
series:

g=T+B)f=T-B+B>-...)f.

We use a partial sum of this series as an approximate solution

k
= Z I(Bf)(z),z € E
7=0
and consider in what follows the estimator fx(X) of f(0).
Our main goal in this section is to prove the following theorem that pro-

vides an upper bound on the bias of estimator fi(X).

Theorem 3.1. Let s = k+ 1+ p for some p € (0,1] and let v > 0. Suppose
that f € C*7(E). Denote by (B f)(0) := Eofi(X)— f(0),0 € E the bias of
estimator fr(X). Then

1Bkl S 215D NLip, ., (1 BPEY2E1P7) (1 4+ B2 )P (E21€)1%) .

By a straightforward simple computation, the bias of estimator fi(X) is
equal to

(Brf)(0) = Efe(X) = f(0) = (=1 (B 1)(0). (3.4)

This leaves us with the problem of bounding (B**1f)(#) for a sufficiently
smooth function f. By Newton’s Binomial Formula, for all k£ > 1,

k

=D (-1 (];) (T7£)(9).6 € E. (3.5)

J=0

It follows from representation (3.5) and bound (3.3) that

k
k .
1B gl ree, <27 <j> 1+ BN 9 ey < 27 9lr e, (LHRTZENE]).
=0
(3.6)
Remark 3.1. Define %) := ¢ + Z?:l &,k > 1 and © := §. Then

6 = § = X is the maximum likelihood estimator of parameter 6, 6 is
a parametric bootstrap estimator corresponding to 6, and 6®) k> 2 could
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be viewed as successive iterations of parametric bootstrap for Gaussian shift
model X ~ N (6,Y%),0 € E. Similar sequence of bootstrap estimators (that
form a Markov chain) was studied in [20] in the case of covariance estimation
and it was called a bootstrap chain. It immediately follows from (3.5) and
Proposition 3.2 that

; e ki (B i
(B*)(6) =g 3 (~1) ( (09,0 ¢ E, (3.7)

j=0 J

which means that (B¥f)(6) is equal to the expectation of the k-th order dif-
ference of sequence f(67), 7 > 0. This interpretation of the function (B* £)(6)
as an expectation could be used to compute the value of this function for
a given 6 via Monte Carlo method (namely, by averaging the k-th order
differences Z?ZO(—l)k*j (l;)f(é(”) for a finite number N of i.i.d. copies of
bootstrap chain {é(j), j =0,...,k}). As a consequence, Monte Carlo ap-
proximation could be also used to compute the estimator fi(X). The bias
reduction method studied in this section is a special case of a more gen-
eral bootstrap chain bias reduction developed in the case of estimation of
functionals of covariance in [20]. Operators similar to B* were used also in
[18] in the problem of bias reduction in estimation of f(#), where 6 is the
parameter of binomial model. In this case, 7 maps function f to the corre-
sponding Bernstein polynomial and bounds on (B*f)(6) could be obtained
using some results in approximation theory.

For sufficiently smooth functions f, we will derive a more convenient in-
tegral representation of functions B¥f that would yield sharper bounds on
their L., ~ norms.

Theorem 3.2. Suppose f € C*¥V(E) for some v > 0. Then

k

J=1

where 11, ..., ~ U0, 1] are i.i.d. random variables independent of &1, . . ., k.

PROOF. Define

k
@(tl,.,,,tk) = f(0+zt2£2>’(tlyatk) € [03 1]k
=1
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It immediately follows from Proposition 3.2 that
(T71)(0) = Ep(ty, ... ty)

for all j < k and for all (ty,...,t;) € {0,1}* with 3%  ; = j. This allows
us to rewrite representation (3.5) as follows:

BHO=E Y ()Tt ).

(t1,---tx)€{0,1}F

For functions ¢ : [0,1]* — R, define the first order difference operators
AD =1 k:

A(i)(b(tl, oo ,tk) = ¢(t1, ces ’tk)‘tizl - ¢(t1,. . ,tk)

t;=0"
It is easy to show by induction that
AD L ABg= ST (TRt ),
(t1,...,t)€{0,1}F

implying that
(BEF)(0) = EAD .. AWK,

For f € C*Y(E), the function ¢ is k times continuously differentiable on
[0,1]% with

Fo(ty, . tr) £
“on. o, (9+Ztyfy>(§1,---,§k).

J=1

By generalized Newton-Leibnitz formula,

OFp(ty, . .. )
AD A / / (h1, R ASLIELSR L2 RSN R
8751 1 k

Therefore,

1 1 k
_]E/O /0 f(k)<9+j§tj£j>(£1,...,fk)dtl...dtk,

which implies the result.
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Remark 3.2. The representation formula of Theorem 3.2 for functions
(B¥f)(0) suggests another approach to approximate computation of the
value of these functions at a given point #. Namely, one can simulate suffi-
ciently large number N of i.i.d. copies of r.v. {7,§; : 1 < j < k} (recall that
the distribution of the noise is known) and then compute the average of r.v.

f) (9 4 Z;?:l Tj£j> (&1, ... ,&) for these i.i.d. copies. This approach yields
another Monte Carlo approximation of estimator fi(X).

Corollary 3.1. Let f : E +— R be a polynomial of degree m +1 > 1. Then
Bt f =0 and, as a consequence, fn,(X) is an unbiased estimator of f(6).

Moreover, B'f =0 for all j > (m + 1)/2 implying that, for all k > [mTH],
fe(X) = f[LH}(X) is an unbiased estimator of f(0).
2

PROOF. Note that f € C5™+1(E) for all s > 0. Since f*1)(0) = M,0 € E
for some M € M,,,+1(E;R), we can use independence of &1, ...,&,+1 to get

(B™HLE)0) = EM (&1, ..., Emp1) = M(BEy, ..., E€pmy1) =0

and
(B f)(0) = (=1)"(B™ £)(0) = 0.

To prove the second claim, note that, for j > (m + 1)/2, f9) is a poly-
nomial of degree m + 1 — j < j. By the Taylor expansion, for a fixed 0,
z+— fU)(0+ z) is also a polynomial of degree m 4 1 — j. Therefore, we can
now represent

J
FO(0+3 76 (6 )
i=1
as a sum of multilinear forms

M(Tugzla,Tzlgll)(glaagj)a l§m+1_]<]’1§11’a7’l S]

Since {i1,...,4;} is a proper subset of {1,...,j}, we easily get by condition-
ing that
EM(Til&l, e 7Til£’il)(£17 e 7§j) = 0,

which implies that

J
(B1)(0) =EfD (943 7&) (€. .&) = 0,0 € E.
=1
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Remark 3.3. Other representations of unbiased estimators of polynomials
of parameter 6 of Gaussian shift model (especially, in the case of standard
model of Example 1.1) could be found in the literature (in particular, see

[16]).

Representation of Theorem 3.2 could be now used to provide an upper
bound on L, 4-norm of function BEf.

Proposition 3.3. For all v > 0 and all f € C*Y(E), the following bound
holds:

1B 1, < 2P lln.e, (14 ZEV2E2) (B2 € 2)F,

PROOF. Observe that

k k
7 <9+ ijfj)(a,...,sk)\ <P Lo (1 v H0+Zn£j
j=1 j=1

k
ZTij

=1

Y
) &l el

<29 (1 V0] v

Y
) el el

implying that

k
> 7

j=1

29N 1/2
) E2e]).

2y
(B )(0)] < 2”||f(’“)HLOO,WE1/2<1 V{6l v > EV2(|6)12 - 16kl1)

k
ZTij

< 29 ((1 V101 +E
j=1

Next note that, conditionally on 71, ..., 7, the distribution of Z;?:l 7;&; 1s

1/2
the same as the distribution of r.v. (Z?:l T]2> £. Therefore,
- 2 2\” 2 2
(Y me| =E(D7) Elel® < REE>,
i=1 '

J=1

and we get
(BENO] < 217D e, (0 017+ B2EN2 ]2 ) (B2 1)

This yields the bound of the proposition.
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The next corollary is immediate.

Corollary 3.2. Suppose EV/2||€||? < 1/2. For ally > 0 and all f € C*7(E),
the following bound holds:

Wil < 27 1 llonn (1 KZEYV2YE1T) S5 (K + 1)) g

Theorem 3.3. Suppose f € C*1Y(E) for some v > 0. Then 0 — (B*f)(0)
1s Fréchet differentiable with continuous derivative

k
(Bk:f)/(e)(h) = Ef(k—i—l) (0 + ZTj§j> (fl, ey &py h),e,h € F, (3.8)
j=1

where T1, ..., T are i.i.d. random variables uniformly distributed in [0, 1] and
independent of &1,...,&.

PROOF. First note that the expression in the right hand side of (3.8) is well
defined. This easily follows from the bound

k
Hf(’““) <0+ anj)@l, &)
j=1

k
> T

J=1

< 7D (1 v 9] v

i
) il .. el

whose right hand side has finite expectation. By Lebesgue dominated con-
vergence theorem, this also implies the continuity of the function 6 —
(B¥£)'(6)(h) defined by expression (3.8). It remains to show that this ex-
pression indeed provides the derivative of B* f. To this end, observe that

k k
f(k) <0+h+ ZTj§j> (517---,&@) — f(k) <0+Z7’j€j> (§17-~-7§k)

j=1 j=1

1 k
= / fany <9 +th+> Tjgj> (&1s- .., &, h)dL,
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which implies

k k
70 (0404 3o e - 19 (04 36 ) 680
=1 j=1

k
— flktD) (0 + Zijj) (&1,---, &k, h)

j=1

1 k k
0 j=1

=1

and
(BXf)(0+h) — (B*f)(0) — (B* 1) (0)(h)
1 k k
=E /0 [f“”” (0 +th+ Z%) (1sn oo o) — D (e + ;Ta@) (ST h)] dt.

Jj=1

Therefore,

(B )6+ ) = (B~1)(6) — (B (0)(h)
<8 [0 (o mr Sng) - s (0 3 ) fate - tedinn

j=1 J=1
It remains to observe that by continuity of f(

k k
Hf<k+1> <9 +th+ Tj§j> — fHD <9 +> Tj§j>

j=1 j=1

k+1)

’—>0ash—>0,t€ [0,1],
and to use Lebesgue dominated convergence to conclude that

1
/
0

This proves Fréchet differentiability of the function  — (B¥ f)(#) along with
formula (3.8) for its derivative.

k k
f04D) <9+th+z Tj§j> ) <9+Z Tng) Hdt||§1\| . |l&k] = o(1) as h — 0.
j=1

j=1

O
The following corollary is immediate.
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Corollary 3.3. Suppose f € C*TUY(E) for some v > 0. Then
k
Sprp(0:h) =ESpm) (9 + Zijj; h) (§1,---,&k),0,h € E. (3.9)
j=1

Proposition 3.4. Let s = k+ 1+ p for some p € (0,1] and let v > 0.
Suppose that f € C*V(E). Then, for all j =1,...k,

1B f) Loy < 209D e, (L4 7PEY2(1EP)EVZ[EJPY. (3.10)
Moreover, for allj=1,...,k—1

1B £) tipy,, < 27FYF D luip, (1 + 7PEV2 €2 B2 €)%Y (3.11)
and

1B* 1Y i, , < 271 F* Vi, , (1 + E7ZEVZ P EV?[])F. (3.12)

PROOF. We will prove only the last bound of the proposition. The proof of
other bounds is similar. Using representation (3.8), we get

1B £)'(61) — (B £) (62)

k k
< EHJ’(’“*” <91 + Tj£j> — fl+D (02 + ijéj)
=1 =1
J k]
Zijj
j=1
k
> 7

j=1

'nau el

Y
< 2wf<k+1>uupp,ﬁ(1 V10V 1162 v ) &2l lell6: — 6]

2y
< 2 fE D gy B2 (1 VI8V 116 v ) E2)¢]2)4116, — 6]

Next recall that, conditionally on 71, ..., 7%, Z?:l 7;&; has the same distri-

. 1/2
bution as <Z i1 Tj2> . Therefore,
2y k
B(1V 1610V f6al v ) =E(1vio v v

k 1/2 2y
St ) len)
j=1

2y
< IE(l V61V (162 v k1/2!!§\> < (V6] v 11621)> + KE[E].

7j=1
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Hence, we easily get

1B ) (01) — (B 1) (62)]
<2 g, [V IOV 1020)7 + KPRV 2| B2 €12 16— b,
implying the result. O

Proposition 3.5. Let s = k+ 1+ p for some p € (0,1] and let v > 0.
Suppose that f € C*V(E). Then

~

1Bl < 20D s (14 KYZEY2|)27) (1 4+ BV BV ¢ 2)

PROOF. Note that
(B¥11)(6) = (BB* f)(0) = E(B*£)(6 + ) — (B"f)(6)
=E(B"f)(0)(€) + ESprf(6;€) = ESp f(6;€).
Using the first bound of Lemma 2.1 along with bound (3.12), we get
|Sge£(856)] S NB ) uip, ., (1 V161V IEINTIEN2
S 2 F D g, (1 + BYPEVZEPYEVZ DV (10]] v N 1€
Therefore,
(BMF)(0)] < E|Sgis(6;€)]
S 2N g, (1+ KPR ]2 EM2€)P) RV 0] v (Il 1€l
S 20 *H V luip, , (L + KZEV2([€P) (B2 [IE2)EV2(L v (10] v IIEINDTE2|€] 20+,
Since for a centered Gaussian random variable £ and for p € (0, 1],
EV2|ig[P0H0) < (BM2)¢)*),
we get

(BEFL1)(0)]
SN sy, (1+ KPEV|I€ ) [(1 V01T -+ EV2IEPTEY )P

implying the claim. O
Theorem 3.1 immediately follows from the bound of Proposition 3.5 and
formula (3.4).
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4. Concentration

In this section, we prove a concentration inequality for random variable g(§),
where £ is a Gaussian random vector in £ with mean zero and covariance
operator ¥ and g is a functional on F satisfying the assumption described
below. This inequality will be then used to prove concentration bounds for
estimator fx(X).

Assumption 1. Suppose g : E — R satisfies the following Lipschitz condi-
tion:
l9(z) — g(a")| < L(lz|| V [l2') |z — 2'||, 2,2" € E,

where § > 0 +— L(§) € Ry is a non-decreasing continuous function such that
L(ad) < L(a)e® /2,6 > 0,a > 0. (4.1)

It is easy to see that assumption (4.1) on function L implies that for any
constant ¢; > 0 there exists a constant co > 0 (depending only on L) such
that L(c10) < coL(0),6 > 0. Clearly, (4.1) holds for L(J) := Cé*,6 > 0
for arbitrary C' > 0, > 0. Also, if functions L1, ..., L,, satisfy assumption
(4.1), then so do the functions Ly + -+ + Ly, L1 V -+ V Ly,. In particular,
this implies that any function of the form

L(8) := C16*1\/ -+ \/ Crud™™, 5 > 0,

where m > 1, Cy > 0,...,Cp, > 0 and a3 > 0,...,a,, > 0 are given
constants, satisfy assumption (4.1).

Note that, if g(0) = 0, then Assumption 1 implies that
lg(@)| < L[z |, = € E.

Theorem 4.1. Suppose Assumption 1 holds. For all t > 1 with probability

at least 1 — e,

19(6) — Eg(€)| S LEJEN v [SIM>VHIIZ) Ve (4.2)

PROOF. Without loss of generality, assume that g(0) = 0. For § > 0, define

) =gle)e(I51) e
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where
2—z, ue(l,?2),

p(u) =141, u <1,
0, u > 2.

Clearly, ¢ is a Lipschitz function with constant 1. We will now prove a
Lipschitz condition for the function h : F — R.

Lemma 4.1. Under Assumption 1, for all z,2' € E

7o) = h(a")] < BL(30) [l — 2.

PROOF. Note that

[h(z) = h(a")| = [h(z) = h(2)[I{]lz]| < 26, ]|2"|| < 25} (4.3)
+[h(z) = h(@) [ I{]lz]| < 26, [|2"|| > 20}
+[h(z) = h()I{]l2]| < 26, ||| > 2}

For the first summand in the right hand side of (4.3), we have the following
bound for ||z|], ||2']] < 2§

[P(z) — A" ) I{]l], 2] < 20}

/

< o (1l / iy (=]

< 1ot - sl (151) +latal o (151) (15

< L20)||lz — || + L20) ||| Iz — ' /¢

< 3L(20)|l[|l — 2. (4.4)

To bound the second summand in (4.3), observe that for ||| < 20, ||z’| > 20

[h(x) = h(a )| I{]|z]| < 26, ||| > 25}
= |h(x) = h(@") | I{||2]| < 20, [|2"[| > 20, ||z — 2'|] = 6} (4.5)
+|h(z) = h(2") | I{[[z]| < 26, [|2"|| > 20, [l — 2|| < 4},

and bound the first term in the right hand side of (4.5) as follows:
() = h(a)| I{lx]| < 20, ][] > 26, [l — 2[| = &}
T
~ ot ( 5 ) el <25, 12') > 25, - ] > )

< L26)[lz | I{[[z]| < 26, [|2"[| > 26, ||z — 2[| > 4}
< 2L(20) |z — 2|



V. Koltchinskii and M. Zhilova/Estimation of smooth functionals 31

For the second term in (4.5), we have

|h(z) = h(z)[I{]|z]| < 26, ||| > 26, ||z — 2|| < 6}

= |h(2) — h(@") | I{||2]| < 20,20 < [l'|] < 30, []x — || < 6}
< [h(z) = M) H{|lz]| < 30, [|2]| < 36}

< 3L(30)|[||lx — 2,

where the last inequality is proved similarly to bound (4.4) (with an obvious
change of 2§ to 39). Substituting the above bounds in (4.3), leads to the
resulting inequality. O

In what follows, we set
6 = 6(t) = E|¢]| + C|I=) >V
for ¢ > 1 with a constant C' > 0 such that
P{llgll > o()} < et =1

(which holds by the Gaussian concentration inequality, see, e.g., [27]).
Let M := Med(g(£)). Assuming that ¢ > log(4), we get

P{n(&) = M} = P{h(§) = M, [|¢]| < 6(t)} = P{g(§) = M, [|€]] < 6(2)}
1 _ 1

> Plgl€) > M) ~ (e > 60} > L~ > 1

where we used the fact that, on the event {||¢]| < d}, h(€) = g(&). Similarly,

we have P{h(§) < M} > . We can now use again Gaussian concentration

inequality (in a little bit non-standard fashion, see [22], Section 3 for a similar

argument) to prove that with probability at least 1 —e™*

[h(&) = M| S LBs@))IIZ]/*VE

and, since h(§) and g(€) coincide on the event of probability at least 1 —e™,

we also have that
19(&) — M| < L(36(t)) |51V

with probability at least 1 — 2e~f. Moreover, by adjusting the value of the
constant in the above inequality, the probability bound can be written in
its standard form 1 — e~ and the inequality holds for all ¢+ > 1. Using the
properties of function L (namely, its monotonicity and condition (4.1)) and
the definition of §(¢), we can also rewrite the above bound as

l9(€) = M| < CLLEDISIAVEN LASIAVO IS VE) = s(t)
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for some constant Cf, > 0. Note that this bound actually holds for all £ > 0
with probability at least 1 — e!~%. Note also that the function t ~ s(t) is
strictly increasing on [0, +00) with s(0) = 0 and s(4-o00) = +o0. Moreover,
it easily follows from condition (4.1) that s(t) = o(e') as t — co. It remains
to integrate out the tails of the probability bound:

|Eg(¢) — M| < El|g(§) — M|
= [ llae) M1 = s)ds = [T PLigle) - M| = s)}ds(t)
0 0

< e/ e tds(t) = e/ s(t)e tdt.
0 0

By condition (4.1),
s(t) < CLLE(ENISI*VE+ CLL(IZ| ) |ISIIY VEe'?, ¢ = o.

Therefore,
\Eg(f)—M\S/ s(t)e tdt
0
<o LEIENISIY? [ Vietde+ LIS [ Vi

St LEIEDIZIM N LAZI)IZ) 2,

which now allows us to replace the median M by the mean Eg(¢) in the
concentration bound, completing the proof. O

The following corollary is immediate (for the proof, check that Assump-
tion 1 holds with L(5) = Clg||uip, . (1 V [|6] v 6)7 for some C' > 0).

Corollary 4.1. Suppose g € Lip; ,(E) for some v > 0. Then, for all 0 € E
and for all t > 1 with probability at least 1 — e!

19(6 +€) = Eg(0 + ) S llgluip, , (1 V 161 vV EIIE[ V IZ]2v8) [ SI12VE.

Another immediate corollary of this theorem is the following concentra-
tion bound for the remainder S, (6; &) of the first order Taylor expansion of
g(0 + &). For the proof, it is enough to observe that, by Lemma 2.1, the
function z — Sy(60;x) satisfies Assumption 1 with L(6) = C||¢/[|Lip, (1 V
|0]| VV 6)70” for some constant C' > 0.

Corollary 4.2. Suppose, for some p € (0,1] and v > 0, ||¢'[Lip, , < oc.
Then, for all @ € E and for all t > 1 with probability at least 1 — e ¢,

[S9(6;€)—ES(8; )| S 119/ luip,,., (LVIOIVEIEIVIIZI 2 VE) EIIEIVISIY 2 VEP IS Ve.
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We now apply corollaries 4.1 and 4.2 to obtain concentration bounds for
estimator fi(X) and the remainder of its first order Taylor expansion.
Proposition 4.1. Let v > 0 and suppose that f € C*Y7(E) and that
EY2||€]|? < 1/2. Then, for all t > 1, with probability at least 1 — e

1fr(0+ &) —Efr(0+6)| <y (k+ 12| fllgrsrn (1V[|0]] V ||§]H1/2\/{)7H?||1/)2\/£
4.6

PROOF. Using bound (3.10), we get

e

il ey D NBF) N Loy

7=0

< 272 £ e, (14 5772EY2 (€12 (B¢ ]2
j=0
k
< 27|\ fllgrern (L4 KPEY€]27) Y (EM?|€]7)
7=0

<2 fllwria (14 KPPEV2E12) Sy (k417 fllorens.

The result now follows from Corollary 4.1. O

With a little additional work, we get the following modification of con-
centration bound (4.6).

Corollary 4.3. Let v > 0 and suppose that f € CFTUY(E) and that
EY2|€||?2 < 1/2. If v < 1, then, for all t > 1, with probability at least
1—e!

fe(0+ ) —Efi(® + &) Sy (k+ )72 lcrrrn LV OIS VE (4.7)

If v > 1, then, for allt > 1, with the same probability

10+ €) = Efi@ + )] S5 (k+ 172 fllenns 1V 101 (ISI/2VE v (IS112VA)7).
(4.8)

PROOF. It follows from Corollary 3.2 that || fx||r..., Sy (k+ D2 fll ornn -
This implies that

0+ O] Sy (k+ 172 fllona (V01 V€D,
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which easily yields the following bounds
Efi(6 + )| Sy (k+ 1) Fllcrn (1 [16]])7
and
10+ &) Sy (k+ 12| fllewn LV [16]] v IZ]2VE)
(the last bound holds for all ¢+ > 1 with probability at least 1 —e™*). There-
fore, for all ¢ > 1 with probability at least 1 — e~
10+ &) —Efi(0+ &) Sy (k+ 12 fleea LV (0] V[IZ]2VE). (4.9)

If || 2[|*/2v/t < 1, then bound (4.7) follows from bound (4.6) (regardless of
what the value of v > 0 is). If |2||'/2v/ > 1, we use bound (4.9) to get

| fe(0+ &) — Efi(0+ &)
S (B4 D)2 Fllema LV 01\ (k + D72 florn (IZ12VE)
S (k412 fllara (1 VOS] V),

which yields (4.8). O

Given an increasing, convex function ¥ : Ry — Ry with ¢(0) = 0 and
Y(t) — 400 as t — +oo (in what follows, an Orlicz function), the Orlicz
¥-norm of a r.v. n is defined as

In]ly = inf{C >0: Eib(’g‘) < 1}.

For p > 1 and 9(t) := tP,¢t > 0, this yields the usual L,-norms. Another
popular choice is ¥4 (t) = et —1,t > 0 for some a > 1, in particular,
o-norm for subgaussian random variables and t;-norm for subexponential
random variables.

We will need the following simple lemma.

Lemma 4.2. Let Y be a non-negative random variable. Suppose, for some
A1 >0,...,A4,>0,680>0,...,8m >0 and for all t > 1,

P{Y > AitPr v v A tPm) < et

Let 8 := maxi<j<m Bj. Then, for any Orlicz function v satisfying the con-

dition ¥ (t) < cleCQtl/ﬁ,t > 0 for some constants c1,co > 0, we have

Yy Sp ALV ---V A
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Proposition 4.2. Let s = k+ 1+ p for some p € (0,1] and let v > 0.
Suppose that f € C*V(E) and that EY2||€||> < 1/2. If v < 1, then, for all
t > 1, with probability at least 1 — e~

60 +€) = FO Sy G+ 12 fllosa (V101 (ISI2VEV (BY2]))7).
(4.10)
If v > 1, then, for all t > 1, with the same probability
@ +€) = FO Sy (k+ 12w 0V 101 (IZIV2VEV (ISI2VET v (B¢ ]2)7).
(4.11)
cot2/(7V1)

Moreover, for all Orlicz functions v satisfying the condition ¢ (t) < cie
for all t > 0 and for some constants cy,co > 0, the following bound holds:

10+ ) = FO)lw Sy (b + 1 fllcoa (v 01)7 (1112 v @2 2)7).
(4.12)

PROOF. The proof immediately follows from bounds (4.7), (4.8), Lemma
4.2 and bound on the bias of Theorem 3.1.

O
Now it is easy to prove Theorem 2.1 stated in Section 2.

PROOF. If |X]|/2r!/2(2) = EV2||¢||> > 1/2, then T}(X) = 0 and the claim
of the theorem immediately follows from the bound

O < I flles Vv 6])7

Assume now that EY2||¢[|2 < 1/2. If s > 1, the result follows from bound
(4.12) (with 9 (t) = t?). If s € (0, 1], then fx(X) = f(X) and

1f(X) = FO)] s 1 fllesr (VIO v ([ENMIEN,
which easily implies

Eo(fe(X) = £(0)) Ss IF11Esn (L V 6127 v EY2|i€|*MEY? €]|*
Ssoy LV IIOID* (B[],

and the claim follows again.
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Remark 4.1. In the case when the functional f : £ — R is a bounded
polynomial of degree k + 1, estimator f[w ](X ) is unbiased (see Corollary
2

3.1) and the following version of bound (4.12) for t(t) = t? holds (the proof
follows the same lines as the proof of (4.12) with minor modifications):

B (fay (X) = £(0)) e 17120V 10121 (1 v (EIEI).  (4.13)

In the case of standard finite-dimensional Gaussian shift model (see Example
1.1 in Section 1) and f(0) = ||0||*> (a polynomial of degree 2), it is easy to
check that f1(X) = || X||?> — o2d. Then, bound (4.13) yields that

sup Ey(f1(X) — [(0))* S o*(1V o%d),
lef<1

which could be also proved by an elementary analysis. The last fact is well
known and it is crucial in understanding of so called “elbow effect” in es-
timation of the quadratic functional f(6) = ||#]|* in infinite-dimensional
(nonparametric) models (the phase transition in the convergence rate at the
smoothness degree 1/4).

The following proposition provides a concentration bound on the remain-
der Sy, (0;&) of Taylor expansion of function fi(6 + &) (at point 6). It will
be used in the proof of the efficiency of estimators fi(X).

Proposition 4.3. Let s = k+ 1+ p for some p € (0,1] and let v > 0.
Suppose that f € C*V(E) and that EV/2||€||? < 1/2. Then, for all t > 1, with
probability at least 1 —e™!

SF,(056) — ESy, (0;6)]

Sy (e + D20 floma (L 0]V ISV (DT v (IE12VEP v (E1M2VDIS]2VE
(4.14)
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PROOF. It follows from bounds (3.11) of Proposition 3.4 that

k—1
1fktlltipyy < 1 Neipy , + D 1B fY i, ,

k-1

<1 Nuipy, +27 D NI s, (1 4+ 7BV €12 (EVZ €)%Y
j=1
k—1

SNy + 27 D NI, (L4 PRV €27 (Y2 )2
j=1

k—1
< Fllwsrn (1+2”<1+k”/2E1/2H£HQ” SOE2)e)?) )

7j=1
< 271+ KYPEV2 P fll oo

Using the bound of Corollary 4.2, we get that for all ¢ > 1 with probability

at least 1 —e~¢,

‘kafl(e;g) - Ekafl (0;6)]

S22 fllgnn (L4 EPEVZIEIP) AV 0] v EE] v IZ1V2VE ElEN v IZ12Va)|ISIY?VE
Sy (k12| fllerers (V0] V ISV ENEN Vv ISIYVO IS VE.

Similarly, using the bound of Corollary 4.2 along with bound (3.12) of Propo-
sition 3.4, we get that with probability at least 1 —e™!

|Sgr £ (0;€) — ESpgr ¢ (6;€)]
Sy (k+ 1)7/2||f(k+1)HLipM(El/zH€||2)k(1 Vol v ISV ENEN VIS 2P VE.

Combining these bounds and adjusting the constants yield bound (4.14). [

5. Normal Approximation Bounds

In this section, we develop normal approximation bounds for fi(X) — f(0)
needed to complete the proof of Theorem 2.3. More precisely, it will be shown
that fx(X) — f(0) could be approximated by a mean zero normal random
variable with variance 0%5(0) =E(f'(0)(£))? = (Xf(0), f'(#)). Recall that

[ fllcsn (1 [10])7]|2]]2/2
ore(0)

K(f;%;0) == Ko (f;5;0) :=
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Theorem 5.1. Suppose, for some s = k+ 1+ p, p € (0,1] and some
v >0, f € C5V(E). Suppose also that EV/?||£||? < 1/2. Then, the following
representation holds

fe(X) = f(0) = 07£(0)Z + R, (5.1)

where Z is a standard normal random variable and R is the remainder sat-
isfying, for all t > 1 with probability at least 1 — e~t, the bound

IRl S, 872 fllo= (L v (6] v [Z]/>VE)?
((E1/2||f||2)ﬁ||2||1/2\/£ v (HEHI/Q\/E)H—;) VDt v (E1/2||§||2)5>- (5.2)

gt2/(247)

Moreover, for any Orlicz function ¢ such that ¥(t) < cre ,t >0 for
some constants ci,co > 0,
a0
ore(f) "
E1/2 ¢ 2\s
S e (EPlar Y ESET). 6

Remark 5.1. Note that E||¢]|2 = ||3||r(X), where r(X) is the effective rank
of ¥. Assume that ||X]|| is “small” (that is, the noise level is small) and, for
some a € (0,1), r(X) < [|Z]|7®. Then E||£]|? < ||2]|1™%, which is “small”,
too. Moreover, under the assumption that s > ;=

E 22~ [Ispi-
e~

VA

is also “small”, implying that the right hand side of bound (5.3) is “small”.
The same conclusion holds for the right hand side of bound (2.7) provided
that K, ~(f;%:;0) S1

Remark 5.2. We will also state (without providing a proof) the following
bound on the risk of estimator f;(X) with respect to convex loss functions
(under some constraints on their growth rate). Let £ : R — R be a loss
function such that ¢(— ) = {(t),t € R, £ is an Orlicz function on R4 and,
for some § € (0,1), v < W

0t) < 19 ¢ > 0. (5.4)
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Suppose also that

(E21e02)” < )2, (5.5)
Then
fi(X) = 10)
(M) )
E1/2 2\s
Soas P R0 (@21 V ST 60
where

1
Konok(f;5:0) = (k+1)2K, (f; 53 6) (f <Cv:v<k+1>2<3v1>v KO (£33 0>) +1> '

Bound (2.8) of Theorem 2.3 follows from bound (5.3) of Theorem 5.1 (for
Y(t) = t?). We now turn to the proof of Theorem 5.1 and bound (2.7) of
Theorem 2.3.

PROOF. Clearly,

fe(X) = £(0)

= fi(X) = Eofr(X) + Eo fe(X) — £(0)

= fr(0)(&) + S5, (0;€) —ESy, (6;€) + Eg fu(X) — f(6)
— 0,¢(6)Z + R,

where Z is a standard normal random variable and

R:=(05,(0) —07e(0)Z 4 S5, (0; ) — ESp, (6;€) + Eo fu(X) — £(0) (5.7)

is the remainder.

The following lemma will be used to control oy, ¢(6) — or¢(6).

Lemma 5.1. Suppose that, for some v >0, f € C*LY(E) and EV2||€]|? <
1/2. Then

1076 (0) = a7.£(0) Sy (k+ 1) fllcrran (LV IO IEVPE €)% (5.8)
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PROOF. Note that
k . 2
95.6(0) = 010)] < lo—peO) < _EV2|(B 1) (0)(9)
=1

k
CCHIOAT 0)" < ISV S 1w ) )

J=1

HM»

Using bound (3.10), we get
|051.£(0) = 01,6 (0)]

k
< 2SI VONT DI n, (14 PRV P B ¢)17Y
j=1

e

< 27| fllgrra 1212V (161)7 (1 + K72EY2|€]*7) Z (EV?|l€]1?)

< 2| flerran ISV 101D (1 + k‘”/QEI/Q|\€||27)E1/2||§H2
Sy (k+ D721 fllorsna LV [BIDVISIPEY2 €]

O]

Bound (5.2) follows from representation (5.7), Theorem 3.1, bound (4.14)
and bound (5.8).

We now prove bound (5.3). We can easily deduce from (4.14) that:
1S5, (8;6) —ES;, (6;6)| <y Artt/2 v AgtMH0/2 Azt 1F+0)/2 ) Ay t(HrE0/2 ) At v Agt3H0)/2,
where

Ar =y (k41072 fllosa (L V |61) BN IZ],
Ay =y (k+ 1) fllosa (BIEP |5 M/

Az =y (k+ 1) fllosa (v 0|2+
Ag =y (k41072 fllosn |2 U772,

As =y (k+ 12| flleso (1 01)IZ]),

Ao =y (k4172 fllosn |2 B/,

Using Lemma 4.2, we conclude that, for any v satisfying the condition v (t) <
oo 12/247)
2 ,t >0, we have

Hsfk(9;€) - Eka(Hsf)Hw Sy A1V V A

cl1€
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Using the fact that ||S|| < E||€]|? < 1, it is easy to check that
AV oV A Sy G4 12 flloen (1V 0] (B2 IE[2) )52,
Thus,

[$5.0:6) = ES4@: 0| S (k+ 177215 lcmo (1 v 61 22212
(5.9)

Using bound (5.8), we get
|@5.60) = 07600 2] | S5 Gk + 1720l 1V [0 27212

which is dominated by the right hand side of (5.9). Thus, we can conclude
that

1Rlly S (k+ 1772 flloen (1 V H9||)7((Hﬂ?m||€H2)’JIIEH1/2 \/(Elléll)s),

implying bound (5.3).
To prove normal approximation bound (2.7), we need the following ele-
mentary lemma.

Lemma 5.2. For random variables 11,12, denote
A(m,m2) := sup [P{m <z} — P{np < z}|
z€eR

and
=1 — > .
6(n1,m2) gf)[ﬂ”{\m n2| >0} +6

Then, for an arbitrary random wvariable n and a standard normal random
variable Z,

A(n,Z) < o(n; Z).

We apply this lemma to random variable 7 := %. Using represen-

tation (5.1) and bound (5.2), we get that, for all ¢ > 1 with probability at
least 1 — et

fr(X) = f(6)
ore(0)

<(E1/2H£H2)ﬂ\/{g\/ ||E||p/2t(1+p)/2 \/ HE||1/2t\/ (E1/2H§H2>S>
=z )

_ z] < (ko 12K (£ S5 6)(LV SV
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Let t := log<”§”>. With this choice of t, it is easy to see that

1S3Vt < 1 and |22 < |5/ 2e040)/2,
Thus, with probability at least 1 — ||X]|,

fu(X) = f(9)
ore(0)

1/2¢112)s
m1/2)6120, 1 <1> SIp/2] (1+p)/2< 1 ) EVZEN) >
(<|w> ou( 7557 ) V1P 1o 51V Es

It follows from Lemma 5.2 that

_ z‘ < (k+ 12K, (f;5:6)

Ay Z) <6(m; Z) Sy (k+ 1)K, (f5550)

1 1 EL/2)£]12)8
(@216 o () Ve oe 072 (o )V EERT) s,

Since also

1
umsmwwﬁwmgw)

we can conclude that

A Z) <y (k4 1)K, (f;5:6)

1/2)1£112)s
B2 120, ] <1> SIP/2] (1+p)/2< 1 ) EV=1EN) >
(<|w> ou( 57 ) V=172 1o 5V ES

6. The proof of efficiency: a lower bound

Our goal in this section is to prove Theorem 2.4. It will be convenient for
our purposes to represent the noise as a sum of a series with i.i.d. standard
normal coeflicients. To this end, we use the following well known result.

Theorem 6.1 ([25]). Let £ € E, & ~ N(0;%). There exists a sequence
{gk}ken of i.i.d. standard normal random variables and a sequence {xy}reN
in E such that, for all k € N, xy, & span{z; : j # k}, § = > 7o, Trgr with
the series in the right hand side converging in E a.s., and Y rey ||2x||* < oo.
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Clearly, Im(X) = span{z; : j € N}. In the rest of this section, we provide
the proof of Theorem 2.4.

PROOF. First, we will replace 0]2( ¢(0) in the lower bound with 012[ ¢(bo). To
this end, we use the following simple lemma.

Lemma 6.1. For all 0 € E such that
16 — 6ol < =] < 1,
the following bound holds:

UJQ%(H)
0?75(90)

- 1' < OIR(f15 00|52,

PROOF. Here and in what follows, denote p := s — 1. We have

o2 0) 1’ @) 10) = =100, £ 00)|

7}(00) 0% ¢(00)

_ IZUS©) = @)L O] + 11/ o)1)

N 0%5(90)

IS0 i, (0 160V 1001710 = 801”1, (€1 V 101D + (1 v 1601)7)
B 0?75(90)

We then use the condition ||0 — 6| < 1 to get
1611 < [160]] + (16 — o[l < 2(1 v [|6o]])-

Therefore,

Fe(®) 1‘ < 2710 (1 V 116016 — 6oll”
a7 (%) B o7 ¢(60)
< 2L (£;5:00)[10 — 6o ]l” < 2T KRE(f: 55 00) || 5|,

concluding the proof. O
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The bound of Lemma 6.1 implies that

wp | BTO-FO)_ E(T(0) — £(6)) (%)
lo-soli<cisiz  7e(®) lo-sol<cisiz  Orelbo)  0Ge(6)
> s ETX) - 16)? 1
- 2
09— <c||S1/2 0% ¢(6o) % . (0)

ool re 14 supjg_gy|<c|ji/2 a?f,;(ew B
sy BT 0) 1 |
Te-molielzie  ge(Bo) L 2BVKE, (f5 X fo)es | B2

(6.1)

The rest of the proof is based on a finite-dimensional approximation and
an application of van Trees inequality. For a fixed N € N, let

Ly =span{zy,..., 2N} C E,
and
N
Evi=) mrgr € Ly, Sy i=E&—En =) Tigh (6.2)
k=1 k>N

Clearly, random variables £ and Q%, are independent.

We define a linear mapping Ay : RV + Ly such that, for all (o, ..., an) €
RN, Ax(ay,...,ayn) = ij:l apry. Since x1,...,x N are linearly indepen-
dent vectors and Ly is an N-dimensional subspace of E, Ay is a bijection
between the spaces RV and Ly with inverse A;[l : Ly — RY. In what
follows, RY is viewed as a Euclidean space with canonical inner product.
Denote by L% D E* the dual space of Ly and let A% : Ly — RY be the
adjoint operator of Ay. For a = (aq,...,an) € RN and u € L7, we have

N
(o, Aju) = (Ana,u) = Zaj<$ja“>7
=1

implying that Aju = ((xj, uy:j=1,... ,N). With some abuse of notation,
we denote by (-,-) both the inner product of RY (and other inner product
spaces) and the action of a linear functional on a vector in a Banach space.

Let Zy = (g1,...,9n) ~ N(0,Iy). Then £y = AnyZy. Denote by Xy
the covariance operator of {y : Eyu = E({y,u)én,u € L}. Then

N

Yyu = Z(:cj,u>xj = AyAyu,u € Ly,
j=1
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implying that
Ty = Ay AL (6.3)

It is easy to check that [|[Xy — X|| = 0 as N — oo, which follows from the
bound

(X —Zn)ull =

> (wju)z

J>N+1

< D0 laglPllull, v € B
j>N+1

and the condition ),y |zj]|* < oo. It is also easy to see that, for all u € E*,
(¥ nu, u) monotonically converges to (Xu,u) and that ||Xy|| < [|Z]|, N > 1.

Since 6y € span{z; : j € N}, there exists a sequence 6y y € Ly such that
0o,n — 0y as N — oo. Therefore,

07 ey (Bo.n) = (SN S (Bo,n), ' (Bo.n)) — (Sf(60), f(60)) = 0F¢(60) as N — oo.
By a simple continuity argument, it also follows that
K(f;Xn;00,n) = K(f;5;600) as N — oo.
Thus, for all large enough N,
Ubie;T) := {0 € E: 110 —0ol] < e[|
> {0€Lu: 10— b0l < SIS} = Un(Bonic/2: En).

Using a simple conditioning argument and Jensen’s inequality, this implies

sup  By(T(X) — f(6))* > sup Eo(T(X) — £(0))?
0eU (0p;;%) 0€UN (0o, n3¢/2:2N)
> sup EE{(T(0 + &n + &x) — f(0))1én}
6€Un (0o, N;5¢/2;8N)
> sup EE{T(0 + & + €x)En ) — £(6))?
0€Un (00,n5¢/2;5N)
— sup EG(T(XN) - f(9))27

0cUnN (0o, N;c/2:EN)
where

Xy =0+¢y € Ly and T(z) == ET(z + &3), 2 € E.
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Next, we get
_ 2
wp BT~ 10)
U (0o;c;%) Uff(eO)
Eo(T(Xn) — 202, (0
> sup at (2 ) = 19) f’gN( O’N). (6.4)
0cUx (B0 nic/25N)  Ofen(B0,N) % ¢(6o)
To bound . ,
wp BlTO5N) — 110)
0cUnN (0o, N;c/2:EN) UfygN(GO,N)

from below, we will use the following lemma whose proof is based on an
application of van Trees inequality (see [12]).

Lemma 6.2. Under the assumptions of Theorem 2.4, for some constant
Dif > 0 and for all large enough N, the following bound holds for an arbitrary
estimator T(X ) :

BT - 1O
GEUN(QO’N;C/Q;EN) U.?"&N (907N)

1
'K2(f;SN; -1 -1)/2
> 1 - DLK2, (f5 i bo,) (¢S] + ).

To complete the proof of Theorem 2.4, use bounds (6.1), (6.4) and the
bound of Lemma 6.2 to get

Eo(T(X) — f(6))°

sup

2
0—00l|<cl|S)2/2 77¢(0)
N 1 —DLKZ.(f;2N;00,n3) (CSAHZNH(S*W2 + c%) 07 ¢ (Bo.N)
= 1+ 25-1-27[(377(]6;2;90)05—1”2”(5—1)/2 0]2%(90)

Passing to the limit as N — oo, we get

Eo(T(X) — /(6))* _ 1~ DLK2, (£33 600) (e LB 6D/ + &)

sup

lo-tol<clsiz  OFe(0) T LT+ 2FIKE (f; 8 00)c B2
1
> 1 - (D + 272 K2, (135 60) (T IZ) O 4+ ),
’ c

implying the bound of Theorem 2.4.
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Finally, we prove Lemma 6.2.

PROOF. Let ¢ :=
h € Ly, define

—Km(f;;N;@OVN). For t € [-d/2,d/2], 6oy € Ly and

0, = 907N+th, XNy =0;+&nN.

Consider a problem of estimation of a function

o(t) = f(0;),t € [ /2, /2]
based on an observation Xy ~ N (0, Xn),t € [—c'/2,¢//2]. Since Ay :
RN Ly is a bijection, an equivalent problem is to estimate () based on
an observation
AV X = A0+ Zn ~ N(AN' 0 1),
The Fisher information for the model Ay'X ~ N(AN'0:;In) with t €
[—c/2,c /2] is equal to
I(t) =T = (Ay'h, A h).

We will choose h := M For this choice of h
ofen (Bo,n) ’

(/2= 1F Bon)|l
oren(Oo,n)

| flles (1 V [16on DY I1ZN]12

2 oren(Oo,n)

C/

&
= 5 Kur(f:Svi00m) 202 = ZISn)12 < 1,

implying that, for all large enough N, 6; € Uy (0o n;¢/2;EN), [t| < /2 and,
as a consequence,

/
C
ih <

< I=n ]2

Eo(T(Xn) — £(9))? E(T(Xn) — ¢(t))?

sup > sup

0cUn(bonc/25y)  Ofey (BoN) Tiele/aes2 Oty (o)
E(T(A XN) — o())2
te[—c/2,¢ /2] 0% ¢y (Bo,N)

where T'(z) := T(Ayz),z € RN. We also have

(AVENS (Bo.n), AN ENF (Bon)) (AN ANARS (Bo.v), AN AN AR f'(Bo,n))

I = =

JJ%,EN (Go.v) UJ%,&N (Go,v)

(Anf(Oon), AN f'(Bo.n)) _ (AnAN S (Oon), f'(Bo.n)) _ (Enf'(Oo.n), f'(Bo.n))

7% (B0.V) N % ¢y (Bo.N) B o ey (Oo,N)

=1.
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Let 7 be a prior density on [—1, 1] with 7(—1) = 7(1) = 0 and such that

Jp = /1 <7T/(S))2ds < 0.

1 7(s)

Denote 7 (t) := %w(2t>,t € [-¢/2,d/2]. Then J, , = 2=

o ()%
By van Trees inequality, for any estimator TA(A]_VlX ~N) of ¢(t), it holds
that

I E(T(AY' Xn) — ¢(1)* > /_ //22 Ei(T(AN' Xn) — (1)) 7w (t)dt >
ULl e Wmed)” ([, ¢ (met)dr)’ 66)
T AWt + 4/ () T L AT/ '
/2

It remains to bound from below (f—c’/Z o' ()7 (t)dt)Q. Note that ¢'(t) =
(h, f'(6;)) and let

/

c /2
%:/ (ho /(80 3))mer(B)dt = (B, 1 (B0.x),

—c'/2

/2
B B GO

We have

([Zdww@mf

= (Io+ 1)?* > I§ = 2|Io||I1] = (R, f'(00,n))* = 2|(h, f'(Bo.n))|| 11].

: _ Enf'(fo,N)
Wlth h = W, we get

(SN (Bo.n), f'(Bon))?

/ 2 _
o P80 = g )

= 0?751\7 (90’N>

and

/2 2
</ ” (p/(t)ﬂcl(t)dt> > O-.%EN (9071\[) —20f¢n (HO,N)|11‘~ (6.7)
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Finally, we bound |I;| as follows. Note that

€' (1) = £ (0)] = [{h, £(0r) — f'(00,))]
< 1AL ip, , (1 V 10051V 118D ('/2)7 IR ]I”
< | flleso XV 10on v (00,31l + (¢ /2)[1RID) Y (¢ /2)° ]
< 2777|| fllosn (1 V (160,510 ()7 RN,

where we used the fact that (¢//2)[|h|| < 1. It follows that

1L < 277 fllosn (LY 160 1) ()P IR) P

W fllesa (T |60 5 1)
N DRI ST
e (Bo,N)

s (1 V|6 v
”fHC 'Y( \ H O,NH) (Cl)p||ZNH1+pr/||1+p (1\/H90,NH)’Y(1+p)

2+ Leo,
5 en (0.N) ’

2+
A ll=5 (V]

< 27_p0-f7§N (QO,N)

90N||)v(2+p)||zN||(2+p)/2

<27 Popen (00,N) GO I

2
ofen (Bo,N)
=2 (o8 K22 (3 S Oo.n) ()P Sn ||P/2

We substitute this bound in (6.7) to get

c'/2 2
</ o ()T (t)dt>
—c'/2
> 03¢ (00,) (1= 27 P KZP(f S 00,0) (@ IENIIP2). (6.8)

Using bounds (6.5), (6.6) and (6.8), we conclude that

sup Eo(T(Xn) — f(6))? S 1— 2P KZEP(fi 3y Oo,n) ()P S |P/2

0UN(Bonic/25x)  Trey (BoN) B 1+4J./(c)?
4. K% (f:EN:6
2 1 TP (s ) 2 - el RN
’ c
implying the claim of the lemma. ]

7. The proof of minimax lower bound

In this section, we use a modification of the approach developed by Ne-
mirovski [31, 32] to prove minimax lower bounds implying the optimality of



V. Koltchinskii and M. Zhilova/Estimation of smooth functionals 50

smoothness thresholds for efficient estimation. This will be done only in the
case of classical Gaussian shift model (see Example 1.1)

X=0+0Z 0cR: Z~N(0 1)

with unknown mean 6 and known noise level 0. The noise in this model is
¢ := o Z with covariance ¥ = 021, and the parameter space is the Euclidean
space R? with canonical inner product. Our main goal is to prove Theorem
2.2 stated in Section 2. Our approach is based on a construction of a set © of
24/ 2¢_separated points of the unit ball in R% and a set of smooth functionals
f1(0),1 = 1,...,d. Assuming the existence of estimators T;(X),l = 1,...,1
of these functionals with mean squared error rate 62, we show that it is
possible to estimate parameter § € © with mean squared error < 62(‘27_1).
We compare this with well known minimax rates of estimation of 8 € © to
prove a lower bound on 2.

PROOF. Let h be the Hamming distance on the binary cube {—1,1}%:

d

h(w, ') := Zl(wj # wi),w,w e {1, 114,

J=1

It follows from Varshamov-Gilbert bound (see [35], Lemma 2.9) that there
exists a subset Q@ C {—1,1}¢ such that card(Q) > 2%% and h(w,w’) >
d/8,w # W' w,w € Q. For some ¢ € (0,1/8), let

E(w w
\/& 15---yWd

and let © := {6, : w € Q}. Note that ||,] = 8 and

O, = ),WEQ

h(w,w")

|6, — 0.| = 16¢ ,wyw' €9, (7.1)

which implies that, for all w # &/,

8
160 — O] > —=e > 2¢.

V2

Let ¢ : R — [0,1] be a C*° function with support in [—1, 1], with ||@]|cs <
1 for 3(t) := @(||t]|?),t € R? and ¢(0) > 0 being a constant. Define

f1(0) == Zwlascﬁ<0_ew>,9 eRYI=1,....d

3
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£

Note that the functions 5395(@> ,w € Q have disjoint supports (since the

function ¢ (%

O,,w € Q are 2e-separated). It follows that f;(6,) = wie(0)e’,w € Q,1 =
1,...,d and also that ||fi||cs <1 (recall that ||@|lcs <1 and e <1/8).
Define

is supported in a ball of radius ¢ around 6, and points

d

1 1/2
7(0,0) := (d GO fl(e’))2> 0,0’ € O.

=1

We will need the following simple lemma:

Lemma 7.1.

s—1
7(0,0) = SO(O)SEHQ — 0|00 € ®. (7.2)

PROOF. Indeed, for all w,w’ € Q, we have by a straightforward computation
that

h(w,w")
d

T(0u, 0.7) = 2¢(0)e®

(this is based on the fact that f;(6,) = ¢(0)e’w;). Combining this with (7.1)
yields

©(0)es!
8

T(0w,0.) = 00 — O], w, 0" € Q,

which implies the claim.

O
In addition, we will use the following well known fact:

Lemma 7.2. If €2 < o%d for a small enough numerical constant ¢’ > 0,
then
inf max Eg|0(X) — 0||> > "%, (7.3)
¢ 0€o
where the infimum is taken over all estimators 0 and " is a numerical
constant.

The proof of this fact is quite standard (it could be based, for instance,
on Theorem 2.5 in [35]). Note that the lower bound could be also written as
’e? for some numerical constant ¢”.
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Suppose now that, for some § > 0,

sup inf sup Eo(T(X) — f(0))? < 62 (7.4)
Ifles<1 T Jol<1

This implies that

inf max Ey(T(X) — f,(0))2 < 52
max inf max o(T(X) — fi(6))” <

and, moreover, for all [ = 1,...,d there exist estimators 7;(X) such that

Ieneaé(Ee(ﬂ(X) — f1(0))? < &°.

It will be convenient to replace estimators 7j(X) by estimators Ty(X) defined
as follows: Tj(X) := e°¢(0) if T;(X) > 0 and T;(X) := —e°p(0) otherwise.
For these modified estimators, it is easy to check that

rélaécEe(Tz(X) — f1(6))? < 46°. (7.5)

€

Define finally & = (©1,...,0q), where @ = @(X) = sign(7T}(X)) and
set & = 0(X) := 0. The following identity immediately follows from the
definitions and from (7.2):

. - 8 1< - 1/2
15011 = @0 = e (g D) - 507 0o
Therefore, we can deduce from (7.5)
. ]2 1Y _ 4 8252
gl — 0]* = 20260 d ;Ee(Tl(X) — f1(6))* < Wﬁ €0.

(7.6)

It remains to set €2 := ¢/(0?d A 1) and to use minimax lower bound (7.3) to
get

max Eg||6 — ]| > ¢
0cO

Combining this with bound (7.6), we get

4862
22(0)e26-D =
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which implies that 62 > £29. Therefore,

sup inf sup Ey¢(T'(X) — f(g))2 > (0.2d>s AL (7.7)
Iflles<1 T o<1

To complete the proof, it remains to show that, for some ¢y > 0, the
following bound holds:

sup inf sup Eyo(T'(X) — f(g))2 > 02(02 A1) (7.8)
Ifles<t T o<1

This easily follows from the bound of Theorem 2.4. To this end, take f(6) :=
0,u)p(]|0]%),0 € R, where |lu| = & for a small enough constant x > 0 and
¢ :R—[0,1] is a C* function with ¢(t) = 1,t € [0,1] and ¢(t) =0, |[¢| > 2.
It is easy to see that u and ¢ could be chosen in such a way that || f||cs < 1.
For such a function f and for ||6| < 1, 012‘76(0) = k%0 and K(f;%;0) < 1.
Take also g = 0. The bound of Theorem 2.4 now easily implies that, for
small enough constants c3,cq4 > 0 and for all o < c3,

inf sup Eo(T(X) — £(6))? > cs0?. (7.9)
T Jon<t

If o > c3, then 02d 2> ¢, and bound (7.7) implies that, for some ¢ > 0,

inf sup Eo(T(X) — f(0))% > ¢.
T o<t

Together with (7.9), this implies (7.8).
O
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