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The COVID-19 pandemic is compelling us to make crucial data-driven decisions quickly, bringing together diverse and unreli-
able sources of information without the usual quality control mechanisms we may employ. These decisions are consequential
at multiple levels: They can inform local, state, and national government policy, be used to schedule access to physical re-
sources such as elevators and workspaces within an organization, and inform contact tracing and quarantine actions for
individuals. In all these cases, significant inequities are likely to arise and to be propagated and reinforced by data-driven
decision systems. In this article, we propose a framework, called FIDES, for surfacing and reasoning about data equity in
these systems.
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1 INTRODUCTION

We are awash in data today. Most of the data available to us was collected by some means we did not design, for
some purpose that was not ours. Shareable data could be a secondary byproduct of a transaction; for example,
getting tested for COVID-19. Data could be created by a person with the intent to share, such as a social media
post or a response to a poll. It could be the intentional creation of an organization for administrative or opera-
tional reasons, for example, of a hospital to be able to bill insurance. Data created in all these different ways is
subsequently aggregated and repurposed: used, for example, to study the prevalence of COVID-19 in a popula-
tion or the attitudes about the government’s handling of the pandemic; to inform a state’s testing strategy or
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the staging of reopening activities; to schedule access to a physical resource such as an elevator or a workspace
within an organization; and to inform contact tracing and quarantine actions for individuals.

All datasets acquired opportunistically will reflect the system from which they were collected: They will often
be noisy and systematically biased. Yet, a specialized, task-specific data collection effort is a luxury we can
rarely afford, and so we must find ways to draw insight and make decisions based on repurposed datasets while
safeguarding against social inequities. Put another way: Social inequities inherent in the data pose a risk, but
so does deliberate inaction! In this article, we articulate a common vocabulary and provide a taxonomy for data
equity issues and the corresponding risks that may arise in data-driven decision systems (Section 2). We then
consider these issues as motivating requirements for a Framework for Integrative Data Equity Systems called
FIDES that is currently the focus of our collaborative research and that is designed to surface, negotiate, and
mitigate the risks due to inequity and to support accountability (Section 3). We conclude with a reflection on
the long road ahead towards rebuilding the public’s trust in the government’s ability to develop and manage
data-driven decision systems (Section 4).

Our discussion draws upon the insights developed during a two-day NSF-funded workshop on Frameworks for
Integrative Data Equity Systems (FIDES) and Foundations of Responsible Data Science (FORDS) that took place
on March 25-26, 2020.! Planning for the workshop was scheduled to take place in New York City in March 2020
but was moved online in response to COVID-19. Our collaborative work on these topics started much before the
onset of the pandemic. Yet, as is abundantly clear, the prolonged crisis is bringing data equity into ever-sharper
focus.

2 DIMENSIONS OF DATA EQUITY

There is concern about fairness today whenever data-driven systems are used. It is no longer believed that data
are impartial and neutral. Nevertheless, the scope of fairness considered is often narrow. Our goal is to address
data equity broadly defined. Therefore, we consider the following four distinct classes of data equity issues:

(1) Representation equity: increasing the visibility of underrepresented groups that have been historically sup-
pressed in the data record. For example, confirmed COVID-19 cases require testing, and there can be racial
disparities in both the availability of testing and in the desire of individuals to be tested, leading to sys-
tematic biases in collected data.

(2) Feature equity: facilitating linkage across datasets to ensure access to features that help expose and quantify
inequity. For example, if attributes such as race and income are not recorded along with other data, then
it becomes hard to discover systematic biases that may exist, let alone correct for them.

(3) Access equity: providing for equitable and participatory access to data and data products across domains
and levels of expertise. For example, a state’s COVID-19 case data should be shared broadly rather than
held tightly by the state’s own government, since combination with other sources can lead to better veri-
fication and greater insights.

(4) Outcome equity: monitoring and mitigating unintended consequences for any groups affected by a system
after deployment, directly or indirectly. For example, contact tracing apps may facilitate stigma, harass-
ment, or retribution in the case of positive diagnosis.

Data equity issues are pervasive but subtle, requiring holistic consideration of the sociotechnical systems that
induce them (as opposed to narrowly focusing on the technical components and tasks alone), and of the contexts
in which such systems operate.

We consider data equity in the context of automated decision systems while recognizing a broader literature
around the role of administrative systems in creating and reinforcing discrimination. Spade argues that admin-
istrative systems facilitate state violence encoded in laws, policies, and schemes that arrange and define people

Thttps://midas.umich.edu/fides-workshop-program/.
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by categories of indigeneity, race, gender, ability, and national origin [Spade 2015]. Hoffman considered how
these effects are amplified through data technologies and their purveyors [Hoffmann 2020]. Decision systems,
regardless of consideration of equity, mechanize existing structures, such that any effort to define and address
data equity issues are at risk of manifesting as technological “happy talk” [Benjamin 2019], which involves a
willingness to acknowledge and even revel in cultural difference without seriously challenging ongoing struc-
tural inequality. To combat these outcomes, we emphasize a primacy of equity in the design: The goal is not to
automate and correct for equity, but design systems that exist to further anti-oppression. For example, a machine
learning system to help submit insurance claims to maximize payment is designed to counteract the discrimina-
tion effected by corporate models to minimize payments.

Even in the best of circumstances, underlying structural inequities in access to health care, employment, and
housing exhibit themselves in the data record and are propagated through decision systems, automated or other-
wise, to become reinforced by policy. Under the current regime of haste, we not only reinforce existing structural
inequities, but also risk introducing and normalizing new inequities, such as those arising if contact tracing apps
and certificates of immunity become the norm.

That social inequity is reinforced and amplified by data-intensive systems is not new. We know from other
domains that advances in data science and Al can be undermined by similar problems: Automated decisions
based on biased data can operationalize, entrench, and legitimize new forms of discrimination. For example, a
defendant’s immediate social network may reveal many convictions, but that information must be interpreted
through the lens of socioeconomic conditions and prior structural discrimination in the criminal justice system
before concluding that an individual is at a higher risk of recidivism or bail violation. Similarly, standardized
test scores are sufficiently impacted by preparation courses that the score itself says more about socioeconomic
conditions than an individual’s academic potential. Over the past few months, due to the COVID-19 pandemic,
the processes that lead to data equity issues have played out at an accelerated pace, in full public view.

3 A FRAMEWORK FOR INTEGRATIVE DATA EQUITY SYSTEMS

To address data equity concerns discussed in Section 2, we consider design principles for FIDES, a socio-legal-
technical data sharing and management system that is the subject of our ongoing joint work. The system would
be deployed and used in contexts similar to an open data repository: participating institutions and individuals
would publish data through FIDES to facilitate broader use. Unlike typical open data repositories, FIDES aims to
accept heterogeneous, sensitive, and potentially biased data from both public and private sources as input; facili-
tates manual and computational procedures for data transformation, cleaning, linking, and publishing; produces
integrated (and bias-adjusted) data products (e.g., visualizations, integrated datasets, trained models) as output;
and manages access to the data, data products, and provenance to protect privacy, facilitate accountability, and
generally enforce compliance with relevant laws. The goal of FIDES is to support applications in critical domains
that share common bottlenecks: the difficulty and risk of sharing sensitive data due to both privacy and equity,
the difficulty and risk of productively integrating data from disparate and heterogeneous sources due to cost of
effort in addition to privacy and equity, and limiting the potential for misuse of data and models due to the loss
of context during sharing and integration.

FIDES provides a computational infrastructure for data manipulation, analysis, and model training, but em-
phasizes a socio-technical data governance infrastructure, with a focus on engaging a broad range of stakehold-
ers in system design, evaluation, and oversight. This kind of system—coupling governance with computational
services—aims to facilitate value-driven evidence-based decision-making, enabling us to take collective and co-
ordinated action, even in emergencies, while supporting accountability and promoting trust.

3.1 Representation Equity

To support representation equity, FIDES implements methods for adjusting bias in source data, producing new
semi-synthetic datasets that offer better statistical properties, while preserving other relevant properties [Asudeh
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et al. 2019b; Lin et al. 2020; Rodriguez et al. 2018; Salimi et al. 2019; Stoyanovich et al. 2020]. The first step is
to find groups, possibly intersectional sub-groups, that are inadequately represented in the data. For example,
if many essential workers are on hourly wages without health insurance, then they may be under-represented
in insurance data. To the extent that the exposure patterns for such workers are different than for others in the
population, this under-representation can lead to bad decisions in downstream analysis. For specific questions
(e.g., “How many food service workers are potentially exposed to COVID-19?”), the appropriate corrections can
be applied manually by epidemiologists, statisticians, and economists working on the study. But the same bias
can affect many data products across many studies; registering and versioning bias-corrected datasets in multi-
ple contexts warrants computational support. FIDES provides methods to identify this under-representation, to
address it by statistical means where possible, and manage the use and reuse of the results.

3.2 Feature Equity

To support feature equity, FIDES implements dataset search and integration services. If representation equity
is about adding missing rows, feature equity is about adding missing attributes. For example, Louisiana was
the first, and for a time, the only state to release demographic information in their COVID-19 case data. To
understand racial disparities, the choices were to study Louisiana only (limiting relevance), extrapolate to other
states and locales (which would be unsound in general), or to make inferences about demographics based on
other datasets. The latter case is challenging in practice, but is amenable to computational support [Grechkin
et al. 2018]. Given a dataset X for which demographic information is absent, the process is to (1) find another
dataset Y sampled from the same population (e.g., patients) that possess demographic information, and (2) infer
the demographic information for X using the distribution of Y. This inference may be simple or complex, but
both the search step and the inference step can be system-assisted.

In addition to the computational capabilities, a data governance infrastructure helps navigate the continuum
between open data (available for any use) vs. closed data (available for no use whatsoever) with the help of semi-
synthetic data generation techniques to preserve privacy, protect competitive advantage, and correct for bias
[Young et al. 2019]. These techniques were first developed in the context of urban transportation and mobility—a
domain that has many similarities with location-based management of public health data, because of the spatio-
temporal nature of the data and because data linkage is both necessary and difficult.

3.3 Access Equity

To support access equity, FIDES includes automatically constructed nutritional labels that provide succinct infor-
mation about the fitness for use of a dataset for a particular purpose or task [Stoyanovich and Howe 2019; Sun
etal. 2019; Yang et al. 2018]. These labels help triage fitness for use to ensure data is released when it is necessary
and beneficial, breaking a dichotomy between restricting access to only privileged institutions or individuals vs.
opening data for broad public use where risks of misinterpretation and privacy violations can harm specific
groups. For example, Chowkwanyun et al. describe how releasing racial patterns in COVID-19 cases can give
rise to incorrect biological, behavioral, or geographical explanations for racial health disparities [Chowkwanyun
and Reed Jr 2020].

3.4 Outcome Equity

To support outcome equity, FIDES develops methods to increase fairness and diversity, both in the data, but also in
result presentation [Asudeh et al. 2019a; Schelter et al. 2020; Stoyanovich et al. 2018; Yang et al. 2019, 2020; Yang
and Stoyanovich 2017]. For example, Marion County in Ohio had the highest per capita COVID infection rate
in the country at one point in Summer 2020. But the numbers were inflated by an outbreak at a prison, a severe
problem nationwide that has more to with systemic policies of mass incarceration than any particular mitigation
strategy applied in Ohio specifically. Outcome equity issues imply a need to ensure accountability for decisions
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related to release and use of data, especially in emergency situations where rules around data access and use
may be relaxed to meet urgent needs. FIDES provides a framework to reason about risks, and to instrument the
decision-making process via provenance and auditability, supporting a post hoc review of where the data was
used and for what purpose, with accountability associated with the decision to break the steady-state rules. We
discuss these scenarios in Section 3.5.

3.5 Accountability in Emergency Situations

The COVID-19 pandemic is also making acute the imperative to define and enact effective policy in the face
of uncertain risks and of difficult risk-risk tradeoffs. In the context of data-driven decision making, this means
providing access to information about tests, outcomes, and contacts of those infected to manage disease spread.
As an example, in Seattle, there is evidence that regulatory hurdles around IRB and repurposing of capabilities
prevented rapid response.

The FIDES framework, introduced above, can help ensure data equity, but also requires extensive consultation
with stakeholders and careful deliberation. These processes take time, which is not available in an emergency.
But short-cutting these processes can introduce major risks to equity and could even expose decision-makers to
liability. In an emergency situation, we need approved procedures for taking shortcuts and managing risk and
liability. We must be able to break the glass and pull the fire alarm, but we accept some responsibility for the
risk of a false alarm. In the current COVID-19 emergency, there is pressure to relax rules to make fast progress
(funding approval, vendor selection, data sharing, public announcements). A process to move into an emergency
condition with relaxed rules should be designed so as not to remove all accountability. The damage from making
mistakes (e.g., wasted resources or privacy violations) must sill be mitigated. For example, if private data is leaked
in the context of an emergency, the responsible party must be required to show that emergency conditions were
in effect and that the benefit of violation outweighed the harm. The goal is to provide a balance between extreme
risk aversion (resulting in lost opportunities to save lives or reduce harms) and extreme risk tolerance (resulting
in lost accountability for harms incurred during emergency situations).

In our context, data sharing is the motivating example: The risk of releasing premature and therefore mis-
leading information, and the risk of violating privacy are weighed against the potential benefit of answering
questions in days rather than months. We envision a formal transfer of liability: If I release data, I am asserting
that I have evidence that the benefits outweigh the harms, and I am agreeing to investigation after the fact. This
kind of “fire alarm” exception is not typically included in the agreements and laws that govern data sharing; they
are designed for the common case only. A simulation exercise, as is common in emergency response agencies,
could facilitate the design and testing of the fire-alarm model and could be scaled down from global situations
to smaller scopes: If we have a window of opportunity to change policy around, say, housing, then the value of
releasing data could outweigh the potential risks to privacy, as long as accountability is in place.

4 REBUILDING TRUST

In his testimony before the U.S. Senate on June 30, 2020, on the topic of COVID-19 vaccines, Dr. Fauci noted: “It
is a reality: a lack of trust of authority, a lack of trust in government, and a concern about vaccines in general.”
He added that there need to be “boots on the ground,” especially near minority communities that, he said, “have
not always been treated fairly by the government.” This lack of trust is a consequence of a long history of unfair
treatment of minority and disadvantaged communities, and of lack of representation from these communities in
decision-making. It is as damaging to our collective ability to contain the pandemic. And it reaches far beyond
vaccines and exhibits, for example, in individuals declining to share information with contact tracers.?

Zhttps://www.nytimes.com/2020/03/10/us/coronavirus-testing-delays.html.
3https://www.nytimes.com/2020/06/21/nyregion/nyc-contact-tracing html.
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Fair treatment of minorities goes well beyond equity in data. Furthermore, ensuring data equity today will not
immediately build the trust that is missing; instead, it will help avoid a lack of trust down the road. Nonetheless,
data equity is an important dimension of the responsible design, development, and use of automated decision
systems, and of building trust, and so it is increasingly important as our society becomes ever more data-driven.

With Big Data and Al, where there once was unalloyed enthusiasm for what could be accomplished, there is
today a trepidation about the harms that could result. This fear leads to a lack of trust, which manifests itself
particularly in times of emergency. In this article, we discussed a framework through which to ensure data equity
and to help build trust through accountability.

Thinking through the issues of equity and accountability is not easy. As part of our work, we have devoted
considerable effort to educating current and future data scientists [Khan and Stoyanovich 2020; Stoyanovich and
Lewis 2019] so they have a framework with which to assess the societal impacts of their actions. There is also an
urgent need to educate policymakers, auditors, regulators, and members of the public about the opportunities
afforded to us by the responsible use of data and technology—opportunities that we simply cannot afford to miss
during this COVID-19 crisis.
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