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A NOTE ON DEVISING HDG+ PROJECTIONS
ON POLYHEDRAL ELEMENTS

SHUKAI DU AND FRANCISCO-JAVIER SAYAS

ABSTRACT. In this paper, we propose a simple way of constructing HDG+
projections on polyhedral elements. The projections enable us to analyze the
Lehrenfeld—Schoberl HDG (HDG+) methods in a very concise manner, and
make many existing analysis techniques of standard HDG methods reusable for
HDG+. The novelty here is an alternative way of constructing the projections
without using M-decompositions as a middle step. This extends our previous
results [S. Du and F.-J. Sayas, SpringerBriefs in Mathematics (2019)] (elliptic
problems) and [S. Du and F.-J. Sayas, Math. Comp. 89 (2020), pp. 1745-1782]
(elasticity) to polyhedral meshes.

1. INTRODUCTION

The Lehrenfeld-Schéberl HDG (HDG+) methods [18] have recently gained con-
siderable interest since they superconverge on polyhedral meshes in addition to
their easiness of implementation. In [13] (elliptic problems) and [14] (elasticity),
we proposed mathematical tools to incorporate the analysis of the HDG+ methods
into the projection-based error analysis setting [8]. In this way, we can reuse exist-
ing analysis techniques and avoid repeated or unnecessary arguments. In [13]| and
|14}, the projections were devised for simplicial elements. In this paper, we extend
the results to polyhedral elements.

To motivate the discussion, let us review some existing works. For mixed finite
element methods (or simply mixed methods), the core in their design and analysis is
the local projection operators; see, for instance, [24] for the Raviart—-Thomas (RT)
projection, [2] for the Brezzi-Douglas—Marini (BDM) projection, and [19][20] for
the Nédélec projection. These projections satisfy certain commutativity properties
that can be used to analyze the numerical methods in a very concise way. Inspired
by the mixed method projections, the first HDG projection was devised in [8]. It
enables us to analyze a wide class of HDG methods in an unified, and also simple
and concise, manner. Since for both the mixed methods and the HDG methods, the
core in their error analysis is the specially devised projections that are tailored to
the numerical schemes, this way of analysis is often referred to as the “projection-
based error analysis” (PBEA).

PBEA has been widely used to analyze HDG methods. See, for instance, the
error analysis of the HDG methods for heat/fractional diffusion [3}9], acoustic waves
16[10], Stokes equations |7|, and Helmholtz equations [16]. On the other hand, new
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66 SHUKAI DU AND FRANCISCO-JAVIER SAYAS

HDG projections have been devised, incorporating more variants of HDG methods
into the PBEA setting; see the work of M-decompositions [5], a mathematical
tool to systematically devise superconvergent HDG methods on polyhedral meshes.
Since all M-decomposition HDG methods have associated HDG projections, all of
their analysis can be incorporated into the PBEA setting.

Despite the wide and successful applications of HDG projections, the error anal-
ysis of some important HDG methods could not be incorporated into the PBEA
setting until very recently. An important example is the HDG+ method, pro-
posed first by Lehrenfeld and Schoberl 18| and then analyzed by Oikawa |21] in
the setting of elliptic diffusion. The method uses PZ-Py1-Pj to approximate the
flux-primal-trace triplet, and it achieves optimal convergence for all variables on
general polyhedral meshes. Compared to the standard PZ-Py-P, HDG method,
the HDG+ method is as efficient as the standard method, since the two methods
share the same size of the global systems. Moreover, the HDG+ method does
not suffer from the problem of losing convergence order, which is observed for the
standard HDG method on nonsimplicial polyhedral meshes, or for elastic prob-
lems with strong symmetric stress formulation. Finally, the implementation of the
HDG+ method is straightforward, since it can be regarded as a simple tweak of the
standard HDG method.

As mentioned before, most of the existing error analysis of the HDG+ methods
(see, for instance, [171[21H23]) cannot be incorporated into the PBEA setting. This
makes their error analysis less concise compared to those HDG methods that can
be analyzed by HDG projections. More importantly, this leads to a scattered style
of error analysis and makes it hard for us to reuse the existing projection-based
analysis techniques that were established in a decade. All of the above indicates
the necessity to develop mathematical tools to incorporate the error analysis of
HDG+ methods into the PBEA setting. In this way, many existing works using
HDG projections, such as the analysis of the HDG methods for various types of
evolutionary equations and Helmholtz equations (see, for instance, [3L[6/[9][101[16]),
can be automatically reused for the design and analysis of the HDG+ methods.

Following this idea, we have devised the HDG+ projections in [13] for elliptic
problems and in [14] for elasticity with strong symmetric stress formulation. We
have sucessfully used the projections, combined with some existing analysis tech-
niques of the standard HDG methods, to derive the error estimates of the HDG+
methods for heat diffusion and acoustic waves in [13], and for time-harmonic and
transient elastic waves in [14]. For simplicity, we have limited the discussions on
simplicial meshes in [13|[14]. In this paper, we extend the results to polyhedral
meshes by using an alternative way of constructing the projections without using
M-decompositions [5] as a middle step.

We finally give an outline for the rest of the paper. In Section [2 we devise
the HDG+ projection for elliptic problems. We also demonstrate how to use the
projection to analyze the HDG+ method for a model problem. In Section [3] we
devise the HDG+ projection for elasticity. We will not demonstrate its usage, since
this has been done in [14]. The projection we devise here satisfies |14) Theorem
2.1] and will render all the analysis and estimates in [I14] Sections 5, 6, and 7] valid
for general polyhedral meshes.
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2. THE PROJECTION FOR ELLIPTIC PROBLEMS

In this section, we devise the HDG+ projection and demonstrate how to use it
to derive the error estimates for the HDG+ method. Note that the first analysis of
the HDG+ method was obtained in [21]. However, our proof here is quite different
from the proof in [21]. Instead, as we will demonstrate in Section the proof
we obtained is very similar to those used in [8], thanks to the introduction of the
HDG+ projection. In this way, we are able to reuse the existing projection-based
error analysis to analyze the HDG+ method in a very concise way. Consequently,
we can unify the analysis of the standard HDG and HDG+ methods.

Notation. Let us first introduce some notation that will be used throughout the
paper. Let Q = R? (d = 2,3) be a polyhedral domain with Lipschitz continuous
boundary. We consider a triangulation of €2 denoted by T, where each K € T}, is
a star-shaped polyhedron. We use the standard notation hx as the diameter of K.
Let £k and &), denote the collections of all the faces of K and 7y, respectively. We
write h := maxge7T;, hix as the mesh-size and hyin := minge7;, hx as the smallest
diameter among all elements.

Let Py (X) denote the polynomial space of degree k on X, and let IT;, : L?(X) —
Pr(X) and I : L?(X)¢ — P(X)? be the corresponding L? projections. Here
X can be an element K or a face of K. Let Ry(0K) = [[pee, Pr(F), and let
Par: [ ke, L?(0K) — [[xer, Ri(0K) be the corresponding L? projection. We
finally introduce the following notation for the discrete inner products on 75 and

oTh:
(¢1,%2)7, = 2. (k1y%2)i,  Cxaskodor, = . (k1 %2)ok,

KeTy KeTy

where (-,-)x and (-, -)sx denote the Lo inner products on K and 0K, respectively.

Model problem. In this section, we consider the following steady-state diffusion

equations:

(2.1a) k'q+Vu=0 inQ,

(2.1b) V.q=f inQ,

(2.1c) u=g onl :=0Q,

where the parameter x € L*(Q) is uniformly positive, the forcing term f € L?(€),
and the Dirichlet data g € H? (I"). We introduce a regularity condition:

(2.2) [£V @0 + [€l14r0.0 < Creg[V - (V) |0

holds for any ¢ € H}(Q) such that the right term of the above inequality is finite,
where r( € (%, 1] is a fixed index and Cig is a positive constant depending only on
ro, Kk, and 2.

Shape-regularity of the meshes. For each K € T, we assume that the number
of the faces of K is bounded by a fixed constant. We define the shape-regularity
constant of K, denoted as g, as the minimal value ~ satisfying the following
conditions (see [Ll[ITl[21] for more on shape-regularity of polyhedral elements):

e Chunkiness condition: K is star-shaped with respect to a ball with the
radius px such that Z—g < 7.
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68 SHUKAI DU AND FRANCISCO-JAVIER SAYAS

e Simplex condition: K admits a simplex decomposition such that for each
simplex 7', if Ay is the diameter of T and pr is the inradius, then Z—; < 7.

e Local quasi-uniformity: Let A™® and A™™ be the areas of the largest and
the smallest faces of K, respectively; then j— < 7.

We assume that there is a fixed positive constant 7y such that vy > vx for all
K € Tp, (consequently the shape-regularity of 7y, is controlled).

HDG+ method. Let us first define the approximation spaces:
Vii= || Pe(K), W= [] Pera(K), M= [] Pe(F).

KeTh KeTh Fe€,
The HDG+ scheme is defined as follows: find (qp,un,un) € Vi, x W, x M), such
that
(2.3a) (k™ an, 1) 7, — (un, V- v) 75 + (G, v - Mo, = 0,
(2.3b) (V- an, w)7, + (TP (un — Un), wyor, = (f,w)7,,
(2.3¢) —(qn -0+ 7(up — Un), wo7ar =0,
(2.3d) {ln, wyr = <g, pr,

for all (r,w, ) € Vi, x Wy x My. The stabilization function 7 € [ [y, Ro(0K)

and it satisfies clh[}l < T‘aK < CQh[}l for all K € Ty, where ¢; and ¢y are two fixed
positive constants.

2.1. Main results. We now present the main results in this section—the HDG+
projection (Theorem [2.1)) and its application (Theorem [2.2). Their proofs can be
found in Sections [2.2]and

HDG+ projection. For any K € Ty, the HDG+ projection is defined as follows:
oM H2 e (K) x H3 P (K) — Pp(K) x Pryr(K),
(q,u) — (I q, T ),

where the first component II" " is defined by solving

(2.4a) (Mg —q,r)x =0 Vr e (VP (K)) ™,

(2.4b) (M"q-q,Vw)g = Pu(g-n) —q -nw)x Ywe Pryi(K),

and the second component 11"+ := IT}, ;u, namely the L? projection to Py 1(K).
In the above equations, ()Lk represents the orthogonal complement in the back-
ground space Py (K)? and € is any small positive value.

We also define an operator:

(24¢) 6 (quu) i= T q-n—Py(q-n) + r(PyI¥ u — Pyu) € Re(0K).
We call (E? the boundary remainder of TT" ™.

Theorem 2.1 (HDG+ projection). For (q,u) € H2t¢(K)4 x Hz<(K), the pro-
jection TINT and the boundary remainder 5gf+(q, u) are well defined by (2.4) and
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HDG+ PROJECTION ON POLYHEDRAL ELEMENTS 69

they satisfy

(2.5a) (MM y — u,v)g =0 Vv e Pr_1(K),
(2.5b) A qon—q 0+ 70w —u), pax = O (q.u), pax
V,u € Rk(aK),

(2.5¢) (V- (HH+q —q),w)x + TPy (T 0 — u), whox = <6£f+ (q,u), w)sk
Yw € Pk+1(K)

Furthermore,
(2.6a) " q - qllx < CRE |alm, ks
_1 H+ m mo—
(2.6¢) |72 (a,w)]ox < C (PR |Almy i + PR tlmy k) 5

where my € [ + ¢,k + 1] and ms € [1 + €,k + 2]. Here, the constant C' depends
only on k, vi, and co.

Note that in Theorem[2.T] equations (2.5) do not define the HDG+ projection.
However, they are exactly what we need for the error analysis. Given a projection
IT, the boundary remainder operator 6! can be regarded as an indicator for a kind
of “conformity” of the projection. For instance, if II is the classical HDG projection
8], then we have 5£IHDG = 0. This can be easily obtained by using [8| Eqn. (2.1¢)].
Similarly, we have 6?2; =0 and 55[3)3 " = 0, where II®" and TIPPM represent the
Raviart-Thomas and the BDM projection, respectively.

The key idea behind the HDG+ projection is to find weaker but still sufficient
conditions to carry out a projection-based error analysis. For the classical HDG
projection, the boundary remainder is zero, and the equations that define the pro-
jection are also the equations that we use for the error analysis. However, these two
properties are not necessary, especially if we want to extend the projection-based
error analysis to more variants of HDG methods. Taking the HDG+ method as
an example, the guideline for devising the projection now becomes the following:
among all the projections that satisfy the equations (2.5)), find one such that its
approximation property is optimal, and its boundary remainder is as small as pos-
sible. As we will soon see, there is no need to enforce the boundary remainder
to be zero, which is the case of the standard HDG projection. In fact, a small
enough boundary remainder is sufficient for optimal convergence of the method. In
this way, we can devise HDG projections more flexibly, and generalize the classical
projection-based error analysis of HDG methods [§].

Error estimates. By using (2.4), we define the elementwise projections and the
boundary remainder of the exact solutions (q,u) defined by (2.I):

mitq = H mitq, Ity = H I+, 6EH+(q,u) = H 5HH+(q,u).
KeTh KeTy, KeTy

We also define the norm | - |, by |u]? = DKeT, hillpl3g for any pe L*(0Ty) =
HKeTh Lz(aK)~
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70 SHUKAI DU AND FRANCISCO-JAVIER SAYAS

Theorem 2.2. For the HDG+ solution (qp,un,up) defined by and the exact
solution (q,u) defined by 2.1), we have

1 qE+
@7) I a- iy <O ([T a—dlg + 7360 (q,u0)on ).
If the regularity condition (2.2) holds, then we have

r _ 1 pH+
28) [ u—unly, < Cob™ (I q = alg + 756" (@ w)lor, + Qx)
(2.9)

~ hro 1 pH+

Pas— i < o1+ 1) (I q — aly, + 726 (@, w)lor, + Q&)
where Qrp = 0 if k = 1 and Qi = Hh%((l'[oq —q)l|lo7;, if Kk = 0. Here, C1 depends
only on k, and Cy depends additionally on k, vy, and Creg.

We make some remarks about Theorem [2.2]

e By and (2.6), we know that |q — qu| 7, converges optimally in the
sense that

1
la = anl7 < 2™ (laln, 7 + ulm+r7) Yme 5 +ek+1].
o If holds, then by (2.8), (2.6), and (2.10b)) we have

1
lu—un|7, < A" (dlm, 7 + [Ulmer, ) Yme [5 + 6k +1].

Specifically, if 7o = 1, namely, the elliptic regularity holds, then |ju — up||7;,
achieves optimal convergence. Since the global system is only about ﬁh‘ F€
Pr(F), it can be regarded that u, achieves superconvergence without post-
processing in comparison to the standard HDG method, for which a post-
processing is needed to achieve an additional order of convergence for uy,.

Theorem [2.2] can be proved by adopting a very similar analysis used in [8],
combined with the HDG+ projection. We show how this is done in Section

2.2. Proof of Theorem [2.1] In this subsection, we prove Theorem 2.1 We be-
gin by presenting a lemma that gives a collection of lifting /inverse inequalities and
convergence properties about L? projections. These inequalities will be used exten-
sively in the paper.

Lemma 2.3. If ue Py(K), then
1
(2.102) lulore < Chitlule, IVl < Chigtlulx.
For uwe H2"¢(K), we have
1
(2.10b) It — e < OB ulo i, [Ty — ulox < Chiy 2 ule .

Here, s€ [0,k+1], te [% +e,k+1], me {0,min(1,s)}, and the constant C depends
only on k and vyi.

Proof. (2.10a)) can be obtained by [12] Lemma 1.28] and [12 Lemma 1.32] (also
using our assumption that the number of the faces for each element is bounded),
and (2.10b) with ¢ > 1 can be found in [12] Theorem 1.45] (see also Remark 1.49).
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HDG+ PROJECTION ON POLYHEDRAL ELEMENTS 71

The second inequality of (2.10b)) in the case of % + € <t <1 can be obtained by
applying [15] Lemma 7.2] to the term |IIxu — ul/sx, which gives

_ 1 _1
Ipu — o < hi? [Mew — ulx + h'e 2 [Mpw — uly k.,

and then use [12] Theorem 1.45] again to estimate the right-hand side terms. I

We next prove that the projection IT" is well defined by (2.4a) and (2.4b), and
it converges optimally.

Proposition 2.1. The projection TIN" is well defined by (2.4a) and (2.4D), and
we have

1
(2.11) hi | q - qflox + ITT7 g — alk < ChE|dlm, k.

where m € [% + ¢,k + 1]. Here, the constant C depends only on k and .

Proof. In this proof, we use the sign “<” to hide a constant that depends only on
k and . First note that and (2.4b) define a square system. We next prove
the convergence equation (2.1I), from which the unique solvability of and
(2:4b) automatically follows. Let e, := II'""q — IIyq € P,(K)%. By and
2.4b), we have

(2.12a) (eq, 1)k =0 Vr e (VPkH(K))L"',
(2.12b) (eq, Vw)g = (Pp(q-n) —q-n,wsx Yw e Pry1(K).

We now decompose &, into the summation e, = €} +¢7, where e € VP, 1(K) and

ele (VP;CH(K))L'“. By (2.12a) we have |g4]% = (€4, €4) k. Since e} € VPry1(K),
we can write sé = V(p + ¢) for some p € Py1(K) and arbitrary constant c. This

with (2.12b)) gives

lealle = (e V(o + ) = Parla-m) —a-1,p+ o

_1
S h?[Pu(a-n) —q-nfox|p + ¢ x.

We now choose the constant ¢ = —Ilyp and obtain

1 1

leqli < hi|Par(a-n) —a-nfox|Vplx < hi[Pr(a-n) — - njaxeq]x,
by which the estimate of the volumetric term |IT""q — q|x in (2:11) is obtained.
For the boundary term |IT""q — qsx, note that
_1
I q — dlox < lleglox + ITka — allox < hy® lleglx + [Mra —alox,

where we have used (2.10a) for the second inequality sign. We next use (2.10b)) to
estimate ||[IIxq — qllox. This completes the proof. O

We are now ready to prove Theorem|2.1| By Proposition|2.1| we know I and
5gf+ are well defined. We next prove that II"" satisfies equations (235). Equation
obviously holds since IT"*4 = I, ju. Equation holds by the definition
of (2:4c). To prove (2.5¢), first note that

(2.13) (V- (I""q—a),w)x £ TPy (gpiu—u), wyox
=((M™q—q) n+7Pyliu—u),wex — (I q - q, Vw)k,
for all w € Pgy1(K). Now follows by using (2.13) and (2.4b).
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72 SHUKAI DU AND FRANCISCO-JAVIER SAYAS

We next prove (2.6). By (2.10b) and (2.11)), we know that IT""q and ITH+y =
ITx4+1u optimally converge. It only remains to estimate the boundary remainder.
By the definition (2.4c) and the fact that ||7] = ox) < cohj', we have

H+ _
108 (q,u)ox < [Py (T q-n—q n)|ox + cahid |Par (1w — u)| ok

By (2.10b) and (2.11) again, we complete the proof.

2.3. Proof of Theorem [2.2] In this subsection, we give a step-by-step proof for
Theorem [2.2] The proof will be very similar to those used in [8], thanks to the
introduction of the HDG+ projection. In this way, we are able to reuse the existing
projection-based error analysis for the analysis of the HDG+ method.

Step 1 (Error equations). We first define the error terms:
e} 1= nitq —q, € Vy, Ep 1= Iy — wy, € W, gy = Pyu—1up € My,

Now, by testing (2.I) with (r,w,u) € Vi x W}, x M, and then using (2.5), we
obtain the projection equations:
(2.14a)
(r I q,r) 7 — (T, V1) + Prru,r-ndor, = (+ 1 I q —q), 1) 7,
(2.14b)
(V-1 q,w) 7, + Py (T u — Pyu), wher, = (f,w)7,

+ (1 (@, u), wher,,
(2.14c) ~(IM g n o (I — ), pyarae = —OF (q,u), worar
(2.14d) Puyu, wr =g, wr,

for all (r,w,u) € Vi, x Wy, x Mj,. In the above equations, (2.142), (2.14D), and
([2-14c) are obtained by using (2:53), (2.5b), and (25¢), respectively. The equation
(2.14d)) obviously holds since PM’&K is the L? projection to Ry (0K) for all K € Tj.

By taking the difference between and (2.3)), we obtain the error equations:

2.15a) (8 'el,r)7, — (e}, V- r)7, + Eir ooy, = (5 (I g —q), 1) 7,
2'15b) (V ) 6%? w)Th + <TPM(€Z - é\#), w>a7—h, = <5T<q7 u)? w>37'hv

215C) _<€;IL ‘n+ 7'(5% - é\#)’ “>8Th\r = _<67' (q7 U), M>aTh\F7
2.15d) Ep'syr =0,

for all (r,w,,u) € Vh X Wh X Mh.

Step 2 (Energy identity). By testing the error equations with r = e}, w = €¥,
p =4 in (2.I5a)-(2.I5c) and adding the equations, and then using (2.15d), which
suggests that 5;‘;‘F = 0, we obtain the following energy identity:

(2.16) (v~ 'eh ef) + (TPu(el — &) el — Do,

— H+t u _ Au
= (I{ 1(HH+q_q)7€;Iz)Th +<6£{ (qa u)veh _5h>8Th'

Licensed to Univ of Delaware. Prepared on Mon Aug 16 11:49:32 EDT 2021 for download from IP 132.174.254.72.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



HDG+ PROJECTION ON POLYHEDRAL ELEMENTS 73

By using the energy identity (2.16), we easily obtain

(2.17)

=2 eh 15, + I Par(el — &3, < w2 (MM q = @)l + 7726 (a, 0|3
This proves (2.7). We are next going to prove and (2.9).

Step 3 (Duality Identity). We first introduce the duality equations of (2.1)):

(2.18a) kKl —Vp=0  inQ,
(2.18b) ~V-p=60 inQ,
(2.18c¢) =0 on I

We next define the projections and the boundary remainder of the solutions of the
duality equations (2.18):

oty = [T 0%y, 0= [T 0e, 607 (,0):= [] 6 (v.0).

KeTy KeTy, KeTy

Note that we used —7 to define the boundary remainder. By testing (2.18) with
(r,w,u) € Vi, x Wp, x My, and then using (2.5), we obtain the following equations
in a similar way that we obtained (2.14):

(2.19a)
(v, 1) 7 + ([0, V1) 7 — Pug,r - ndor, = (k7 T ep — ), 1) 75,
(2.19b)
—(V . HH+Q/J, w)f/‘h + <TPM(HH+¢ - PM¢)= w>67h = (07 w)Th
- <5£Ii+ (d)7 ¢)7 w>5Th7
(2.19¢) MM - — 76 — 6), worir = 6 (1, ), marnrs

for all (r,w,u) € Vi, x Wy, x Mj,. Now we test (2.16a)(2.15c) with r = IT" ),
w=1"%¢, u = Pro, test 219a)-(2I9d) with r = €}, w = ¥, u = &%, and use
2.15d)) and (2.19d)), which imply §,ﬂr = PM¢|F = (0. Comparing the two sets of
equations, we obtain
_ H+
(v ' q = q), )7 + 467 (q,u), T 6 — Puroor,
_ H+ -

= (K“ 1<HH+'¢ - ¢)7€z>7-h + (9752)71 - <5£I-r (’lpv ¢)752 - 5#>57—h'
Rearranging the terms of the above identity, we have the following duality identity:
(2.20)

(0,0)7, = AT q = q, Vo), + (v (I — ), a1 — )7,
H+ H+ u U
+4{67 (a,u), Pyl ¢ — Pryrgor, + (62, (v, 6), Parely — Ei)or,..

Step 4 (Estimating w;, and up). We first consider the case when k£ > 1. Then
(TT"* q—q, i V)7, = 0 because of (2.4D) (taking w € P, (K)) and the assumption
k = 1. By (2.6) with m; = r9 and mo = 1 + rg, (2.10b)) with s = r¢, and then

Licensed to Univ of Delaware. Prepared on Mon Aug 16 11:49:32 EDT 2021 for download from IP 132.174.254.72.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



74 SHUKAI DU AND FRANCISCO-JAVIER SAYAS
using (2.2), we have

V¢ — LV 7, + [T ep — 9|7,
+ |73 (Pu I ¢ — Prio)|om + |7 265 (3, )|,
S B (|9]ro.0 + |Bl1500.0) < B6]175.-

Taking 0 = ¢} in (2.20), we have

lel 7 < b (I q — all7, + |an — al7,
_1 i+ 1 A
+rmzar (a,w)lom, + 72 (Parel — &) ]o7s,)-

The above inequality with (2.17) implies (2.8).
We now consider the case when &k = 0. The only term we need to take into
special consideration is (HH+q —q, V)7, . We first rewrite it as follows:

(IM"*"q - q,V¢)7, = (MM""q—q, V¢ — V(L)) 7, + (T "q —q, V(I1i9))7;

By (2.10b) with m = 1 and s = 2, the first term of the above equation can be
handled similarly as in the case £ > 1. We next focus on the second term. By
(2.4b), we have

(IT""q — q, V(I1¢))7, = Pu(a-n) — q-n,Mider,,

where again, Py is the L? projection to [ xcr. Ro(0K). Let P{ be the L? pro-
jection to Po(F)?, and let £ and &; be the collections of the boundary and the
interior faces of &, respectively. Then we have

Pu(a-n)—q-n,T¢)r = Y Pfa—q,([Ti¢— ¢)np)r
Fegl

+ > (Pfa—q,T¢(n} + np))r,
Fe&p

where we have used the fact that qb’r =0 and Pp/(q- n)|F = (P{'q) - n (noticing
Pu(a-n),wr = {q,um)r = Piq,umyr = (Piq-n,up for all u e Po(F)).

Hence

2 3 [PLa—alrlieé—olr

Feéh

<2 > g — qlax ¢ — ¢llox
KeThn

1
< Whi (Toq — @)|lo7;, |¢]14r0,0-

The rest is similar to the case when k > 1
It now only remains to estimate the term |Pp;u — . First note that

1.
(221) Hh - 2 h‘KH ”c?K ~ Z h’ ”7’2€h 0K ~= h‘2”7—2€h Ho’Th'
KeTy KeTy

KPu(q-n) —q-n,ILi¢)r| <
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By (2.17), we have
Loy i u H+ N
(2.22) 728 o7, S |T2Pueilon, + T a—dlr, + 77207 (q, u)|or, -
By using (2.8), we can estimate the term |72 P mep o7, as follows:

1 1 _
(2.23) [ Pueplar, = O |72 Par(M™u—un)|3 £ >0 h@ T — %
KeTy KeTy

_ 1 qHY 2
Pk (I a = a7, + |70 (@, w)]o7,)

A

Combining (2.21)), (2.22), and (2.23), we obtain (2.9). This completes the proof.

3. THE PROJECTION FOR ELASTICITY

3.1. Main results. In [14], we devised the HDG+ projection for elasticity on

simplicial elements. In this section, we extend the projection (see [14] Theorem

2.1]) to polyhedral elements. This new projection will render all the analysis and

estimates in [14] Sections 5, 6, and 7] valid for general polyhedral meshes. (The

three sections in [14] cover the error analysis of the HDG+ methods for steady-state

elasticity, time-harmonic elastodynamics, and transient elastic waves, respectively.)
For each K € T}, we define the HDG+ projection for elasticity as follows:
I Hate (K RE) x HE (K RY) — Prp(KGREY) x Pryr (K RY),

sym sym

(q,u) — (T o, T ),
where the first component II" " is defined by solving

(3.1a) (Mo —0,0)k =0 V0 € e(Pyyi (K;RY))Lx,
(3.1b) ("o —0,e(v))x = (Py(on) —on,v)ox Yo € Prii(K;RY),

and the second component T u := I, 1u as the L? projection to Py 1 (K;RY).
In the above equations, (-)** represents the orthogonal complement in the back-
ground space Pk(K;Rg;n‘f), the notation e(v) := (Vv + (Vv)*) represents the
symmetric gradient, and Py; : L?(0K;R?) — Ry (0K;R?) is the L? projection to
the range space.

We define the associated boundary remainder as follows:

(3.1c)
HH+

04, (o,u):= —(MIM"on — Py (on)) + 7(Py I u — Pyru) € R (0K;RY),

where 7 € Ro(0K; REXY) satisfying [14) Eqn. (2.1)], namely, 7 is uniformly bounded
and coercive.
The main result in this section is the following theorem. For notational conve-

nience, we hide the dependence of 51;? on (o,u).
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Theorem 3.1 (HDG+ projection for elasticity). The projection Y and the re-
H
mainder JEI_r: are well defined by (B:1) and satisfy

(3.2a) (M u —u,v)g =0
Vv € Pr_1(K;RY),
(3.2b) (~(M"on—on) + (I u - w), wox = GL, whex

Vi e Riy(0K;R?),
(3.2¢c)
—(V- (HH+0' —0),w)g * <TPM(HH+u —u), WK = <61}_r1:+,w>a;<
Vw € Py (K;RY).
Furthermore,
(3.3)
™0 — ol + hg I u — uli + hE 18T ok < CHE(0 i + b i),

where m € [% + €,k + 1]. Here, the constant C' depends only on k, vk, and the
upper bound of T.

Note that the two boundary remainders 52? and 62? correspond to the HDG+
projection and the adjoint projection in [I4] Theorem 2.1], respectively. We also
remark that we have used the HDG+ projection to define the initial velocity for
the semidiscrete HDG+ scheme in [14]. Therefore, equations provide a way
of calculating the initial conditions for the semidiscrete scheme for elastic waves.

3.2. Proof of Theorem|[3.1] In this subsection, we prove Theorem [3.1] The proof
here will be similar to the proof of Theorem[2.1]in Section[2.2]

Proposition 3.1. The projection TIN" is well defined by and (3.1b), and
we have

1
(3.4) hi Mo —olox + T o — ok < ChE|o|m.x,

where m € [% + €,k + 1]. Here, the constant C depends only on k and the shape-
reqularity constant v .

Proof. We can easily verify that (3.1a)) and (3.1b)) define a square system. We next
prove the convergence equation (3:4), from which the unique solvability of
and (3:1b) follows automatically. Let e, := II''T o — 0. By (3.1a) and (3.1D),

we have
(3.5a) (€6,0)k =0 VO € e(Ppy1(K;RY)) e,
(3.5b) (€6, €(v)) ik = (Ppr(om) —om, v)o Vv € Py (K;RY).

We now decompose €, into the summation e, = el +¢2, where ¢} € e(Py,1(K;RY))
and €2 € (Pp41(K;RY))Lx. Since €l ee(Py41(K;RY)), we can write el =e(p + m)
for some p € Py, 1(K;R?) and arbitrary rigid motion m € M. By (3.5a) and (3.5b)

we have

leo|% = (€0, €0) Kk = (€0, (P + M)k = (Pp(on) —on,p + m)sx.
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We next apply [22] Lemma 4.1] to the term p + m and then obtain

1 1
leo i < hiPas(on) — onfaxle(p)lx < hi|Parr(on) — onloxes|x-
To estimate the boundary term |[IT" "o — o, note that

_1
™o — olox < Mo — ofox + eslox < ko — olox + hy? o]k

We then use (2.10b) and the proof is completed. ]

Let us now prove Theorem [3.1] By Proposition 1] we know IT'" and 61;1? are
well defined by (B:I). We next prove equations (3.2). Equations and (3.2b)

obviously hold by the definition TI"*u := IT;u and (31c).
To prove (3.2¢), first note that

(3.6)
— (V- (HH+0' —0o),w)x * <TPM(HH+U —u), W)oK
= <—(HH+0'n —on) + TPM(HH+U —u), WK + (HH+0' —o,e(w))k,
for all w € Py,1(K;RY). Equations (3:6) and (3.1b) then imply (3:2c).

The convergence property (3.3) holds because of equations (3.4) and (2.10b),
and the fact that 7 is uniformly bounded. This completes the proof.

CONCLUSIONS

We have devised two new HDG+ projections on polyhedral elements, extending
our previous results in [13] for elliptic problems and the results in [14] for elasticity to
polyhedral meshes. The projections here are constructed in a different way without
using the M-decompositions as a middle step. Consequently, the construction is
more straightforward.

We would like to mention that in 4] and also in |12 Section 5.1.6], connections
between Hybrid-High order (HHO) methods and HDG methods are established,
making it possible to “incorporate into HDG methods the new, subtle way of defin-
ing the numerical trace for the flux in HHO methods” (see [4] Conclusion]). As a
result, the HDG+ method can be associated to one of these HDG methods with
HHO stabilization and analyzed within the HHO framework. Despite this, ben-
efits of analyzing the HDG+ method with projection-based analysis include: (1)
reusing existing analysis techniques of HDG methods, such as those in [14], where
the HDG+ projection was used to devise and analyze a semidiscrete HDG+ method
for transient elastic waves, by using existing analysis techniques from [6], where a
standard HDG method for acoustic waves was proposed and analyzed by the classi-
cal HDG projection; (2) a simple and concise analysis of mixed-type methods where
different stabilizations and approximation spaces are used on different elements, by
adopting correspondingly different projections to capture the features on each el-
ement to minimize the boundary remainder and then obtain a single form of the
energy/duality identity. A natural question is whether the projection-remainder
way of analysis established in this paper can be applied those HDG methods with
more subtle stabilization functions. This constitutes a possible future work.
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