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ABSTRACT
Strongly lensed explosive transients such as supernovae, gamma-ray bursts, fast radio bursts,
and gravitational waves are very promising tools to determine the Hubble constant (𝐻0) in
the near future in addition to strongly lensed quasars. In this work, we show that the transient
nature of the point source provides an advantage over quasars: the lensed host galaxy can be
observed before or after the transient’s appearance. Therefore, the lens model can be derived
from images free of contamination from bright point sources. We quantify this advantage by
comparing the precision of a lens model obtained from the same lenses with and without point
sources. Based on Hubble Space Telescope (HST) Wide Field Camera 3 (WFC3) observations
with the same sets of lensing parameters, we simulate realistic mock datasets of 48 quasar
lensing systems (i.e., adding AGN in the galaxy center) and 48 galaxy–galaxy lensing systems
(assuming the transient source is not visible but the time delay and image positions have been
or will be measured). We then model the images and compare the inferences of the lens model
parameters and𝐻0. We find that the precision of the lens models (in terms of the deflector mass
slope) is better by a factor of 4.1 for the sample without lensed point sources, resulting in an
increase of 𝐻0 precision by a factor of 2.9. The opportunity to observe the lens systems without
the transient point sources provides an additional advantage for time-delay cosmography over
lensed quasars. It facilitates the determination of higher signal-to-noise stellar kinematics of
the main deflector, and thus its mass density profile, which in turn plays a key role in breaking
the mass-sheet degeneracy and constraining 𝐻0.
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1 INTRODUCTION

The Hubble constant (𝐻0) is currently the object of great at-
tention. Reported values show a significant tension between the
early-Universe and late-Universe measurements. Assuming a Λ

cold dark matter (ΛCDM) cosmology, the most precise constraints
are taken from the early-Universe measurement of cosmic mi-
crowave background (CMB) observations from Planck, which is
𝐻0 = 67.4 ± 0.5 km s−1 Mpc−1 (Planck Collaboration et al. 2020).
By using the CMB temperature and polarization anisotropy from
the Atacama Cosmology Telescope and combining with large-

★ E-mail: liaokai@whut.edu.cn

scale information from WMAP, Aiola et al. (2020) measured
𝐻0 = 67.6 ± 1.1 km s−1 Mpc−1 in excellent agreement with the
Planck result. The Supernovae, 𝐻0, for the Equation of State of dark
energy (SH0ES) team, which uses a late-Universe probe by calibrat-
ing the type Ia supernovae (SN) distance ladder using Cepheids and
parallax distances, measures 𝐻0 = 73.0±1.4 km s−1 Mpc−1 (Riess
et al. 2021); it is in 4.2𝜎 tension with the measurement by Planck.
Alternatively, using the distance ladder method with SN Ia and the
tip of the red giant branch (TRGB), the Carnegie-Chicago Hubble
Program (CCHP) measures 𝐻0 = 69.6±1.9 km s−1Mpc−1 (Freed-
man et al. 2019, 2020). However, the SH0ES teammeasures a value
of 𝐻0 = 72.4 ± 2.0 km s−1 Mpc−1using the TRGB stars to cali-
brate the distance ladder (Yuan et al. 2019). This so-called “Hubble
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2 Ding et al.

tension” is of great importance. If unknown systematic errors in
the measurements can be excluded, solving it would require new
physics beyond ΛCDM (e.g., Knox &Millea 2020). Given the high
stakes, multiple independent techniques are a vital safeguard against
unknown unknowns.

Strong gravitational lensing provides a one-step method to
determine 𝐻0, since the time delay measurements between multi-
ple images encode the information of absolute distances (Refsdal
1964; Treu & Marshall 2016; Suyu et al. 2017), independent of all
other methods. Typically, the lensing system used for time-delay
cosmography consists of a distant quasar and a foreground galaxy.
The source quasar is lensed into multiple images that arrive at the
observer at different times. Since quasar luminosity is variable,
the delay between the images can be measured and turned into
cosmological distances. Lensed quasars are the traditional targets
because they are the most abundant variable lensed sources known
to date. However, as survey capabilities improve, other transient
lensed sources are being discovered (Kelly et al. 2015) and will be
discovered in increasingly large numbers (Oguri & Marshall 2010).

To infer 𝐻0 using strong lensing systems, one needs at least
three ingredients: 1) time delays between images measured using
light curve pairs; 2) Fermat potential differences between the lensed
images determined by high-resolution imaging of the lensed arcs,
and spectroscopic kinematics; 3) the distribution of mass along
the line of sight to the lensed source. For lensed quasars, current
measurements have precision at the several percent level per sys-
tem (Wong et al. 2020; Millon et al. 2020; Birrer et al. 2020).

Much progress has been achieved in time-delay cosmography
by the H0LiCOW (Suyu et al. 2017; Wong et al. 2020), COSMO-
GRAIL (Courbin et al. 2017), STRIDES (Shajib et al. 2020b), and
SHARP (Chen et al. 2019) collaborations (now combined in the TD-
COSMO collaborationMillon et al. 2020), reaching∼ 2% precision
on 𝐻0 under the assumption that the radial mass density profile of
the deflector can be described by a power-law mass profile (yields
𝐻0 = 74.2 ± 1.6 km s−1 Mpc−1) or a composite of Navarro et al.
(1997, hereafter NFW) dark matter halo and stars as described by
the surface brightness scaled by a constant stellar mass to light ratio
(yields 𝐻0 = 74.0 ± 1.7 km s−1 Mpc−1). Relaxing those assump-
tions on the radial mass density profile, the study by Birrer et al.
(2020, hereafter TDCOSMO-IV) uses stellar kinematics to break
the mass-sheet degeneracy and finds 𝐻0 = 74.5+5.6−6.1 km s

−1Mpc−1;
the precision of 𝐻0 drops from 2% to 8% using the 7 lenses
in TDCOSMO, without changing the mean inferred 𝐻0 signifi-
cantly. TDCOSMO-IV then introduces a hierarchical framework
and combines the TDCOSMO lenses with external datasets to en-
hance the precision. Under the assumption that the deflectors of
TDCOSMO and lenses in the Sloan Lens ACS (SLACS) survey are
drawn from the same population, TDCOSMO-IV combines TD-
COSMO+SLACS and achieves 𝐻0 = 67.4+4.1−3.2 km s

−1 Mpc−1with
5% precision. The inferred mean value is shifted and offset to the
TDCOSMO-only value towards the direction of the Planck 𝐻0,
although it still statistically agrees with the previous TDCOSMO
measurement of 𝐻0 given the uncertainties. This shift of the mean
could be either real or due to the invalidation of the assumption that
the deflectors of TDCOSMO and SLACS are similar.

The current error budget of the analysis without radial mass
density profile assumptions is dominated by statistical uncertainties
in the kinematics. Thus, increasing the number of time-delay lensing
systems will shrink the uncertainty on 𝐻0, until the current system-
atic floor is reached. Examples of potential systematic floor include
the so-called time-delaymicrolensing effect (Tie &Kochanek 2018;
Liao 2020), line of sight corrections, substructure, and selection ef-

fects (Collett & Cunnington 2016; Gilman et al. 2020) all estimated
to be at around the percent level. Efforts are currently underway to
increase the size of samples useful for time-delay cosmography in
order to reach the same∼2% level of precision without radial profile
assumptions (Birrer & Treu 2020).

Given the progress on time-domain surveys, time-delay cos-
mography will soon be able to utilize transients as an additional
and abundant class of time-variable multiply imaged sources. As
described in a recent review by Oguri (2019), for example, super-
novae of all types (Oguri & Marshall 2010; Petrushevska et al.
2016, 2018b,a; Suyu et al. 2020), gamma-ray bursts/afterglows in
all bands, repeated fast radio bursts (Li et al. 2018a), and even
gravitational waves with electromagnetic counterparts (Liao et al.
2017), are expected to be regularly observed by large facilities like
the Rubin Observatory Legacy Survey of Space and Time (LSST)
in the optical (Oguri & Marshall 2010; Goldstein & Nugent 2017),
the Square Kilometer Array (SKA) in the radio (Wagner et al. 2019)
and third-generation gravitational wave (GW) detectors such as the
Einstein Telescope (Biesiada et al. 2014; Piórkowska et al. 2013;
Ding et al. 2015; Li et al. 2018b; Yang et al. 2019)1.

The first observation of a multiply imaged supernovae (Kelly
et al. 2015) brought us new insights and stimulated numerous stud-
ies of the detection (Goldstein & Nugent 2017; Shu et al. 2018;
Rydberg et al. 2020), the nature of SNe, and time-delay cosmogra-
phy (Goldstein et al. 2018; Huber et al. 2020; Pierel et al. 2020).
Supernova Refsdal should soon provide the first competitive mea-
surement of 𝐻0 from a multiply imaged transient (Grillo et al. 2018,
2020). The observed lensed SNe were well analyzed (Dhawan et al.
2020; Mörtsell et al. 2020).

In addition to being a way to increase sample size, strongly
lensed transients can provide significant advantages over lensed
quasars in the determination of 𝐻0. First, time-delay measurements
can be significantly less time-consuming for transients than for
quasars because the light curve is not stochastic (Liao et al. 2017;
Goldstein & Nugent 2017), and it generally has high amplitude and
short duration. Second, transients usually do not suffer from mi-
crolensing effects as much as quasars. For example, ground-based
GWs have much longer wavelengths than the lens scales, i.e., the
Schwarzschild radii of stars (in the wave optics limit, see Liao et al.
2019) and thus are free of the microlensing magnification effect;
microlensing of the SN can be circumvented by using the achro-
matic phase of the color curve (Goldstein & Nugent 2017; Huber
et al. 2020).

In this paper, we explore another potential advantage of using
lensed transients for time-delay cosmography over quasars: one can
obtain a clean image of the lensed host galaxy, before or after the
transient’s appearance. Lensed arcs provide the most constraints
on the lens model, and in the case of lensed quasars, they are
typically out-shined by the bright point sources. In the case of
transients, this source of contamination is eliminated. This point
has been noted before by Holz (2001); Goldstein & Nugent (2017)
for lensed supernovae and by Liao et al. (2017) for gravitational
waves. However, a quantitative estimation of the improvement of
lens modelling with realistic simulations has not been made yet.

We use realistic simulations to quantify the improvement in

1 Hannuksela et al. (2019) recently searched for lensed GW signals in the
“Gravitational-wave Transient Catalog 1” (Abbott & Virgo Collaboration
2019) following the approach proposed by Haris et al. (2018); however,
nothing was found. The possibility of the pair of GW170104 andGW170814
as lensed event was also estimated by Dai et al. (2020) using the framework
based on Bartelmann (2010), but with very weak evidence.
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modelling lensed transients over lensed quasars, based on the current
quality of imaging data and the state-of-the-art modelling software.
The simulation and modelling approaches are very close to those
adopted by the time-delay lens modelling challenge (TDLMC, Ding
et al. 2018, 2020), inwhich the present capabilities of lensmodelling
codes are assessed using realistic mock datasets.

This paper is structured as follows. In Section 2, we briefly
summarize the relevant aspects of strong lensing time-delay cos-
mography. In Section 3, we simulate the mock sample and then
infer the lens models and 𝐻0. The results with and without point
sources are compared in Section 4. Conclusions are presented in
Section 5.

2 TIME DELAY COSMOGRAPHY

The framework of strong lensing time-delay cosmography has
been described before (see, e.g., Schneider et al. 1992; Blandford
& Narayan 1992; Treu & Marshall 2016) and has been applied
in previous studies to measure 𝐻0 (see, e.g., Suyu et al. 2017;
Wong et al. 2017; Birrer et al. 2019; Shajib et al. 2020b). We refer
the interested reader to these references for more details. Here we
summarize only the main points for convenience of the reader and
to establish the notation.

The time delay between any two lensed images (e.g., image 𝑖
and 𝑗) is given by:

Δ𝑡𝑖 𝑗 =
𝐷Δ𝑡

𝑐

[
𝜙(𝜽𝑖) − 𝜙(𝜽 𝑗 )

]
, (1)

where 𝐷Δ𝑡 is the so-called time-delay distance (see description
later); 𝜽𝑖 and 𝜽 𝑗 are the observed angular positions in the image
plane (Refsdal 1964; Shapiro 1964). 𝜙(𝜽𝑖) and 𝜙(𝜽 𝑗 ) are the cor-
responding Fermat potentials given by:

𝜙(𝜽𝑖) ≡ 12 (𝜽𝑖 − 𝜷)2 − 𝜓(𝜽𝑖), (2)

where 𝜷 is the unlensed source position and 𝜓(𝜽𝑖) is the scaled
gravitational potential at the image position. The time delay caused
by the first term, i.e., 12 (𝜽𝑖−𝜷)2− 12 (𝜽 𝑗 −𝜷)2 is called the geometric
delay, and that caused by the second term 𝜓(𝜽𝑖) − 𝜓(𝜽 𝑗 ) is called
the Shapiro delay. Modern lens modelling techniques (presented
in Section 3.2) are able to recover the lens model parameters and
predict the Fermat potentials using high-resolution imaging.

The time-delay distance is a combination of three angular di-
ameter distances:

𝐷Δ𝑡 ≡ (1 + 𝑧d) 𝐷d𝐷s𝐷ds
, (3)

where 𝐷d, 𝐷s and 𝐷ds are respectively the angular distances from
the observer to the deflector, from the observer to the source, and
from the deflector to the source. It is an absolute scale of theUniverse
as:

𝐷Δ𝑡 ∝ 1/𝐻0, (4)

and it is weakly dependent on other cosmological parameters, such
as curvature and the matter density of the Universe.

A major limitation of the inference of 𝐷Δ𝑡 is the so-called
mass-sheet transformation (MST, e.g., Falco et al. 1985) and its
generalizations (Saha 2000; Saha & Williams 2006; Liesenborgs
& De Rĳcke 2012; Schneider & Sluse 2014; Birrer et al. 2016a;
Wagner 2018; Wertz et al. 2018). The line-of-sight (LOS) structure
produces an external MST which affects the inference of the time
delay by:

Δ𝑡obs = (1 − 𝜅ext)Δ𝑡predict, (5)

where Δ𝑡obs is the observed time-delay and Δ𝑡predict is the model
predicted one. As a consequence, the MST affects the inference of
the time-delay distance by:

𝐷Δ𝑡 =
1

(1 − 𝜅ext)
𝐷 ′
Δ𝑡
, (6)

where 𝐷 ′
Δ𝑡
is the derived time-delay distance without considering

the externalMST effect and the𝐷Δ𝑡 is the true value. In practice, this
external convergence factor 𝜅ext, which accounts for the contribution
of all the mass along the line of sight, is inferred independently from
the lens modelling process. By comparing the relative numbers of
galaxies weighted by physically relevant quantities in terms of their
distances to the lens and their own stellar masses and redshifts,
the probability distribution of 𝜅ext is estimated using numerical
simulations based on similar statistical properties (Rusu et al. 2017).
Alternatively, weak lensing analysis can also estimate the external
convergence (Tihhonova et al. 2018).

In addition to the externalMST, there is an internalMST.Math-
ematically, for every distribution of mass that matches the lensed
images one can obtain a family of solutions by applying a rescaling
that leaves the lens equation unchanged. The fundamental question
is whether this rescaling is physical or not. This degeneracy can
be broken in two ways: i) by applying theoretical priors, e.g., from
galaxy simulations if they are of sufficient quality; ii) by applying
non-lensing data, such as, for example, stellar kinematics (Treu &
Koopmans 2002a; Koopmans et al. 2003), as implemented in the
hierarchical Bayesian approach developed by Birrer et al. (2020).

3 DATA SIMULATION AND MODELLING TEST

One of the major challenges in lensed quasar image modelling
is the brightness of the AGN images — they are unresolved and
dominate the surface brightness of host galaxy arcs near the images.
The common practice is to start with a nearby star in the field of
view and used it as a point spread function (PSF) model to fit the
data. The bright point sources are modelled as scaled PSFs. The
inevitable mismatch between the star PSF and the AGN PSF (due
to, e.g., under-sampling, pixel responsivity, intrinsic color, spatial
variations) generally leaves significant residuals at the lensed AGN
positions. Mitigation strategies include boosting the noise level in
the AGN central regions (Suyu et al. 2013; Birrer et al. 2016b) to
account for the PSF error, and/or use an iterative scheme (Chen et al.
2016; Birrer et al. 2019) to improve the PSF estimate during the
lens model by taking advantage of the presence of 4 AGN images.
Even with a perfect PSF, a large number of photons from the bright
AGN images significantly increases the Poisson noise affecting the
underlying extended components, and thus affecting the error budget
of the lens model inference. In any case, the presence of bright
point sources degrades the lensed arc information and reduces the
precision of the inferred lens model.

The goal of this work is to quantitatively evaluate the effect of
the AGN light contamination on the lens modelling. To this end, we
use simulations and build two samples to perform a controlled ex-
periment. The first sample consists of 48 mock lensed quasars (i.e.,
lensed sources are as galaxy+AGN) based onHST images. The data
quality mimics that achieved on real observation by the TDCOSMO
collaboration.We generate a control sample using the same pipeline
with the same parameter values, i.e., the lens galaxies and host galax-
ies are the same between the two samples. The only difference is
that the AGN is not added to the source galaxy in the control sample.

MNRAS 000, 1–9 (2021)
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Mock lensed AGN Best-fit model Deflector and AGNs subtracted Normalized residuals

Mock lensed transient Best-fit model Deflector subtracted Normalized residuals
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Figure 1. One example pair from the simulated lenses (48 pairs in total) for lensed quasar case (top) and transient non-AGN case (bottom). Figures from left
to right: 1) simulated HST F160W images of the lensing systems, using a logarithmic color scale with the same stretch. 2) best-fit model. 3) lensed arcs after
removing the lights from the deflectors (and point sources for lensed AGN case), based on the best-fit model. Note that the arc surface brightness is the key
to infer the lens model parameters. As shown in the upper-third panel, the mismatch between the PSF model and the actual AGN signal creates large residual
patterns, which affect the model inference. 4) normalized residual maps based on the best-fit models. For the lensed AGN case, the fitting result is plotted based
on a 50% PSF uncertainty level assumption.

We then utilize the lens modelling software lenstronomy2 (Birrer
& Amara 2018) with typical modelling strategies to model the two
samples. By comparing their results, we can quantify how much
the precision of the inferred lens parameters and 𝐻0 improve once
the bright point sources disappear, as one would do in the case of
transient point sources.

Of course, the disappearance of the bright point sources would
also facilitate the determination of the stellar kinematics of the
deflector, providing an additional benefit. In this paper, we focus on
the improvement of lens modelling and leave the quantification of
stellar kinematics improvement in regard to the internal MST and
radial mass profile for future work.

3.1 Mock data simulations

The mock images are generated based on the pipeline intro-
duced by Ding et al. (2017a,b). This pipeline was also used to
simulate the sample in the time-delay lens modelling challenge
(TDLMC, Ding et al. 2018) and in TDCOSMO collaboration (Mil-
lon et al. 2020). A brief summary of the simulation is described
below, and we refer to Ding et al. (2017a) for more details.

The simulation consists of the following steps: 1) determining
themodels and parameters of the lensing system (i.e., light andmass
profile); 2) using the lens equation to calculate the surface brightness
and project it on a pixelated frame (the initial pixel resolution is
higher than HST WFC3’s by a factor of four); 3) using the high-
resolution PSF model to convolve the image (for lensed quasars, the
AGN images is added in this step); 4) rebinning the images down
to HST’s resolution according to the different dithering patterns; 5)
adding noise; 6) drizzling images to get the final science image.
Steps 2 and 3 are performed using lenstronomy.

The light distribution of the deflector galaxy is modelled on the
image plane, and the background source galaxy is modelled on the
source plane. For the light profile of the galaxy (for both deflector
galaxy and source galaxy), we adopt a standard Sérsic model, which

2 https://github.com/sibirrer/lenstronomy

is parameterized as:

𝐼 (𝑅) = 𝐴 exp
[
−𝑘

((
𝑅
𝑅eff

)1/𝑛
− 1

)]
, (7)

𝑅(𝑥, 𝑦, 𝑞) =
√︁
𝑞𝑥2 + 𝑦2/𝑞, (8)

where 𝐴 is the amplitude and Sérsic index 𝑛 controls the shape of the
radial surface brightness profile: larger 𝑛 corresponds to a steeper
inner profile and a highly extended outer wing. 𝑘 is a constant which
depends on 𝑛 so as to ensure that the isophote at 𝑅 = 𝑅eff encloses
half of the total light (Ciotti & Bertin 1999), and 𝑞 denotes the axis
ratio. The light of the AGN is described by a point source in the
image plane.

The mass of the deflector is described by an elliptical power-
law model, whose surface mass density is given by:

Σ(𝑥, 𝑦) = Σcr
3 − 𝛾

2

(√︁
𝑞m𝑥2 + 𝑦2/𝑞m

𝑅E

)1−𝛾
, (9)

where 𝑞m describes the projected axis ratio. The so-called Einstein
radius 𝑅E encloses amean surface density equal toΣcr when 𝑞m = 1
(i.e. spherical limit).

The exponent 𝛾 is the absolute value of the logarithmic slope of
the power-law profile, for massive elliptical galaxies 𝛾 ≈ 2 (Treu &
Koopmans 2002b, 2004; Koopmans et al. 2009; Shajib et al. 2020a).
We refer the reader to the reviews by Schneider (2006); Bartelmann
(2010); Treu (2010) for more details. An external shear component
is also added.

The input parameters of the sample are randomly generated
based on the distributions listed in Table 1 of TDLMC-II (Ding et al.
2020), except that the external 𝜅ext is not considered for simplicity
(it is irrelevant for the argument presented here). The position of
the source galaxy is chosen so as to obtain quadruple images of the
point sources.

We use tinytim (Krist et al. 2011) to generate the PSF, used
both for convolution of extended light and for representing the im-
ages of the AGN. For each system, we rebin the high-resolution
image eight times at eight different frame positions to reproduce
the dither process in the real observation (see Fig. 2 in Ding et al.
2017a). Noise is then added to the mocks, which consists of Gaus-

MNRAS 000, 1–9 (2021)

https://github.com/sibirrer/lenstronomy


Improved lens modelling and 𝐻0 with transients 5

sian background noise and Poisson noise. The noise level is based
on the realistic HST condition with total exposure time assumed to
be 8 × 1200 s = 9600 s. Finally, we use multidrizzle3 and co-add
the images and PSF to increase the pixel resolution from 0.′′13 to
0.′′08, ending with cutouts of 99 × 99 pixels.

The same pipeline with identical setting is used to generate the
lensed transient images, of course with the exception of the addition
of the point images.

The mock time-delay values are calculated based on the lens
parameters in a standard flat ΛCDM model, with Ωm = 0.27
and ΩΛ = 0.73. The true 𝐻0 value is randomly assumed to be
73.9 km s−1 Mpc−1, for convenience, although we note that our
results are independent of the adopted value. For the time-delay un-
certainty, we assume a non-biased error with the root-mean-square
(rms) level as either 1% level or 0.25 days, depends on which one
is larger, representing the best case scenario for current datasets.

In Fig. 1 (left), we illustrate one example pair of the mock
lensed quasar and lensed transient images. Since the two members
of each pair share the same parameters, the time delays are the same.

3.2 Lens model inference

We adopt a standard approach to infer the lens model and
combine it with the time-delay information to derive 𝐻0. We follow
common practice and define a mask region to bracket the pixels
with sufficient signal-to-noise level (signal to background rms ratio
> 5 in this work) and constrain the model parameters. To efficiently
search for a maximum in the likelihood space, we use lenstron-
omy and first apply a Particle Swarm Optimizer (PSO) to optimize
the model (Kennedy & Eberhart 1995; Birrer et al. 2015). We run
the PSO four times and then utilize a Markov Chain Monte Carlo
(MCMC) sampler algorithm (emcee; Foreman-Mackey et al. 2013)
to derive the best-fit parameters and their uncertainties. All the free
parameters used in the simulations are considered in the fitting,
which are from the Sérsic light profiles (7 parameters, see Eq. 7) for
lens and source galaxy, elliptical power-law model (6 parameters,
see Eq. 9), external shear (2 parameters), and lensed point source
positions. For lensed AGN cases, the lensed AGN flux is also a free
parameter. To check that the global minimization has been obtained
for each system, we run the fitting three times independently— each
time randomizing the input particle positions — and find that con-
sistent results are obtained every time with our adopted numerical
settings.

For the lensed AGN case, our simulations are designed to in-
clude the fact that the true PSF is unknown in real data. Note that
the PSF model used in the fitting is initially the same as the AGN
light distribution, which is also produced by tinytim. However,
in the third step of simulation (see Section 3.1), interpolation is
performed to add the PSF at an arbitrary position on the pixel as
the lensed AGN image with pixellization effects. Moreover, an ad-
ditional distortion is introduced after the drizzling when the light
distribution has steep gradients. These effects could produce a mis-
match between PSF and AGN that up to 50% error in the central
region. When modelling the lensed AGN images, we account for
this mismatch by boosting the PSF uncertainty level. In lenstron-
omy, the boosted PSF uncertainties are implemented as a fraction
of the AGN surface brightness and added to the final noise map. For
example, a 10% boost in PSF uncertaintymeans that the pixels close
to the lensed point sources have their statistical error increased by

3 https://www.stsci.edu/koekemoe/multidrizzle/

summing in quadrature 10% of the counts in the PSF at that point.
The PSF is a significant source of noise and therefore this step is
essential for obtaining realistic error estimates on 𝐻0. To find the
correct noise level for our setup and avoid overfitting4, we consider
three levels of boosted PSF uncertainty (i.e., 10%, 30%, and 50%).
For the lensed transient case, since the AGN images are not added,
the issue of PSF mismatch does not exist and therefore this step is
not necessary.

The positions of the point source in the image plane and source
plane are needed to calculate the time delays (i.e., 𝜽 and 𝜷 in
Eq.1 and 2). However, for our transient case, the point source is
not visible during the time of exposure, and thus the lensed point
source positions in the image plane (hence its position in the source
plane) cannot be inferred to sufficient precision using the lensed
host galaxy images alone. In practice, one will have to infer the
astrometry of the transient source 𝜽 while it is visible and then apply
it to the images obtained without transient. This step will require
registering the images and correcting for distortion at sufficient level
of precision (see Birrer et al. 2019, for astrometric requirements in
such a process). We assume for this work that this step has been
taken care of, and that the precision of the lensed transient position
is the same as that of the AGN positions (∼0.004 arcsec).

4 RESULTS

Based on the modelling approach introduced in the previous
section, we illustrate the best-fit models for a pair of twin systems
in Fig. 1 together with the corresponding lensed arcs remnants (i.e.,
removing light from deflector and point sources) and the normalized
residualmaps. For the lensed quasars case, themismatch of the PSFs
can be seen clearly at the AGN central regions in the top-third panel.
In the remainder of this section, we compare the inferences of the
lens models and 𝐻0 between the lensed AGN and transient.

4.1 Improvement in terms of 𝐻0
We present the inferences of 𝐻0 together with the 1-𝜎 un-

certainty levels as error bars for the 48 systems for lensed AGNs
and lensed transients in Fig. 2. As described in Section 3.2, for the
lensed AGN sample, we explored three different PSF uncertainty
levels (i.e., 10%, 30%, and 50%) to infer the lens model, and the
resulting𝐻0 based on the three different settings are presented in the
top three panels of Fig. 2, respectively. Based on the best-fit values,
the mean and standard deviation of 𝐻0 are 75.4 ± 4.2, 75.2 ± 5.4,
and 75.5± 5.6 (in a unit of km s−1 Mpc−1) for 10%, 30%, and 50%
PSF uncertainty levels, respectively, while the true value of 𝐻0 is
73.9 km s−1 Mpc−1. As expected, increasing the PSF uncertainty
level increases the uncertainty on 𝐻0, while the best-fit 𝐻0 values
remain unchanged in general. Among these three results, we find
that the error bars are underestimated for PSF uncertainties at the
10% and 30% level, while the standard deviation value of the best-
fits is consistent with the estimated errors when the PSF uncertainty
level is set at 50%. We conclude that this choice provides the most
realistic accounting of this source of uncertainty. Thus, we take the
50% PSF uncertainty level as our fiducial case in the rest of the pa-
per, and consider the corresponding standard deviation value (i.e.,
Δ𝐻0 = 5.6 km s−1 Mpc−1) as the inferred precision level of 𝐻0 for

4 In principle, we aim at inferring the 𝐻0 with a proper error bar level to
describe the random scatter of the best-fit values.
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Figure 2. Inferred 𝐻0 for 48 lensed AGN systems (top 3 panels) and 48
lensed transient systems (bottom panel). For lensed AGN systems, three
different PSF uncertainty levels are assumed (i.e., 10%, 30% and 50%)
in the lens modelling process, respectively. The red dashed line indicates
the true 𝐻0 value; the blue dashed line and blue region are the mean and
standard deviation of the best-fit 𝐻0 measurements. For our fiducial case
(corresponding to 50% uncertainties on the PSF), the average precision of
𝐻0 per system is 7.4% for the lensed AGN systems. For the transients, the
precision is improved to 2.7%.

the lensed AGN case. We note that this precision level is consistent
with the performance of the Student-T team in the TDLMC (Ding
et al. 2020), who adopted a similar approach like this work to a
similar mock lensed-AGN data.

For the lensed transient (non-AGN) case, the realization re-
sult of the 𝐻0 based on the 48 system is improved to 73.6 ±
1.9 km s−1 Mpc−1. The main result of this work is that the pre-
cision of 𝐻0 inferred from the lensed transients is improved by a
factor of 2.9 with respect to the lensed AGNs.

4.2 Improvement in terms of lens model

Having found that the lensed transient can yield higher preci-
sion 𝐻0 than lensed quasars, we expect this is due to the fact that
the lens models in the lensed transient have been derived at higher
precision. We also expect to see the tight relation of the inference
between the lens model parameters and 𝐻0. As a sanity check,
we now compare in detail the precision of the inferred lens model
parameters to confirm the origin of the uncertainty on 𝐻0.

It is well known that the slope 𝛾 in Eq. 9 of total mass density

profile of the deflector is the dominant factor in determining 𝐻0
amongst the lens model parameters (Witt et al. 2000). Therefore, we
plot the distribution of the offset value (i.e., the difference between
inferred best-fit and true value) of 𝐻0 as a function of the 𝛾 offset
in Fig. 3 for lensed AGN and lensed transient, respectively. As
expected, the 𝛾 offset distribution shows a larger scatter and a strong
correlation with the 𝐻0 distribution for the lensed AGN case, see
Fig. 3 (left). This is consistent with the previous finding by Witt
et al. (2000) that the inferred 𝐻0 scales approximately as 𝐻0 ∝
(𝛾 − 1). Of course, there are other sources of uncertainty in our
inference simulation (for example, uncertainty in the time delay),
which introduce additional scatter in the 𝐻0 and 𝛾 correlation.
Therefore, this trend is less pronounced in the lensed transient case,
where the 𝛾 offset scatter is smaller, see Fig. 3, (right). We calculate
the mean and standard deviation of the 𝛾 offset. The results are
0.050 ± 0.061 and 0.013 ± 0.015 for lensed AGN system and non-
AGN system, respectively. The lens model’s precision, in terms of
𝛾, improves by a factor of 4.1 once the AGN images are removed.

The dependency of 𝐻0 on lens model parameters has been
studied analytically before (e.g., Witt et al. 2000; Wucknitz 2002;
Kochanek 2002). The lens model defines the Fermat potential and
thus determines the 𝐻0 through Eq. 1 and Eq. 4. Therefore, the
higher precision of𝐻0 implies a better constrained Fermat potential,
which is composed of two terms involving the geometric delay
and the Shapiro delay (see Eq. 2). As another sanity check, we
calculate the offset of the Shapiro delay difference and the geometric
delay difference for the 48 systems5 to understand how much they
improve, respectively. We plot the offset distribution in Fig. 4. As
expected, we find that the distributions for the lensed AGN sample
have a larger scatter for both the Shapiro delay and the geometric
delay. For the lensed AGN systems, the mean and standard deviation
results are (0.44 ± 8.68) × 10−3 and (−3.07 ± 11.53) × 10−3 (in a
unit of arcsec2) for the Shapiro delay mismatch and the geometric
delay mismatch, respectively. For lensed non-AGN case, the results
are (−0.56 ± 2.28) × 10−3 and (−1.08 ± 2.44) × 10−3 (in a unit
of arcsec2), respectively. By comparing the standard derivations,
we find that the lensed transient sample has higher precision by a
factor of 3.8 and 4.7 on the Shapiro delay and the geometric delay,
respectively.

These results support our conclusion that the precision of 𝐻0
is improved in the lensed transient systems because the lens model
parameters can be constrained more tightly.

5 CONCLUSIONS

Strongly lensed transients are expected to be readily detected
and observed with upcoming facilities in the near future. Time-
delay cosmography applied to these systems will be a powerful
complement to that based on lensed quasars. Compared with lensed
quasars, the lensed transients can provide both time-delay mea-
surements and lens model inferences more precisely. For the latter,
lensed transient systems can be observed (before or after the tran-
sient) with complete and clear host images without contamination
from bright point-source images (i.e., AGN).

We performed the first quantitative study on the improvements

5 For a lensed quadruple system with lensed images at ABCD, we calculate
the inferred Shapiro delay difference and geometric delay difference between
three pairs, i.e., A-B, A-C, A-D, and compare them to the truth value. For 48
lensed systems, there are 144 pairs calculated and plotted in the histogram
in Fig. 4.
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Figure 3. Offset distributions of the inferred best-fit 𝐻0 as a function of inferred best-fit 𝛾, based on 48 simulated systems, for lensed AGN case (left) and
non-AGN case (right). For the lensed AGN case, the result is based on the assumption of 50% PSF uncertainty level.
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Figure 4. Histograms of the inferred best-fit Shapiro potential delay [i.e., difference between the inferred and the truth of the 𝜓 (𝜽𝑖) − 𝜓 (𝜽 𝑗 ) value] and
geometric potential delay [i.e., difference between the inferred and the truth of the 12 (𝜽𝑖 − 𝜷)2 − 12 (𝜽 𝑗 − 𝜷)2 value] between each two lensed images for lensed
AGN case (left) and non-AGN case (right).

of lens modelling in lensed transient systems by carrying out re-
alistic simulations based on state-of-the-art observations and algo-
rithms. Mimicking standard HST imaging conditions, we simulated
a sample of 48 lensed AGN systems. Using the same pipeline and
the same parameter values, we simulated 48 paired lensed transient
systems that do not have AGNs in the host. We then adopted typical
modelling strategies to estimate 𝐻0 from the lens systems and made
a direct comparison of the inferences between the two samples.

We showed that, compared with lensed AGN systems, the in-
ferred precision of 𝐻0 is improved by a factor of 2.9 once the AGN
is removed in the lensed transient systems. As a sanity check, we
found that 𝐻0 is strongly related to the logarithmic slope 𝛾 of the
mass profile. In lensed transient systems, the precision of 𝛾 is im-
proved by a factor of 4.1 with respect to non-transient lenses. We
conclude that in transient systems, higher precision of lens model

parameters can be obtained at fixed observational conditions, which
in turn improves the overall precision of 𝐻0.

We note that this improvement level is also determined by the
observational conditions. In our simulation exercise, a particular set
of instruments is assumed, i.e., HST WFC3/F160W. However, we
expect that the level of improvement depends on the data quality
and imaging resolution. For example, at a lower angular resolution,
the bright point sources would affect the results more, thus making
transients more advantageous than reported here. Conversely, at a
higher angular resolution than HST, for example, with the James
Webb Space Telescope or advanced adaptive optics from the ground,
we expect that the effects of the point source contamination on the
lens models will be less than those reported in this work.

Besides the improvement of the lens modelling discussed in
this work, the precision of the 𝐻0 can be even further improved
considering the other aspects of the lensed transients. For example,
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we stress that the kinematics of the lens galaxy can be measured
more easily for the transient case, since one can avoid the AGN
light contamination. This is potentially a very important advantage
considering that improved measurements of the stellar kinematics
are crucial to breaking the mass-sheet degeneracy (Birrer et al.
2020). Moreover, for lensed type Ia SNe as standard candles and
GWs as standard sirens, we can directly measure magnification
factors and use those to help break the mass-sheet degeneracy.
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