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ABSTRACT

We investigate the internal structure of elliptical galaxies at z ∼ 0.2 from a joint lensing–
dynamics analysis. We model Hubble Space Telescope images of a sample of 23 galaxy–galaxy
lenses selected from the Sloan Lens ACS (SLACS) survey. Whereas the original SLACS
analysis estimated the logarithmic slopes by combining the kinematics with the imaging data,
we estimate the logarithmic slopes only from the imaging data. We find that the distribution of
the lensing-only logarithmic slopes has a median 2.08± 0.03 and intrinsic scatter 0.13± 0.02,
consistent with the original SLACS analysis. We combine the lensing constraints with the
stellar kinematics and constrain the amount of adiabatic contraction in the dark matter (DM)
halos. We find that the DM halos are well described by a standard Navarro–Frenk–White halo
with no contraction on average for both of a constant stellar mass-to-light ratio (M/L) model
and a stellar M/L gradient model. For the M/L gradient model, we find that most galaxies
are consistent with no M/L gradient. Comparison of our inferred stellar masses with those
obtained from the stellar population synthesis method supports a heavy initial mass function
(IMF) such as the Salpeter IMF. We discuss our results in the context of previous observations
and simulations, and argue that our result is consistent with a scenario in which active galactic
nuclei feedback counteracts the baryonic-cooling-driven contraction in the DM halos.
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1 INTRODUCTION

Measurements of structural properties of elliptical galaxies can test
prediction of galaxy formation theories in the cold dark matter
(CDM) paradigm (e.g., Dubinski 1994; Kazantzidis et al. 2004; De-
battista et al. 2008; Read 2014). In this paradigm, small haloes merge
to hierarchically form larger halos. CDM-only N-body simulations
predict that the dark matter is universally distributed according to the
Navarro–Frenk–White (NFW) profile with a ‘cuspy’ central slope,
i.e., the 3D density scales as ρ ∝ r−1 in the inner region (Navarro
et al. 1996, 1997). Such slopes have been observed in galaxy clusters
(e.g., Limousin et al. 2007; Caminha et al. 2017). However, shal-
lower central density slopes also have been observed in some galaxy
clusters and in dwarf and low-surface-brightness galaxies (e.g., de
Blok et al. 2001; Sand et al. 2008; Oh et al. 2011; Newman et al.
2013). One possible explanation of these shallower slopes is given
by alternative dark matter models, e.g., self-interacting dark matter
and warm dark matter (e.g., Dodelson & Widrow 1994; Spergel &
Steinhardt 2000; Colín et al. 2000). Another possible explanation,
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instead, is related to the astrophysics of galaxy formation and evo-
lution. In fact, as massive elliptical galaxies are believed to be the
end-product of the hierarchical merging and accretion processes,
their mass density profiles are a sensitive probe of the physics of
galaxy formation and evolution.

In the galaxy formation process, baryons play an important
role that can affect the central density slope of the dark matter dis-
tribution. If gas cools and inflows slowly towards the center, then the
dark matter distribution can be adiabatically contracted (Blumen-
thal et al. 1986). In contrast, the dark matter distribution can expand
in dissipationless mergers or due to gas outflows driven by super-
nova feedback, stellar feedback, or active galactic nucleus (AGN)
feedback (e.g., El-Zant et al. 2001; Nipoti et al. 2003; Peirani et al.
2008; Pontzen & Governato 2012). Observational avenues to study
these processes and their importance in galaxy formation have been
limited. The combination of lensing and dynamics has been one of
the most informative probes of the dark and luminous matter dis-
tributions in the inner region of galaxies and clusters (e.g., Treu &
Koopmans 2002; Czoske et al. 2008; Barnabè et al. 2011). The el-
liptical galaxies in the Sloan Lens ACS (SLACS) survey were found
to have no contraction on average (Dutton & Treu 2014; Newman
et al. 2015), although individual galaxies can have contracted (or,
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expanded) dark matter distributions (e.g., Sonnenfeld et al. 2012).
As many or all of the above mentioned baryonic processes happen
at various points of the galaxy formation process, the degree of con-
traction or expansion depends on the relative importance of these
baryonic processes.

The interplay between baryon and dark matter in galaxy for-
mation is also highlighted by the so-called ‘bulge-halo conspiracy’
(Treu et al. 2006; Humphrey & Buote 2010; Cappellari 2016). This
conspiracy refers to the nearly isothermal profiles of the total matter
distribution with small scatter (∼0.1–0.2) observed within half of
the half-light radii to 100 half-light radii of elliptical galaxies (e.g.,
from strong and weak lensing: Treu & Koopmans 2004; Gavazzi
et al. 2007; Auger et al. 2010b; Ritondale et al. 2019; from stellar
dynamics: Thomas et al. 2007; Tortora et al. 2014; Bellstedt et al.
2018). As neither of the baryonic and dark matter distributions fol-
lows a power law, fine tuning between these two distributions is
required to produce the isothermal distribution for the total mass.
To understand the origin of this conspiracy through simulation, we
can use two parameters: the dark matter fraction fdm within the
inner region and the distribution of logarithmic slope γ for the
total mass profile. Near the half-light radius, dark matter has as
a logarithmic slope of γ ≤ 1.5 and the baryonic distribution has
a logarithmic slope of γ ∼ 2.3 for a de Vaucouleurs profile (de
Vaucouleurs 1948). Thus, fine-tuning in fdm is required to achieve
γ ∼ 2 for the combination of baryonic and dark matter. However,
cosmological hydrodynamic simulations have been unable to match
both the observed fdm and slope distribution. The γ distribution can
be reproduced in simulations by having no or weak feedback, but
this leads to an overestimated galaxy formation efficiency and un-
derestimated fdm (Naab et al. 2007a; Duffy et al. 2010; Johansson
et al. 2012). Conversely, reproducing the observed fdm requires
strong feedback, but then the predicted γ distribution is too shal-
low. Dubois et al. (2013) similarly find that simulation with AGN
feedback can predict the observed fdm in 0.4–8 ×1013 M� halos
at z = 0, but underestimate the γ distribution. Without the AGN
feedback, overestimated galaxy formation efficiency leads to un-
derestimated fdm and overestimated γ distribution. More recently,
Xu et al. (2017) studied simulated elliptical galaxies from the il-

lustris hydrodynamic simulation that incorporates a number of
baryonic processes (Vogelsberger et al. 2014). These authors find
higher fdm and lower average γ in illustris galaxies than those
observed in lens elliptical galaxies (Auger et al. 2009; Oldham &
Auger 2018). These mismatches point to either inadequacy in the
theoretical model or systematic biases in the observational methods.

Many of the observational constraints on fdm and γ come from
strong lensing systems with elliptical galaxies as deflector. Strong
gravitational lensing provides a robust probe of the total projected
mass within the Einstein radius. Thus, combining the stellar kine-
matics with the lensing information can constrain the mass distri-
bution in the deflector galaxy (e.g., Auger et al. 2009; Sonnenfeld
et al. 2015). To constrain fdm, decoupling the baryonic and dark
components in the total mass is necessary. In previous studies, the
stellar mass was inferred from the spectral energy distribution to de-
couple the dark and baryonic components (e.g., Auger et al. 2009;
Spiniello et al. 2011). This stellar mass depends on the assumption
of the stellar initial mass function (IMF) introducing an uncertainty
by a factor of ∼3. However, the IMF can be constrained by making
assumption on the mass profile (Treu et al. 2010), or by decoupling
the baryonic and dark components with other external constraints
(e.g., Spiniello et al. 2012; Barnabè et al. 2013; Sonnenfeld et al.
2019b).

In this paper, we aim to constrain the γ distribution and fdm

of elliptical galaxies from the lensing and kinematics data – in-
dependent of the SED-based stellar mass measurements – and to
constrain the amount of adiabatic contraction (or expansion) in
these galaxies. We model a sample of 23 galaxy–galaxy lenses to
study their structural properties. These lenses are assembled from
the SLACS survey (Bolton et al. 2006, 2008). Previous SLACS
analyses measured only the Einstein radius from the imaging data
and then constrained the radially averaged logarithmic slope using
stellar kinematics in combination with the imaging data. Due to sev-
eral improvements in lens modelling techniques in the past decade,
we can now constrain the logarithmic slope only from the imaging
data, exploiting the richness of pixel-level information in the lensed
arcs (e.g., Suyu & Halkola 2010; Birrer et al. 2015). We model the
SLACS lenses in our sample using state-of-the-art lens modelling
techniques that simultaneously reconstruct the sources to extract the
information contained in the lensed arcs. Thus, we measure the local
logarithmic slope at the Einstein radius only from the imaging data,
independent of the stellar kinematics. We then combine the stel-
lar kinematics with the lensing constraints to individually constrain
the stellar and dark matter distributions, and infer the amount of
adiabatic contraction in the dark matter distribution. Lensing-only
measurement of the mass distribution is prone to the mass-sheet
degeneracy (MSD; Falco et al. 1985). We adopt MSD-invariant
quantities as the lensing constraints in our joint lensing–dynamics
analysis, and combining these constraints with the stellar kinematics
allows us to constrain the MSD in the inferred mass distribution.

This paper is organized as follows. In Section 2, we describe our
lens sample and the imaging data. Next in Section 3, we describe
our uniform modelling procedure for this sample. We report the
structural properties of elliptical lens galaxies from the lens models
in Section 4. We discuss our results in Section 5 and summarize the
paper in Section 6. Additionally in Appendix A, we investigate the
alignment between mass and light distributions. We adopt a flat Λ
cold dark matter model as the fiducial cosmology with H0=70 km s-1

Mpc-1, andΩm = 0.3. The reported uncertainties are obtained from
16th and 84th percentiles of the corresponding posterior probability
distributions. We use log x to express the natural logarithm and
log10 x to express the common logarithm.

2 LENS SAMPLE

Our lens sample consists of 23 galaxy–galaxy lenses from the
SLACS survey. We first selected 50 galaxies from the full SLACS
sample of 85 lenses by visually inspecting the lens images and
selecting those: (i) without nearby satellite or line-of-sight galax-
ies, (ii) without highly complex source morphology, (iii) with HST

imaging data in the F555W/F606W bands (hereafter, V-band), and
(iv) not disc-like. Criteria (i) and (ii) are adopted so that we can uni-
formly apply our modelling procedure to the whole sample without
needing to tweak the lens model settings on lens-by-lens basis. We
adopt criterion (iii), because in the V-band the deflector galaxy is
relatively fainter in comparison with the lensed arcs than in the
F814W band (hereafter, I-band), which makes it easier to decouple
the deflector light from the lensed arcs during lens modelling. We
provide the list of selected galaxies in Appendix C.

2.1 Imaging data

Among the selected galaxies, some have imaging data from Ad-
vanced Camera for Surveys (ACS), and the rest from Wide Field
and Planetary Camera 2 (WFPC2). The ACS images were taken
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with the F555W filter and the WFPC2 images were taken with the
F606W filter. The images are obtained under the HST GO programs
10494 (PI: Koopmans), 10798 (PI: Bolton), 10886 (PI: Bolton), and
11202 (PI: Koopmans).

The WFPC2 images were reduced for the original SLACS
analysis (Auger et al. 2009). We reduce the ACS images using the
standard astrodrizzle software package (Avila et al. 2015). The
final pixel scale after drizzling is 0.05 arcsec.

We obtain the point spread function (PSF) for each filter and
camera combination using tinytim (Krist et al. 2011).

2.2 Stellar kinematics data

We use the line-of-sight velocity dispersions of the lenses in our
sample measured from the Sloan Digital Sky Survey (SDSS) spec-
tra. The fibre radius is 1.5 arcsecond and the typical seeing for the
observations is 1.4 arcsec. Bolton et al. (2008) first measured the
velocity dispersions from the SDSS reduction pipeline. Shu et al.
(2015) improved the measurements by updating the set of templates
used to fit the spectra. We use this improved kinematics measure-
ments in this study. These measurements are in good agreement
with the Very Large Telescope (VLT) X-Shooter measurements of
a subsample presented by Spiniello et al. (2015).

Birrer et al. (2020) find a residual scatter in the joint lensing–
dynamics analysis using the same kinematics data used in this study,
which accounts for ∼6 per cent unaccounted systematic uncertainty
in the measured kinematics. Therefore, we add 6 per cent uncertainty
in quadrature to the measured uncertainties.

2.3 Weak lensing data

We incorporate weak lensing shear measurements of a sample of 33
SLACS lenses. The measurement pipeline is described by Gavazzi
et al. (2007), and the sample size of the analyzed SLACS lenses is
increased by Auger et al. (2010a). Sonnenfeld et al. (2018) find that
the shear measurements of these 33 lenses is consistent with the
shear measurement of the Hyper-Suprime Cam (HSC) survey weak
lensing measurements after weighting the HSC sample to match the
stellar mass distribution of the SLACS lenses.

Out of the 23 SLACS lenses in our sample, 11 have directly
measured reduced shear γshear/(1− κ). For the remaining 12 lenses,
we adopt the mean and scatter (which includes both the intrinsic
scatter and the noise) of the measured reduced shears for the 33
lenses as the measured value and uncertainty, respectively. We adopt
binned reduced shears only up to ∼100 kpc as the weak lensing
constraint in our analysis. We do not use measurements beyond 100
kpc to avoid any potential bias from the 2-halo term as this term
is not accounted for in our model. The centres of the adopted four
bins are logarithmically spaced at 9.87 kpc, 17.78 kpc, 32.04 kpc,
and 57.72 kpc.

3 LENS MODELLING

We model the lenses using the lens modeling software lenstron-

omy, which is publicly available on GitHub1 (Birrer et al. 2015;
Birrer & Amara 2018). We package our modelling code into the

1 � https://github.com/sibirrer/lenstronomy

dolphin pipeline2, which is a wrapper for lenstronomy to uni-
formly model large lens samples. First in Section 3.1, we describe
the components in our uniform lens model. Then in Section 3.2, we
describe the optimization procedure for the lens model and Bayesian
inference of the model parameters. Next in Section 3.3, we assess
the effect of the PSF on the measured logarithmic slopes.

3.1 Model components

We adopt the power-law ellipsoidal mass distribution (PEMD) for
the deflector (Barkana 1998). Although we aim to individually con-
strain the dark matter and stellar distributions from a joint lensing–
dynamics analysis, first we only need to constrain MSD-invariant
local lensing properties from our lens models, for which the PEMD
model is sufficient. We combine these local lensing constraints with
the stellar kinematics data in our joint lensing–dynamics analysis
to individually constrain the dark matter and stellar distributions in
Section 4.2. The convergence for the PEMD is given by

κ(x, y) =
3 − γ

2

(
RE√

qmx2
+ y2/qm

)γ−1

, (1)

where RE is the Einstein radius, q is the axis ratio, and γ is the
logarithmic slope for the mass distribution in 3D. For an isother-
mal profile, the logarithmic slope is γ = 2. The on-sky coordinates
(x, y) are rotated by position angle PAm from the (RA, dec) coordi-
nates to align the x–axis with the major axis of the projected mass
distribution. We also adopt an external shear profile parametrized
with the shear magnitude γext and the shear angle φext.

We adopt a double Sérsic profile for the deflector’s light dis-
tribution, as a single Sérsic profile leaves significant residual at the
galaxy’s center (Claeskens et al. 2006; Suyu et al. 2013). The Sérsic
profile is given by

I(x, y) = Ie exp


−k
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©­­«

√
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L

Reff

ª®®¬

1/ns

− 1





, (2)

where Reff is the effective radius, Ie is the surface brightness at
Reff , qL is axis ratio, ns is the Sérsic index, and k is a normalizing
constant so that Reff becomes the half-light radius (Sérsic 1968).
The position angle for the light distribution is PAL. To constrain the
degeneracy between the pairs of Reff and ns in the double Sérsic
profile, we fix ns = 1 and ns = 4, i.e., the exponential profile
and the de Vaucouleurs profile respectively (de Vaucouleurs 1948).
For simplicity, we also join the ellipticity parameters qL and PAL

between the two Sérsic profiles.
We reconstruct the source galaxy’s light distribution with a

basis of shapelets and a Sérsic profile (Refregier 2003; Birrer
et al. 2015). The order parameter nmax determines the number of
shapelets as Nshapelets = (nmax + 1)(nmax + 2)/2. The scale size of
the shapelets is ruled by the scaling parameter β.

3.2 Optimization and inference

We obtain the posterior probability distributions for our model pa-
rameters using the Markov chain Monte Carlo (MCMC) method.
If the MCMC sampling is started from a point close to the max-
ima of the posterior, the chain can converge with relatively less

2 � https://github.com/ajshajib/dolphin
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computational time. Therefore, we first optimize the lens model to
get a point close to the maxima of the posterior. We use the par-
ticle swarm optimization (PSO) method for this step (Kennedy &
Eberhart 1995). To further make this optimization computationally
efficient, we adopt the following optimization recipe:

1. Join the deflector mass and light centroids and fix the logarith-
mic slope γ = 2 and shear magnitude γext = 0 for all the steps
below.

2. Create a mask for the lensed arcs. We provide the algorithm
to automatically make the mask for the arcs in Appendix B. Fix
all the model parameters except for the deflector’s light profile.
Optimize the deflector light parameters masking the lensed arcs.

3. To find a good starting point for the source light parameters,
fix the lens model parameters and the deflector light parameters.
Fix the Einstein radius RE and ellipticity parameters {qm, PAm}

to the values measured by the SLACS analysis (Auger et al.
2009). If such pre-determined values are not available, RE can
be fixed to an approximate guess and the ellipticity parameters
can be set to the values for the circular case. Fix the shapelet
scale parameter β = 0.1 arcsecond. Optimize only the remaining
source light parameters to find an approximate position of the
source on the source plane. Note, in this step the lensed arcs are
not masked.

4. Keep the deflector light parameters fixed and optimize for the
source parameters and the PEMD parameters together. Keep β =
0.1 arcsecond fixed in this step.

5. Free β and optimize all the non-fixed parameters together.
6. Repeat steps 2–5 with the current initial conditions from the

previous step.

We notice prominent residuals at the center of the deflector
after performing the above automated procedure. This is expected
because the centers of elliptical galaxies are not perfectly described
by Sérsic profiles and our signal-to-noise ratio is very high in the
center. To avoid bias in the model from this poor fitting of the deflec-
tor light profile at the center, we mask out the central 0.4 arcsecond
and rerun the whole fitting procedure. The deflector light profile pa-
rameters for these systems are constrained from the light distribution
that falls outside the central masked region. However for four sys-
tems – J0252+0039, J1112+0826, J1313+4615, and J1636+4707
– masking the deflector center leads to even poorer quality fits as
evaluated with the p-value of the χ2 statistic. Therefore, we do not
mask the deflector centers for these four systems.

We set nmax = 6 for most of the lens systems in our sample.
However, for the following systems we have adopted the following
nmax values through trial-and-error with the above optimization
procedure – J0252+0039: 10, J0959+0410: 15, J1250+0523: 12,
J1313+4615: 10, J1630+4520: 15.

After the pre-sampling optimization, we then initiate the
MCMC sampling from the optimized lens model after step 6. Dur-
ing the sampling, we free the parameters γ and γext that were fixed in
the optimization step. We also independently sample the centroids
of the deflector mass and light distributions. We perform the MCMC
sampling using emcee, which is an affine-invariant ensemble sam-
pler (Goodman & Weare 2010; Foreman-Mackey et al. 2013). We
assure the convergence of the chain by checking that the median and
standard deviation of the emcee walkers at each step have reached
equilibrium.

After our uniform modelling procedure for the 50 initially
selected lenses, we vet for reliability of the lens models based on
the following criteria: (i) absence of prominent model residuals
indicative of poor source reconstruction, and (ii) the median of the

inferred logarithmic slope has not converged to too low (γ . 1.4)
or too high (γ & 2.8) values. The γ distribution can converge
toward such extreme values if the lensed arcs are faint and thus the
lensing information contained in the imaging data is not sufficient to
constrain γ. When γ is too small (γ . 1.4), a central image will be
produced in the lens models, which is not observed in the imaging
data by looking at the color distribution. However, since we mask out
the central region for most of our lens systems, a central image is not
directly penalized in the likelihood term. Moreover, since the lensed
arcs are relatively fainter, prominent residuals are not noticeable
in the lens models even if the source reconstruction is poor. We
treat such extreme values of γ as numerical artifacts due to weak
constraining power of the imaging data and remove these systems
from our sample. Note that criterion (ii) is practically a uniform
prior median(γ) ∼ U(1.4, 2.8). After this vetting procedure, we
are left with 23 systems with reliable lens models. We show the
lens images and the models in Figures 1, 2, and 3. We tabulate the
marginalized posteriors of the lens model parameters in Table 1.

3.3 Effect of PSF on measured logarithmic slope

We check the effect of the PSF choice on the measured logarithmic
slopes. We adopt the following five PSF choices for this test:

(i) tinytim PSF with G2V star SED as our baseline PSF,
(ii) tinytim PSF with Sc galaxy SED at redshift 〈zs〉 = 0.62,

which is the average source redshift in our sample,
(iii) tinytim PSF with elliptical galaxy SED at redshift 〈zd〉 =

0.20, which is the average source redshift in our sample,
(iv) a PSF created from re-centering and stacking star cutouts

from the corresponding HST image, and
(v) effective PSF (ePSF) created from the stars from the corre-

sponding HST image (Anderson & King 2000).

For PSF choices (iv) and (v), reliable PSFs could be extracted only
for the ACS images. Therefore, we only check with PSF choice (iv)
and (v) for nine systems with ACS images from our sample. We
re-optimize our lens models for PSF types (ii) to (v). We compare
the measured logarithmic slopes with these PSF choices in Figure
4. The mean deviation |∆| ∼ 0.001–0.009 of the logarithmic slope
distribution is negligible relative to the uncertainty of the individual
logarithmic slope (typicallyσγ & 0.04) when the SED of the PSF is
varied. However, a scatter of approximately 0.02–0.03 is introduced
in the logarithmic slope distribution from the choice of PSF.

4 STRUCTURAL PROPERTIES OF LENS GALAXIES

In this section, we report our findings on the structural properties
of the lens galaxies. In Section 4.1, we present the distribution
of the logarithmic slopes constrained from the lensing-only data.
Next in Section 4.2, we combine stellar kinematics with the lensing
observables to infer the amount of contraction in our sample.

4.1 The distribution of logarithmic slopes

We plot the distribution of the SLACS lenses in our sample on the
γ–RE/Reff plane in Figure 14 left-hand panel. For comparison, we
also plot the distribution of the 13 strongly lensed quasar systems
from Shajib et al. (2019). Strong lensing constrains the slope of the
projected mass profile at the Einstein radius. Therefore, if we assume
that elliptical galaxies are self-similar, then this plot illustrates the
distribution of slopes of the projected mass density at different
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and sum over p(wi | Di)/p(wi). We approximate p(wi | Di) with
a Gaussian mixture model (GMM) of the corresponding samples
drawn using MCMC. Before fitting the GMM, we smooth the distri-
butions of the MCMC samples using the kernel density estimation
(KDE) method with Silverman’s rule for the bandwidth (Silverman
1986). The number of components in the GMM for each individual
lens posterior p(wi | Di) is selected using Bayesian information
criterion (BIC) and it is typically within 5–10.

We illustrate the posterior distributions of the population-level
parameters in Figure 6, and tabulate their point estimates in Table 2.
In Figure 7, we highlight some of the important results from Figure
6 along with their interpretations for galaxy properties. We infer
the mean halo response parameter µν = −0.06 ± 0.04 and intrinsic
scatter σν ≤ 0.092 (95 per cent upper limit), which is consistent
within 1.5σ with no contraction on average for our lens sample.

We compute the dark matter fraction fdm within Reff/2 di-
rectly from the decomposed dark and stellar mass distributions. We
show the γ– fdm distribution in Figure 8. We find moderate anti-
correlation between γ and fdm with the biweight midcorrelation
r = −0.39 ± 0.15. The anti-correlation is expected as a shallower
total mass profile slope will require higher contribution from the
dark matter to lower the total mass profile’s slope. The distribution
of fdm in our sample has a mean of 〈 fdm〉 = 0.27 ± 0.02 and a
scatter of 0.14 ± 0.01.

4.2.2 M/L gradient for stellar mass distribution

Next, we incorporate a M/L gradient for the stellar mass distribu-
tion. We parameterize a power-law M/L gradient as

Υ(R) = Υe

(
R

Reff

)−η
, (13)

where Υe is the M/L at Reff . However, this parameterization di-
verges for η > 0 as R → 0, the total stellar mass computed using
the concentric Gaussian decomposition method stays finite. More-
over, the observed lensing properties and the kinematic properties
are mostly sensitive to the mass distribution near the Einstein radius
and the effective radius, respectively. As a result, the deviation from
the exact relation near the center (.0.01 arcsec) in our Gaussian-
decomposed approximation does not noticeably impact our analysis.

We perform the same analysis from Section 4.2.1, but with
the M/L gradient implemented in the stellar mass distribution. As
a result, the model parameters for individual lenses are extended
to w ≡ {ν, aani, fgal, rNFW

s , ρNFW
s , η}. We only allow positive

values for η as previous observations suggest that the M/L is higher
at the center than outer region of elliptical galaxies (e.g., Martín-
Navarro et al. 2015; van Dokkum et al. 2017). As we want to
adopt an uninformative prior on the order of magnitude of η, we
take a Jeffrey’s prior on η as p(η) ∝ 1/η, which is equivalent to
a uniform prior on log η. We set the bounds of the uniform prior
on log η as p(log η) ∼ U(log 10−3, 0). Furthermore, the population
level parameters for the Bayesian hierarchical inference are also
extended to τ ≡ {µν, σν, µaani, σaani, µ fgal

, σfgal
, µlogη, σlogη}.

We infer the 95 per cent upper limit of exp(µlogη) distribution
to be 0.02. The mean halo response parameter for the sample is
µν = −0.03+0.04

−0.05
with intrinsic scatter σν ≤ 0.074 (95 per cent

upper limit), which is consistent with no contraction in the NFW
halo (Figure 6). We show the distribution of the inferred fdm and
the logarithmic slope γ in Figure 8. The distribution of fdm in our
sample for the M/L gradient model has a mean 〈 fdm〉 = 0.28±0.02

and an intrinsic scatter of 0.15 ± 0.02.

To check for the impact of the M–c relation prior in this anal-
ysis, we perform the joint lensing–dynamics analysis without the
M–c relation prior. We find that the uncertainties on the model
parameters for each lens system expectedly increase without this
prior, and the posteriors from with or without the prior are consis-
tent within 1σ (Figure 6, Table 2).

We also check for the impact of our fiducial cosmology, in
particular the Hubble constant, on our inference. We perform the
joint lensing–dynamics analysis with H0 = 67 km s−1 Mpc−1 and
with H0 = 74 km s−1 Mpc−1. We find all the posterior distributions
to be consistent within 1σ. Therefore, our inference is not sensitive
to the choice of the Hubble constant.

We show the surface density profiles and the deprojected 3D
density profiles of the dark matter and stellar components of the
total mass distribution for all the lens galaxies in Figures 9 and 10,
respectively. In Figure 11, we illustrate the median deviation of the
NFW+stars model from the power law in the total surface density
profile and the local logarithmic slope. The total density profile com-
bining dark matter and stars deviates higher by ∼5 per cent (median
value) at the Einstein radius with a median absolute deviation of ∼7
per cent within our sample. Here, the median absolute deviation is a
proxy for the intrinsic scatter. The local slope of the density profile
at the Einstein radius is shallower by ∼2 per cent (median value)
with median absolute deviation of ∼2 per cent. These deviations are
sensitive to our adopted prior on M200. If we choose a prior with
lower mean halo mass such as log10 M200 ∼ N(12.9, 0.5) – which
corresponds to the BOSS constant-mass (CMASS) galaxies with
mean redshift z ≈ 0.6 (Sonnenfeld et al. 2019a) – the resultant pro-
files would be within 0.8 per cent of the power laws at the Einstein
radius (Figure 11).

5 DISCUSSION AND COMPARISON WITH PREVIOUS

STUDIES

In this section, we compare our results with previous studies based
on observations and simulations, and interpret them in the context
of elliptical galaxy evolution. First in Section 5.1, we discuss the
central results of this study on the elliptical galaxy structure. We
then place these results in the context of massive elliptical galaxy
evolution in Section 5.2. We discuss our results on the M/L-gradient
and its implication for the stellar IMF in Section 5.3. We discuss the
implication of our results for time-delay cosmography in Section
5.4. We state the limitations of this study in Section 5.5.

5.1 Elliptical galaxy structure

The main results of this study on the elliptical galaxy structure
are: (i) the dark matter distribution in massive elliptical galaxies at
z ∼ 0.2 are not contracted and close to an NFW profile on average
(i.e., µν ∼ 0), and (ii) the total density profile combining the dark
matter and stars is close to isothermal (i.e., 〈γ〉 ∼ 2).

5.1.1 Dark matter contraction

Our result on the dark matter contraction agrees with Dutton &
Treu (2014), who also find no contraction in SLACS galaxies using
the lens models from Auger et al. (2010b). Similarly, Sonnenfeld
et al. (2015) and Newman et al. (2015) find that the inner slope
of the dark matter distribution is consistent with the NFW profile
within the uncertainty for their samples of massive elliptical galaxy
halos and group-scale halos, respectively. Therefore, these findings
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joint lensing–dynamics analysis. Thus, our joint lensing–dynamics
analysis is insensitive to the external convergence.

In our adiabatic contraction model, we assume that the stel-
lar mass distribution initially resembled the NFW profile following
the adiabatic contraction model of Blumenthal et al. (1986). This is
certainly not true as the stellar mass delivered to the elliptical galax-
ies through mergers did not resemble the NFW profile at the time
of the merger. However, cosmological hydrodynamical simulations
have shown that such a simple model can reproduce the contracted
profile of the dark matter even after gas-rich mergers, albeit with a
modification in the adiabatic invariant quantity r M(r) (e.g., Gnedin
et al. 2004; Duffy et al. 2010). We adopted the modification of Dut-
ton et al. (2007), which can approximate the contracted profiles of
both Gnedin et al. (2004) and Abadi et al. (2010). However, since
cosmological hydrodynamical simulations have so far been unable
to match all the properties of their observational counterparts, our
simple model for adiabatic contraction may not be fully justified to
truthfully represent the interplay between the baryonic and the dark
matter distributions. Such inconsistencies may be identified by an
alternative analysis of the same sample that adopts the generalized
NFW profile for the dark matter distribution, and compare the re-
sults with the ones from our the adiabatic contraction model. We
leave such explorations for future studies.

6 SUMMARY

We uniformly modelled a sample of 23 SLACS lenses and con-
strained their structural properties from a joint lensing–dynamics
analysis. The lens modelling in this study is different from the orig-
inal SLACS analysis, in which the lens images were modelled by
fixing the logarithmic slope to γ = 2 and then the logarithmic
slopes were inferred from the stellar kinematics. In contrast, in this
study we first estimate the logarithmic slopes only from the lens-
ing observables, i.e., the lens image. We then combine the stellar
kinematics to constrain the amount of contraction in the dark mat-
ter distribution for two models of stellar mass distribution: (i) with
constant M/L and (ii) with M/L gradient. We summarize the main
results of this paper below.

• From the combination of lensing and kinematic observables,
we constrain the average halo response parameter µν = −0.06±0.04

with intrinsic scatter σν ≤ 0.092 (95 per cent upper limit) for a con-
stant stellar M/L model. For a stellar M/L gradient model, we find
µν = −0.03+0.04

−0.05
and σν ≤ 0.074. Our results are consistent with a

dark matter halo described by an NFW profile with no contraction
nor expansion. For comparison, the Blumenthal et al. (1986) model
corresponds to ν = 1, the contraction in Gnedin et al. (2004) sim-
ulations correspond to ν = 0.8, and the contraction in Abadi et al.
(2010) simulations correspond to ν ∼ 0.4 – which are all ruled out
by our result. Our results are consistent with a scenario in which
elliptical galaxies grow by dissipational processes at z & 2, steep-
ening their dark matter halos. At later times, AGN feedback – with
potential additional contributions from dynamical heating through
accretion events – expand the dark matter halos back to an NFW
profile, on average.

• The distribution of logarithmic slopes γ for the power-law
model constrained from the imaging-only data has a median

〈γ
lensing

PL
〉 = 2.08 ± 0.03 and an intrinsic scatter 0.13 ± 0.02. This

is consistent with the slope distribution from the SLACS analysis
〈γLD

PL
〉 = 2.078 ± 0.027 with an intrinsic scatter of 0.16 ± 0.02. We

find that the NFW+stars profile constrained from our joint lensing–

dynamics analysis only deviates by . 5 per cent on average near
the Einstein radius (RE ∼ Reff/2 for our sample), with even smaller
deviation at smaller scales. The small deviation in the mean com-
pared to the intrinsic scatter explains the good agreement between
the average local logarithmic slope from lensing-only data and the
radially averaged logarithmic slopes from Auger et al. (2009).

• For the stellar M/L gradient model, we find that most galaxies
do not require a significant M/L gradient. The 95 per cent upper
limit for the sample mean of the exponent η in our M/L-gradient
model Υ ∝ (R/Reff)

−η is 0.02, which corresponds to .5 per cent
decrease in M/L between 0.1Reff and Reff . Moreover, the inferred
stellar masses from joint lensing–dynamics analysis for the galaxies
in our sample is consistent with the Salpeter IMF, with the IMF
mismatch parameter 〈log10 α

Salp〉median = 0.00 ± 0.03 with an in-
trinsic scatter 0.11+0.03

−0.02
. Such a heavy IMF in the central regions of

the elliptical galaxies can be explained by a different star-forming
environment than in the Milky Way, e.g., the presence of turbulence
in high gas density.

In the future, larger samples of galaxy–galaxy lenses at dif-
ferent redshifts will be able to further constrain the evolutionary
tracks of elliptical galaxies. Such larger samples can be assembled
from past surveys with available high-resolution imaging and an-
cillary data, e.g., the full SLACS sample (Auger et al. 2009), the
Strong Lensing Legacy Survey (SL2S) sample (Sonnenfeld et al.
2013), and the SLACS for the MASSES (S4TM) sample (Shu et al.
2017). Current surveys such as the Dark Energy Survey (DES) and
the Dark Energy Spectroscopic Instrument (DESI) Legacy Imag-
ing Surveys are producing new galaxy–galaxy lens candidates for
confirmation and follow-up on the order of hundreds (Jacobs et al.
2019a,b; Huang et al. 2020). Future surveys, e.g., the Vera Rubin
Legacy Survey for Space and Time and the Nancy Grace Roman
Space Telescope, will increase the number of newly discovered
galaxy–galaxy lenses to thousands (Collett 2015). An automated
and uniform modelling pipeline will be essential to study such large
samples of lenses and this paper has taken the initial steps towards
such an automated pipeline.
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APPENDIX A: MASS AND LIGHT ALIGNMENTS

Alignment between the dark and baryonic components of mass dis-
tribution can be used to validate the predictions from simulations.
In elliptical lens galaxies, the misalignment between the mass and
light is observed to be within ±10◦ in the absence of large exter-
nal shear effects (&0.1), whereas larger misalignments are usually
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accompanied with large external shear (e.g., Keeton et al. 1998;
Koopmans 2006; Treu et al. 2009; Sluse et al. 2012; Shajib et al.
2019). This observation agrees well with the illustris simulation
(Xu et al. 2017). However, there have been mismatching reports in
the literature on the correlation between the light and mass elliptic-
ities or axes ratios, which can most likely be attributed to different
selection functions. The differences in the selection functions can
arise from different lens-finding methods and from different pop-
ulation of lenses – e.g., quads or doubles, galaxy–galaxy lenses or
lensed quasars. For example, Koopmans (2006); Sluse et al. (2012);
Gavazzi et al. (2012) report strong correlation between mass and
light ellipticities. In comparison, Keeton et al. (1998); Ferreras et al.
(2008); Rusu et al. (2016); Shajib et al. (2019) find weak to no cor-
relation between the mass and light ellipticities.

In this appendix, we investigate the alignment between mass
and ellipticities and their correlation with some other model pa-
rameters. We present the results in Section A1 and discuss them in
Section A2.

A1 Results

We illustrate the distributions of these quantities in Figure A1.
In the following subsections, we present the offset between the
centroids and the misalignments between ellipticity magnitudes and
orientations.

A1.1 Centroid

We find a root-mean-square (rms) scatter of 67 ± 5 mas in the
centroid offset. For our fiducial cosmology, the 68 per cent and 95
per cent upper limits of the absolute offsets are 218 ± 19 pc and
426 ± 68 pc, respectively (Figure A1 first panel).

A1.2 Ellipticity

We find a weak correlation between the axis ratios of the mass and
light distributions with a biweight midcorrelation of r = 0.54±0.08

(Figure A1 middle panel). Biweight midcorrelation is similar to the
Pearson’s r coefficient. However, it depends on the median instead
of the mean, thus it is more robust against outliers (e.g., Beers et al.
1990). We get the uncertainty in the midcorrelation by sampling
the axis ratios of all the lenses 1000 times from their posterior
distributions.

We check if the lens systems are double-image or quadruple-
image systems by checking the number of images produced by the
lens models for a hypothetical point source located at the source
centers. We find 19 out of 23 lenses to be double-image systems
and the remaining 4 to be quadruple-image systems. The majority of
doubles explain the lower ellipticity and shear distributions observed
in the SLACS sample compared to that of the quadruply lensed
quasars (Figure A1).

A1.3 Position angle

While comparing the position angles of the mass and light, we
ignore 4 lenses with qm > 0.9 and qL > 0.9, as the estimate of
the position angle in low-ellipticity cases can be unreliable. Out of
the remaining 19 lenses, we find 16 to have misalignment angle
∆PA≤ 12 deg. The three systems with ∆PA> 12 deg have relatively
higher external shear γext & 0.05 (Figure A1 right panel).

A2 Discussion

We find moderate correlation between axis ratios of the mass and
light (biweight midcorrelation r = 0.55 ± 0.09). Although Gavazzi
et al. (2012) and Sluse et al. (2012) both report strong correla-
tion between mass and light ellipticities, we compute the biweight
midcorrelation from the values reported by these authors to find
r = 0.26 ± 0.07 (weak correlation) from the galaxy–galaxy lenses
of Gavazzi et al. (2012) and r = 0.91 ± 0.02 (very strong cor-
relation) from the lensed quasars of Sluse et al. (2012). Addi-
tionally, Kostrzewa-Rutkowska et al. (2014) find strong correlation
(r = 0.77 ± 0.16) from a sample of 9 galaxy–galaxy lenses from
the Cambridge And Sloan Survey Of Wide ARcs in the skY (CAS-
SOWARY). In contrast, Shajib et al. (2018) find very weak to no
correlation between mass and light for a sample of 13 quadruply
lensed quasars (r = 0.13 ± 0.10). Similarly, Keeton et al. (1998),
Ferreras et al. (2008), and Rusu et al. (2016) also find no correlation
between the mass and light ellipticities. Some of the differences be-
tween these studies, including ours, can be due to the differences in
the data quality, analysis techniques, and adopted models. Some of
these differences can also be due to the selection function, for exam-
ple between the galaxy–galaxy lenses and lensed quasars. SLACS
is deflector-selected and mostly comprises doubly lensed objects,
whereas quadruply lensed quasars are expected to be strongly se-
lected to favor big inner caustics (Dobler et al. 2008; Collett &
Cunnington 2016). Therefore, they favor high ellipticity and shear.
Moreover, the SLACS sample has a smaller average redshift than
the sample of quasar lenses, e.g., from Shajib et al. (2019). Thus,
the line-of-sight effect is much less important for SLACS than for
the lensed quasars. As Shajib et al. (2019) model their quasar lens
sample using HST imaging of comparable quality, similar models,
and the same modeling software as in this paper, the observed dif-
ferences between the SLACS sample and the quasar lens sample
in Figure A1 have to arise from the differences in the selection
functions.

We find that in most galaxies with moderate ellipticity (q ≤

0.9), the major axes of the mass and light distributions are well
aligned within ±12 deg. The lenses with large misalignment (∆PA>
12 deg) also have relatively larger (γext & 0.05) external shear
within the sample. This result is consistent with previous studies
(Kochanek 2002; Ferreras et al. 2008; Treu et al. 2009; Gavazzi et al.
2012; Sluse et al. 2012; Bruderer et al. 2016; Shajib et al. 2018). The
absence of systems with large misalignment angle and low external
shear is consistent with the prediction of galaxy formation models
that highly misaligned orbits in isolated galaxies are unstable and
thus rare (e.g., Adams et al. 2007; Debattista et al. 2015). Only
in blue starburst galaxies – unlike the galaxies in our sample –
constant gas-flow can sustain highly misaligned orbits (Debattista
et al. 2015).

APPENDIX B: ALGORITHM TO MASK THE LENSED

ARCS

We illustrate the algorithm for creating the mask for the lensed arcs
in Figure B1.

APPENDIX C: SELECTED SLACS GALAXIES FOR

MODELLING

We provide the list of selected galaxies in Table C1.
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