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Abstract

Many state estimation and control algorithms require knowledge of how probability distributions propagate through dynamical
systems. However, despite hybrid dynamical systems becoming increasingly important in many fields, there has been little
work on utilizing the knowledge of how probability distributions map through hybrid transitions. Here, we make use of a
propagation law that employs the saltation matrix (a first-order update to the sensitivity equation) to create the Salted Kalman
Filter (SKF), a natural extension of the Kalman Filter and Extended Kalman Filter to hybrid dynamical systems. Away from
hybrid events, the SKF is a standard Kalman filter. When a hybrid event occurs, the saltation matrix plays an analogous role
as that of the system dynamics, subsequently inducing a discrete modification to both the prediction and update steps. The
SKF outperforms a naive variational update — the Jacobian of the reset map — by having a reduced mean squared error in
state estimation, especially immediately after a hybrid transition event. Compared a hybrid particle filter, the particle filter
outperforms the SKF in mean squared error only when a large number of particles are used, likely due to a more accurate
accounting of the split distribution near a hybrid transition.
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1 Introduction

From legged robots to manipulator systems, many im-
portant contemporary control problems revolve around
systems that make and break contact with their envi-
ronments. These contact events are often represented
as a discrete change to the system dynamics which in-
troduces complexity for state estimation and control, as
classic methods assume smoothness [8, 9, 18, 37]. These
“hybrid systems” [2, 17, 30] are systems with both con-
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tinuous states (such as the position and velocity of a
robot’s center of mass and joints) and discrete states
(such as whether or not a limb is in contact with the
ground). Lacking out-of-the-box solutions, state estima-
tion for these systems is a frontier with novel difficul-
ties [10, 35], including how to deal with nonlinear dy-
namics on the continuous phases [5], discrete jumps in
the continuous state [3], and real time computation [39].

In this work we propose a Kalman-like filter compati-
ble with hybrid dynamical systems while also avoiding
the combinatorial effects of considering multiple modes
simultaneously [39]. To do this, we apply the saltation
matrix (a standard tool from non-smooth analysis [29])
to propagate state uncertainty covariance through hy-
brid transitions [7]. The saltation matrix provides a first
order approximation of the effects of a hybrid domain
change based on the dynamics in the individual modes,
the reset functions, and the location of the reset. It might
be assumed that the propagation of uncertainty through
hybrid transitions could be approximated by simply ex-
amining the first order approximation of the reset map
itself, i.e. the Jacobian of the reset map. For example, [18]
and [9] assume that the hybrid transition does not affect
the second moment of the distribution; i.e the reset map
is identity and therefore the Jacobian would be an iden-
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Fig. 1. Flowing an initial distribution (blue dots) with co-
variance (red solid line) along a nominal trajectory (blue
dashed line) through hybrid systems with dynamics (arrows)
and a single guard (black dashed line). The final distribution
(green dots) is overlaid with the actual covariance (black
line). Estimated covariance using the Jacobian of the reset
map (red dashed line) is compared against our proposed es-
timate using the saltation matrix (gold dashed line).

tity matrix. However, this approach does not take into
account the differing dynamics in the distinct modes.
The inaccuracy of the naive approach can be seen in Fig.
1, where the system has an identity reset map but keep-
ing the second moment constant through the transition
does not capture the effect of the hybrid transition on
the distribution. As such, attempting to use the Jacobian
of the reset map, while a “natural” idea, is ultimately
incorrect.

The remainder of this paper is organized in the follow-
ing manner. Section 2 provides a brief review of the hy-
brid system estimation literature. Section 3 defines the
problem that we seek to solve in this work as well as es-
tablishing the notation and conventions used. Section 4
introduces the “Salted Kalman Filter” (SKF), which is
a Kalman Filter augmented with the capability to prop-
agate the estimated first and second moments through
hybrid transitions. Section 5 explains the experiments
used to validate the performance of the Kalman filter.
Section 6 compares results from using the SKF to results
using the Jacobian of the reset map and to a particle fil-
ter. Finally, Section 7 provides a discussion of the work
presented and potential future work.

2 Related Work

There has been a variety of work on the topic of state
estimation for systems with differing dynamics and dis-

crete modes, however current approaches either do not
consider systems with state-driven mode transitions (i.e.
are limited to the “switched system” case) [4, 10, 11, 15,
21, 35] or are computationally expensive and difficult to
run in an online filtering setting [27, 39).

Our work seeks to understand how distributions are
propagated through state-driven hybrid dynamical sys-
tems by applying knowledge from non-smooth systems
literature [1, 20, 23] in order to make simplifying assump-
tions which retain sufficient information for the purposes
of online state estimation.

2.1 Hybrid System Estimators

One approach to filtering on hybrid systems with lin-
ear dynamics is to use a filter bank where a filter is as-
signed to each discrete mode and the output of the fil-
ter with the lowest residual is used as the current state
estimate [4]. Another style of filter bank method mixes
the outputs of individual filters by utilizing a probability
weight calculated based on measurement residuals and
a posteriori estimate likelihoods such as the interacting
multiple model (IMM) [10]. These filtering methods have
been extended to hybrid systems with nonlinear dynam-
ics [5] and hybrid systems with non-identity reset maps
during hybrid transitions [3]. However, these filtering
bank strategies consider hybrid systems with transitions
that do not depend on continuous state and therefore
do not account for the effect that the continuous state
dependent transitions have on the distribution. This is
an issue because the first 2 moments of the distribution
are not guaranteed to be captured after a transition.

Particle filtering approaches seek to represent uncer-
tainty distributions directly with a variety of sample
points rather than by representing belief as a paramet-
ric (e.g. Gaussian) distribution [26, 27]. One of the ma-
jor drawbacks of particle filters and related methods is
that they are computationally expensive - may require
(O(2™)) where n is the number of states [36]. Because
of this, it may be difficult to utilize them in a real-time
setting.

Some optimization based methods seek to circumvent
this issue of computational complexity by simultane-
ously selecting the continuous and discrete states over
all timesteps to minimize the error associated with the
measurements and the dynamics [16, 39]. The resulting
optimization problem requires a much higher computa-
tional load compared to causal forward time stepping
methods such as Kalman filters and finite impulse re-
sponse filters whose computational burden is polynomial
in the dimension of the state, e.g. methods that rely on a
fixed finite number of matrix products per timestep and
as such may be limited to offline estimation settings.

Online state estimation methods have been created for
complex systems with continuous states and discrete



modes, such as the case for legged robots making and
breaking contact with the ground [9, 18]. In these set-
tings, an extended Kalman filter is used to estimate
the continuous states and the discrete mode is directly
measured through contact sensors. The primary focus
of these works is on the continuous phases rather than
the discrete mode transitions due to the presence of di-
rect mode sensing. Therefore, these estimators do not
directly work for general hybrid systems, because there
might not be a sensor to determine the hybrid event and
there might be discontinuous jumps in the state.

2.2  Non-smooth systems and the saltation matriz

This work makes extensive use of the saltation matrix [1,
12, 20, 29], which is a discontinuous update to the vari-
ational equation solution [25] and is a key part of lin-
earizing hybrid dynamics around a chosen trajectory.
They have previously been used to analyze stability of
periodic solutions [1], trajectory sensitivity [20], and in-
finitesimal contraction [12]. Most importantly for this
work, the saltation matrix has also been used to derive
a covariance propagation update law for mapping distri-
butions through hybrid transitions [7].

3 Problem Formulation

The specific problem we seek to address in this work is
the estimation of continuous states of a hybrid dynamical
system given:

) A model of the dynamics in each mode.

) A model of how the state resets between modes.
) The location of the hybrid guards.

) Measurements of the system’s continuous state.

We are specifically not considering:

(1) The probability of the discrete state.

(2) Hybrid systems with intersecting guards [32, § 3-4]
(e.g. in a walking system when multiple feet impact
simultaneously).

As many of these terms have multiple possible mathe-
matical meanings, in this section we provide the essen-
tial definitions used in this work.

While there are many similar definitions for a hybrid
dynamical system, e.g. [2, 17, 30], in this work we de-
fine a C" hybrid dynamical system, closely following [23,
Def. 2]:

Definition 1. A C" hybrid dynamical system, for
continuity class r € Nsg U {oo,w}, is a tuple H =
(T, I,D, F,G, R) where the constituent parts are defined
as:

(1) J = 1{I,J,..

modes.

K} C N is the finite set of discrete

(2) I' C J x J is the set of discrete transitions form-
ing a directed graph structure over J .

(8) D :=1Ujcy Dy is the collection of domains where
Dy is a C" manifold with corners [24, 28].

(4) F := ljegFy is a collection of C" time-varying
vector fields, Fr : R x Dy — T Djy.

(5) G := U, ner G,n(t) is the collection of guards,
where G(y,7)(t) C Dy for each (I1,J) € I' is defined
as a sublevel set of a C" function, i.e. Gy 5)(t) =
{z € Drlg(r,s(t ) < 0}

(6) R:RxG — DisaC" map called the reset that
restricts as R jy = Rlc ;.0 + Gu.n(t) = DJ
foreach (I,J) eI

An execution of a hybrid system [23, Def. 4] starts with
initializing a state in some hybrid domain Dy, where [
is a discrete mode in 7. The dynamics on I, F7, are fol-
lowed until the trajectory reaches a guard Gz y), where
(I,J) is a discrete transition in I". This triggers the hy-
brid transition from mode I to mode J and the reset map
R(1,7) is applied to the state to initialize the new state in
hybrid domain D;. The execution is defined over a hy-
brid time domain [23, Def. 3], which is a disjoint union
of closed time intervals where the start and end of an
interval is labeled with an under or over bar [t;,;].

A classic result [19, Thm. 1,§ 15.2] for a smooth system
& = f(x) is that we can linearize around a trajectory
¢*(x) using the so-called variational equation

2 Dyt (z0) = Do f((z0) Dadt(z0) (1)

dt

where D, is the Jacobian with respect to x.

For the type of hybrid systems we consider, an analo-
gous equation exists, but additional care must be taken
to treat hybrid events consistently. As shown in [1, 6, 20,
29], if for some time 7 the execution ¢” (o) intersects a
single surface of discontinuity G ; ;) at time ¢;, the vari-
ational equation must be updated discontinuously with
the so-called saltation matriz =z y)(t;,z(#;)), which is
defined at time ; such that state x(t;) € G ).
Definition 2 ( [12, Prop. 2]). The saltatwn matri:v,

(Fj — DyR-F; — D;R) D,g
Dig+ Dyg - Fr

[1]

=D, R+

(2)

(1]

= Z(r,0 (ti, z(t:)), Fr = FI(Ez‘,x( i)
DR := D, Ry (ti,2(f:)), DiR = DRy (5, (%))
Dyg = Dag1,1)(ti, z(t:)), Dig:= Dig J)( x(t;))

Fy:= F‘J(J—Q—laR(l J) (t_ux(_))

is the first order approximation of variations at hybrid
transitions from mode I to J and maps perturbations to



first order from pre-transition dz(t;) to post-transition
6x(t; 1) during the ith transition in the following way®* ,

where h.o.t. represents higher order terms, i.e, o(||0x]|).

Hybrid systems of the type given in Def. 1 can exhibit
complex behavior including sliding [22], branching [34],
Zeno, and more. To ensure that the saltation matrix is
well defined for all transitions, we accept the assump-
tions (which are conventional, e.g., [1, 6, 13, 29]) enu-
merated in [12, Assumptions. 1] to limit the class of
hybrid dynamic systems under consideration to possess
piecewise-smooth trajectories. In particular, a key as-
sumption is that transitions are transverse, i.e.,

d
7190.9) (t,z(t)) =
Dig(r,5y(t, ) + Dagr,gy(t, ) - Fr(t,z) <0, (4)

Note that (4) restricts the definition of the guard from
Def. 1 to be both a sublevel set and only exist when
the vector field is transverse to it at the boundary. That
is, we can write each guard set G s as the following,
where g := g(1, ), and x(t) is a trajectory in Dy

G([J) = {CC € Dy

o(t.2) <0, Galt.a(0) <0} )

Intuitively, transversality implies that trajectories ini-
tialized nearby a given G/, j) undergo exactly one tran-
sition for small times. This assumption also ensures the
denominator in (2) does not approach zero.

With these definitions and assumptions, we can now ap-
ply the saltation matrix to propagate covariance [7, Eq.
17] as part of a dynamic update of a probability distri-
bution at a hybrid transition,

Proposition 1. When the higher order terms are zero,
the mean v and covariance ¥ of a hybrid system at the
time of a reset are updated as,

1ty 1) = Ry (s, p1*) (6)
S(tigr) = Z,n G ) S 1) 00 G p)T (1)

where p* := u(t;).
4 Kalman filtering for hybrid systems

In this section, we present the Salted Kalman Filter
(SKF) by applying Prop. 1 on the mapping of second mo-
ments to Kalman filters, which enables their use on hy-
brid dynamical systems. First, we assume VI, Fy(t,z) =

! For a detailed description of the saltation matrix and its
role in linearization, see [29].

Ar(t)x + By(t)u(t), i.e. each mode’s vector field is lin-
ear. Note that for a non-linear or linear time varying F7,
A and By are obtained through sampling. Discretized
linear matrices with timestep A are denoted with A; A
and B a. To simplify expressions for discrete timesteps,
we abuse notation and use a(k) := a(ty) for any rele-
vant function a. Without loss of generality, we assume
the case u(k) = 0V k. To start, the stochastic differ-
ence equations considered for the standard Kalman fil-
ter [38, Eqn. 1.1] on domain I for a hybrid dynamical
system with linear dynamics are given by

x(k+1):= Arax(k) + wra(k) (8)

where the process noise, wr a, is sampled from a zero
mean Gaussian distribution with covariance Wy A at
each timestep where the effect of the noise is constant
throughout the timestep and is handled by integration.

te+A
fr.a(z,u,w(k)) :/ (Fr(t,z,u) +w(k))dt (9)

tr

The stochastic measurement equation [38, Eqn. 1.2] is
defined to be

y(k) = ij(k) + U[(k) (10)

where C is the measurement matrix, and vy is the mea-
surement noise that is sampled from a zero mean Gaus-
sian distribution with covariance V7.

The standard Kalman filter consists of two parts: the a
priori update,

Z(k+1|k) = Araz(k) (11)
S(k+1lk) = AI,Ai(k)A?A +Wra (12)

and the a posteriori update,

Kiy1 = S(k+1|k)CT [Cfi(k +1E)CT +v; '
(13)
&k + 1k +1) = &k + 1]k) (14)
+ Ky [y(k 4+ 1) — Cra(k +1]k)]
S(k+1k+1) =Sk + 1|k) — K1 Cr(k + 1\k()15)

where K}y is the Kalman gain [38, Eqns. 1.9-1.13].

While the standard Kalman filter is adequate when a
trajectory is confined to a single domain, we must also
account for hybrid events. In this setting, we assume that
the true time of impact to the guard #; is unknown to
the filter and is estimated by determining when a hybrid
transition occurs for the mean. In this filter, we allow
both the a priori and a posteriori update to trigger a



hybrid transition. Therefore, both updates are modified
such that the mean and covariance are properly trans-
formed during the hybrid transition.

In this section we first show these changes for a Kalman
filter on a hybrid dynamical system with linear dynam-
ics (Sec. 4.1-4.2), then the same changes are similarly
applied for the Extended Kalman filter on general hy-
brid dynamical systems (Sec. 4.3).

4.1  Hybrid transition during a priori update

For the a priori update, the state is propagated from
the previous estimate for a single timestep A. If the
guard and transversality conditions (5) are not met dur-
ing the propagation, no hybrid transition is considered
and the standard update is used (11)—(12). If the con-
ditions are met for the estimated mean trajectory, then
the forward simulation is stopped and the time of im-
pact t; = t;, + A1 is estimated to be the stopping time
— where Ay = t; — tp and Ay = tgy1 — ¢; denote the
sub-timesteps such that Ay + Ay = A. Because we as-
sume that a finite number of isolated transitions occur,
this process can be repeated until the entire timestep is
simulated. Without loss of generality, in this section we
only consider the case where a single transition occurs,
but appending additional transitions can be computed
in a similar fashion.

If a transition occurs from mode I to mode J, the
stochastic dynamics (8) are defined to be,

.%‘(k + 1) ::AJ,AQ (R(LJ) [A[)Al.%‘(k‘) +wr,A, (k’)]

+wr; (k) +wia, (k) (16)

where wg, ;, is the reset process noise, sampled from
a zero mean Gaussian distribution with covariance
WR(”), wr,A, is the process noise in domain I with
timestep A1, and wy A, is the process noise in domain
J with timestep As. The dynamic update at transition
(6)—(7) augmented with the reset process noise is,

x(§i+1) R(I J)x( i) (17)
E(ti+1) :E(I»J)E( )E{ J) + WR(I 7) (18)

SH

where the saltation matrix is evaluated at = ;) =

E(1,)(ti, z(t;)). Combined with the continuous a priori
updates before and after transition, (11)—(12), the a
priori update over a full timestep is,

&(k +1|k)
S(k +1|k)

=Asn, R0 Ara,2(k) (19)
=A0,[E1,0) (A6, 2(k)AT A, (20)
+ WI,Al)E{[)J) + WR(I,J)]A,LZ;,AQ + WJ’AZ

where the saltation matrix is evaluated at = ;) =
E(I,J)(tivAI,Alj:(k))'

A naive approach to updating the covariance through a
hybrid transition is to simply use the Jacobian of the re-
set function instead of the saltation matrix in Eq. (20).
To illustrate the difference between this naive approach
and the proposed, we compare using the Jacobian of the
reset map instead of the saltation matrix in all experi-
ments.

4.2 Hybrid transition during a posteriori update

Next, we consider the case where the measurement up-
date pulls the mean estimate into a guard set (5), i.e.
(k4 1|k + 1) € G(4, for some J. In that case, the a
posteriori update is modified by applying the reset to
the mean and the saltation update to the covariance af-
ter applying the standard update (13)—(15),

Tk + 1[k) = Rer oy (k + 1]k) (21)
S(k + 1lk) = S0k + 1R)E] ) + Wr,,,,  (22)

where the saltation matrix is evaluated at = ;) =
=15 (&, 2(k + 1|k)). These #(k + 1|k) and S(k + 1]k)
are the updated a posteriori mean and covariance in
the new hybrid domain, J. Note that this update is
identical to (17)—(18).

4.3 FExtended Kalman Filter

Similar to the Kalman filter, the standard Extended
Kalman Filter (EKF) [38, Eqn. 2.1-2.2] can be directly
applied for nonlinear hybrid systems when no transition
occurs. The nonlinear stochastic dynamics are given by

z(k+1) = fra(@(k), u(k), w(k)) (23)
Apa = Dyfra(z(k),u(k),w(k)) (24)
WI,A = Dy, fr.a(z(k),u(k),w(k)) (25)

y(k) = hr(z(k),vr(k)) (26)
Cr = Dyhy(z(k)) (27)

where fr A is the discrete nonlinear update for the con-
tinuous dynamics Fy, Ar a is the linear approximation
of the dynamics, Wr a is the linear approximation of the

process noise, hy is the measurement function and C7 is
the linear approximation of the measurement function.

When there is a hybrid transition during the a priori up-
date, the dynamic updates for the nonlinear transition
case are substituted in the same manner as the linear
case into (19)—(20). When there is a hybrid transition
during the a posteriori update, the mean update equa-
tion (21) is applied with the full nonlinear reset map,
while the covariance update (22) is the same for both the
linear and nonlinear hybrid systems because the salta-
tion matrix is already a linearization. With these up-
dates, the nonlinear extension to the Salted Kalman Fil-
ter follows naturally.



4.4 Summary and psuedocode

The Salted Kalman Filter (SKF) as presented above
is summarized in Algorithm 1. Note that the only dif-
ference from the standard Kalman Filter algorithm is
applying the proposed moment updates when the esti-
mated state satisfies the guard condition (lines 7-11 and
16-20). The SKF is in many ways similar to the EKF
because the saltation matrix is a linearization about the
hybrid transition — if the transition is linear or the pre-
diction is close to the actual then the filter performs well.
This property holds for the nonlinear Extended SKF as
well, and in general this filter suffers from the same pit-
falls as the EKF. Furthermore, like the EKF this lin-
earization means that the optimal belief may not remain
Gaussian, and thus that the filter may fail to have the
optimally properties we obtain in the linear case.

For the measurement update, if a hybrid transition is
triggered, the approach presented here simply trans-
forms the already updated estimates. However, a more
accurate approach might include breaking up the mea-
surement update into sub-updates over each domain. In
this work, we assume the updates are small enough such
that this isn’t an issue, but as the measurement update
magnitude increases, this may be worth investigating.
While the extended version of this filter is not optimal,
like the EKF, we expect that it will perform well when
the covariances and timesteps are relatively small so that
the local linearizations hold. Therefore, we expect the
performance of the filter to falter when the estimation
heavily deviates from the actual trajectory in cases such
as initializing the filter far away from the actual start-
ing state, initializing in the wrong mode, or trajectories
with grazing impact (when the dynamics are not trans-
verse to the guard).

5 Experiments

This section lays out the experimental design (Sec. 5.1)
and example systems (Sec. 5.2) that are used to test the
utility of the Salted Kalman Filter.

5.1 Ezperimental Design

In the experiments, three different estimation techniques
are used: 1) the proposed Salted Kalman Filtering (SKF)
algorithm using the saltation matrix to map covariance,
2) the naive mapping using the Jacobian of the reset
map (which we call the Jacobian of the Reset Kalman
Filter, JKRF, and which follows Algorithm 1 but with
the saltation matrix = replaced by the Jacobian of the
reset map D, R), and 3) a hybrid system Particle Filter
(PF), following [26]. Experiments are performed in sim-
ulation to ensure consistency and accurate model knowl-
edge. These experiments evaluate the SKF by compar-
ing the mean squared error of the 3 filters in a series of
Monte Carlo tests.

Algorithm 1 Salted Kalman Filter (SKF)

L: input (ty, Tx, Sk, Mk, Yrt1)

2: f%tk,@%xk,i%zk,]%mk

3: while (¢t < tx + A) do

4: (tT, %) < integrate Fy(t, 1)

until ((+ =t + A) or (3 s.t. & € Gz p))

5: Ayt =t ¢t

6: Y — AI,AliA?,Al + WI7A1 > (12)

T: if 3J s.t. 2 € G(7,) then

8: &+ Rr.p(t,2) > (17)
9: S EqnXEly +Wry, > (18)
10: I+ J

11: end if

12: end while .

13 K« 3CT [Cr2cf + v > (13)
14: 2+ 12+ K [yk+1 — C[iﬂ > (14)
15: ¥« ¥ — KO3 > (15)
16: if 4J s.t. T € G([’J) then

170 @« Ryt 2) > (21)
18: Y+ B E(TI,J) + Wr, > (22)
19: I+ J
20: end if

21: t}c+1 — t7 Tpt1 < Li', Zk+1 — Z, Mpgt1 < I
22: return (tg41, Thit, Dkt1, Mk+1)

For the simulation, the stochastic difference equation,
(23), is calculated for each timestep using MATLAB’s
ode45 [33] where the integration follows (9). Ode4b is
used to account for the guard zero crossing detection
using the MATLAB event location feature.

Tests comparing the Kalman Filters were run with a
range of measurement noise, process noise, and time
steps. Tests comparing to the particle filter were run
with a range of time steps with a single representative
process and measurement noise. For simplicity the start-
ing covariance, starting mean, reset covariance, chosen
measurements, and simulation time were held constant
between trials.

The effectiveness of the filter for each trial is evaluated
by calculating the mean squared error (MSE) along a
simulated trajectory,

K
MSE = % D ((@(te) — @) (@(tn) — 2(tx))  (28)
k=1

where K is the number of time steps, @(tx) is the state
estimate at time tx, and z(t) is the true state at time
t;.. For each measurement noise, process noise, and time
step combination, the filter is run on 1000 randomly sam-
pled starting conditions with randomly sampled process
noise and randomly sampled measurements. The same
random trials are then passed to each filter for com-



parison. Each set of trials are compared using the sign
test [14]. The null hypothesis is that the median differ-
ence between the pairs is zero,

HO:MSEl*MSEQZO (29)

The sign test is chosen because the data are not normally
distributed, which rules out the paired t-test, and are
not necessarily symmetric, which rules out the Wilcoxon
Signed Rank test.

5.2 Hybrid System Definitions

We present experiments for two different hybrid systems:
1) a simpler system which retains a Guassian distribu-
tion, Sec. 5.2.1, and 2) a more complex system with non-
linear non-identity reset maps, nonlinlear dynamics, and
a higher dimensional state space, Sec. 5.2.2.

5.2.1 Constant Flow

The simplest hybrid system we examine is the case where
there are two hybrid modes that are linearly separated
and which have constant, but distinct, dynamics in each
mode. The dynamics in the hybrid modes are defined:
Fo=[1,-1" FB=[11" (30)
The guard sets are defined at x; = 0, such that the
domain of Fj is the left half plane and the domain of F3
is the right half plane (Fig. 1). The reset is an identity

map. The measurements for this system were chosen to
be both states, i.e.,

hr(z) z=Cxr (31)

Il
—
[
—= O

5.2.2  Asymmetric Spring Loaded Inverted Pendulum
(ASLIP)

The asymmetric spring loaded inverted pendulum
(ASLIP) system consists of a spring leg, torsional spring
hip, and a body with inertia in the sagittal plane as
shown in Fig. 2. This system is similar to the one in [31]
and a full derivation for the system dynamics can be
found in Appendix A. This hybrid system is especially
useful to analyze because it includes both nonlinear
dynamics and non-identity resets.

In this system, the body configuration space is defined
to be the position and orientation of the body ¢, :=
[y, yp, 0p]T € R x R x S!. The leg configuration space is
defined to be the angle between the toe and the ground,
the angle of the hip, and the length of the leg ¢q; :=
[0:,0n,0;]7 € S x S! x R, where impact location of the

(Ib, yb)

&

Fig. 2. Asymmetric Spring Loaded Inverted Pendulum
(ASLIP) diagram showing the aerial phase hybrid mode on
the left and the stance phase hybrid mode on the right and
their corresponding configuration variables.

toe defines a pin joint for the body to pivot around. Once
the location of the toe, ¢; = [z¢,y:]7T € R x R, is fixed
to a ground location, either configuration can be used to
define the full configuration space of the system. When
the toe position is known, the transformation from the
leg configuration to the body configuration is defined as
T : (q,q:) — qv, while the inverse mapping is defined
as Ty : (qv, qt) — q1-

Hybrid mode 1 is defined to be when the toe is not in
contact with the ground. The resulting domain D; is
chosen to be parameterized by the body’s configuration,
toe position, and body’s velocity.

[$b7yb7€b7mtaytvibayhéb]T € Dl (32)

When the toe is in contact with the ground, the hybrid
mode is 2. The domain D, is chosen to be parameterized
by the toe angle with the ground, hip angle, the leg
extension, toe position, the time derivative of the toe
angle, hip angle, and leg extension.

[etaahallaxhyt;étvéh;il]T €D2 (33)

Note that the toe position is augmenting the state rather
than being treated as an external parameter because
variations in the toe placement affect the other config-
uration states. Because of this, the toe dynamics are
constrained relative to the body in domain 1 and rela-
tive to the ground contact in domain 2. These dynam-
ics Fy, F» are derived using a Lagrangian approach (see
Appendix A). The system parameters and their exper-
imental values are body mass m; = 1, body inertia
I, = 1, leg spring constant k; = 1000, hip spring con-
stant kg = 400, body length I, = 0.5, acceleration due to
gravity ag = 9.8, resting leg length [;o = 1, and resting

angle of the hip spring 0p0 = — 3.



The guard for mode 1 is defined to be when the toe
touches the ground, g(;2)(t,q,4) = y:, and the guard
for mode 2 is defined to be when the normal force of
the toe reaches zero, i.e when the leg spring reaches the
resting length, g(2.1)(t,q,4) = li — lio. The reset maps
are defined to be the coordinate changes from the body
states to the leg states.

Toi(qn)
Rio= qt (34)

| D, Toi(av, qt)db

T (qr)
Ry = q (35)

| Doy Tiv (15 qe)di

For this system, only measurements of the body states
are given. This is more realistic, because it is assumed
that the hybrid mode is unknown. Therefore, in the
aerial phase, hybrid mode 1, the measurement function
is simply.

ha () = [qf’] (36)
db

However, in the stance phase, hybrid mode 2, the states

are the leg states and the toes positions and cannot be di-

rectly compared against the body measurements. There-

fore, the measurement function in hybrid mode 2 is the

transformation from leg states to body states

ha(z) = (37)

T (qr) ]

ﬂb(qla qt, QZ)

6 Results

In this section we present the results of the experiments
detailed in the previous section on the example hybrid
systems.

6.1 Constant Flow

The first experiment uses the constant flow system de-
fined in Sec. 5.2.1 and shown in Fig. 1. The system
was simulated for 5 seconds with 4 different time steps:
A =5,1,0.1, and 0.05 seconds. The process covariance
levels ranged from W7 al = 0.1A% to 0.0001A% and
the measurement covariance was swept from ||V7| = 1
to 0.0001, both in powers of 10, for a total of 4 process
covariance levels and 5 measurement covariance levels.
In total, the Monte Carlo simulations for the 80 param-
eter sets were tested with 1000 trials each. An example

0 : 0 .
0 timefs] 5 0 time[s] 5
——SKF Mean ----- JRKF Mean ---PF Mean  D; Mean

Fig. 3. Kalman filter results on the constant flow system.
Note that the main differences are just after the transition
where the methods differ, but because Kalman Filters are
stable these differences disappear as time goes on. Testing
conditions for this example are timestep A = 0.05s, process
noise ||Wr,a|l = 0.01A%, and measurement noise ||Vz|| = 1.
Top: For a single trial, the ground truth trajectory (black
solid) is shown with the measurements (green dots) and high-
lighting (gray shaded) when the system is in D». Bottom:
Absolute mean error is plotted for the SKF (blue solid),
JRKEF (red dots), and PF (black dashed) while highlighting
(gray shaded) the mean transition time to D-.

experiment is shown in Fig. 3. Note in particular the dif-
ference when comparing the error starting at the hybrid
transition.

The result of the Monte Carlo Kalman filter tests were
that the SKF performed better than the JRKF for 76 of
the 80 combinations (to statistical significance p < 0.05).
In the 4 remaining cases the filters are statistically in-
distinguishable, and in none of the experiments did the
JRKF outperform the SKF to statistical significance.
For each of these cases, the time step is large, the mea-
surement noise is low, and the process noise is high, and
so both filters depend mostly on the sensors and there-
fore the difference in dynamic update becomes less im-
portant.

For the particle filter experiment, the following parame-
ters were chosen: process noise ||[Wy all = 0.01A2, mea-
surement noise ||Vz|| = 1, initial covariance 3(0) = 0.11,
and A = 5, 1, 0.1, and 0.05 seconds. There was no
noise added to reset because the reset map is an identity
transformation. The particle filter was initialized with
between 50 and 3000 particles sampled from the initial
distribution.

The results of the particle filter experiments are shown



Table 1

The covariance magnitude at the time of transition ||X(%;)]]
and the ratio between the time it takes to transition 99% of
the probability mass for each timestep level A7 and the cur-
rent timestep length A for the constant flow system with pro-
cess noise ||Wr,a|| = 0.1A% and measurement noise | V7| = 1.
Trials where the PF had a statistically lower MSE than the
SKF are marked with a *.

A =) Ar/A
5s 0.16  0.38
1s* 0.10 L5
0.1s*  0.028 7.9
0.05s*  0.015 12

in Fig. 4, where it is clear that the particle filter took sig-
nificantly higher computation time than the Kalman fil-
ters. This is expected, because the Kalman filters is only
simulating 1 particle’s mean and updating the covari-
ance with matrix computations. Starting only at 1000
particles did the PF perform statistically better than the
SKF, with a decrease of 2.7% MSE at the cost of tak-
ing 941 times longer to compute. At 2000 particles, the
decrease is 5.2% in MSE and the computation required
1736 times the SKF’s computation time. Increasing the
number of particles to 3000 did not result in a statisti-
cally significant improvement over 2000 and so for fur-
ther comparison with the SKF and JKRF, the number
of particles was held constant at 2000.

Considering the effect of the time step on the particle
filter experiments, at the largest time step (A = 5s) the
MSE of the SKF and the PF are statistically indistin-
guishable. For the smaller time steps (A = 1s, 0.1s, and
0.05s), the PF has lower MSE than the SKF (p < 0.05).
We hypothesize that this is due to the assumption in the
SKF that the majority of the probability mass transi-
tions together during a single timestep. The SKF per-
forms comparably worse when the timesteps are small
and the distribution is split across a hybrid transition.
To test this hypothesis, we compare the time step levels
to the time it takes for this system to transition 99% of
the probability mass at the transition time as shown in
Table 1. We find that if the time to transition A7 was
less than the timestep duration A, then no increase in
performance was observed with the PF.

6.2 ASLIP

The Kalman filtering and particle filtering experiments
were also run on the ASLIP system, defined in Sec. 5.2.2.
For these tests, we simulated the dynamics for 1.25 sec-
onds which resulted in 2 jumps (4 hybrid transitions).
Experiment time steps were set at A € {0.03,0.01, 0.005,
0.001} seconds. The process noise covariance levels were
[Wr.al =0.01A%0.001A2, and 0.0001A?, and the mea-
surement noise covariance levels were ||[V7|| = 0.005,

, 50 + SKF

0.12 + + JRKF
. + Particle Filter |
e 01 t —SKF MSE Level |
Sl
=]
o .
S 0.08 100
o
g VJI+(RF 390

0.06 - SKF 500 2000 -

| 1000 %00
100 102

Average Runtime [s]

Fig. 4. Mean Squared Error versus average runtime for con-
stant flow case with the particle filter ranging from 50 to
3000 particles (black pluses) compared against the JKRF
(red plus) and SKF (blue plus, with a constant blue line
highlighting the SKF MSE level for comparison). The means
were taken from a Monte Carlo Simulation with 1000 tri-
als where A = 0.05s, process noise |Wr,a| = 0.01A%, and
measurement noise ||[V7| = 1.

0.001, and 0.0001. The initial covariance was set to be
1 x 10~*I, where the noise in the toe position was set
to match the constraint between the body configuration
and the toe (as the toe position is correlated to the body
states). Reset noise is not applied because there is no
uncertainty in the coordinate transformation.

In total, the Monte Carlo simulation for the 36 parameter
sets that were tested with 100 trials each. An example ex-
periment is shown in Fig. 5. The result of these tests were
that the SKF performed better than the JRKF for all
36 combination with statistical significance (p < 0.001).
While the SKF performs better than the JRKF on aver-
age over all states, this does not indicate that the SKF
performs better than the JRKF in all coordinates for
each timestep. In several of the Monte Carlo simulations,
the mean absolute error peaked above the JRKF’s mean
in &p, yp, or Oy for several timesteps — generally after the
first touchdown. However, one consistent difference that
was seen in all simulations was that SKF had sustained
improvements in the vertical body position y,. The dif-
ference between the saltation matrix and the Jacobian
of the reset map on impact is in the column associated
with the vertical height y;. Therefore, the improvements
in yp are expected because the dynamics along this axis
are accounted for.

For the particle filter experiment, 30,000 particles were
used and the following testing parameters were cho-
sen: process noise ||Wr al| = 0.01A%, measurement noise
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Fig. 5. ASLIP Kalman filter results comparing the SKF to the JRKF. Note that the main differences between the methods
are at the transitions and also that the improvement is in one direction (here, mostly in the vertical body position y3) because
the saltation matrix is different from the Jacobian of the reset map by a rank 1 update. Testing conditions for this example
are timestep A = 0.005s, measurement noise ||V;|| = 0.005, and process noise |Wr a| = 0.01A%. Top: For a single trial, the
ground truth trajectory (black solid) is shown with the measurements (green dots) and highlighting (gray shaded) when the
system is in Da. Bottom: Absolute mean error is plotted for the SKF (blue solid), JRKF (red dots), and PF (black dashed)
while highlighting (gray shaded) the mean transition times to Ds.

[IVr]] = 0.005, and A = 0.005 seconds. An example run particle filters performance can be improved to be better
with these parameters are shown in the top plot of Fig. 5 than or equal to the performance of the SKF by increas-
and the filter performance is shown in the lower plot. As ing the number of particles. However, at 30, 000 particles
with the constant flow system, the filters again perform the computation time is already unwieldy, taking on av-
similarly for each state away from hybrid transitions and erage 5200 seconds to simulate a 1.25s experiment. Sim-
the differences are magnified near hybrid transitions. ilar to constant flow example, the hybrid particle filter

takes significantly longer (x22000) to run than the SKF.

The result of this experiment was that the SKF has a
lower MSE than the particle filter with statistical signifi-
cance (p < 0.001) over the 100 trials. We believe that the
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7 Conclusion

In this paper, we created a new Kalman filtering al-
gorithm which allows estimation on hybrid dynamical
systems with state-defined transitions, including an ex-
tended Kalman filter variant which can handle nonlin-
ear dynamics with non-identity reset maps. This “Salted
Kalman Filter” was validated on both a linear and non-
linear system and compared against both a particle filter
and the “Jacobian of the reset map” counterpart.

The results show that using our proposed method is sta-
tistically better than or equivalent to the naive method
in all tested cases. However, both Kalman filters per-
form well and have relatively low mean squared error.
We believe this is because the naive solution and our
proposed method have the same mean update and al-
gorithm structure, the fact that they both perform well
highlights the importance of having an accurate update
for the mean as well as handling each transition case in
the algorithm. When comparing against a hybrid parti-
cle filter for the constant flow case, the SKF is statisti-
cally indistinguishable when we are able to closely ap-
proximate that the probability distribution stays Gaus-
sian and that the majority of the probability mass tran-
sitions in a single or several time steps. When the as-
sumption that the probability mass transitions over a
small number of time steps is broken, the particle filter
outperformed the SKF, but the largest increase in per-
formance was small (5.2%) especially compared to the
1736 times increase in computation time.

For the more complex ASLIP system, the SKF per-
formed statistically better than the 30,000 particle fil-
ter when comparing MSE. However, we believe that
with enough particles the particle filter should be better
than the SKF, though increasing the number of particles
would increase the computation time.

The proposed method, similar to the extended Kalman
Filter, suffers when model uncertainty is added to the
hybrid dynamical system, when the local approximation
is violated, or when the noise is non-Gaussian. Overall,
like an extended Kalman filter, if the estimate diverges
from the actual trajectory (i.e. the estimate is initialized
far away from the actual, the starting mode is incorrect,
or if an incorrect transition is made) the performance of
the filter will suffer. Incorrect mode transitions are miti-
gated by the class of hybrid dynamical systems that are
considered which require transverse guards (Assump-
tion 4). In cases where the non-linearity, non-localness,
or non-Gaussianness are significant, a hybrid particle fil-
ter or other particle filtering approaches may be more
appropriate, but will be accompanied with a respective
increase in computation complexity. For a smooth sys-
tem, an unscented Kalman filter may be used in place of
an extended Kalman filter if the local assumption is not
valid. However, using an unscented Kalman filter for a
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hybrid dynamical system may not transfer well because
the sampled sigma points may end up past the guard.

Note that while using the saltation matrix captures the
update for the covariance to first order, the saltation
matrix is model-dependent, and may require significant
effort to obtain in practice in order to use (2) directly.
However, as the saltation matrix is a linear map relat-
ing pre- and post-transition states, regression techniques
may be able to approximate it with measured data with-
out the need for complete (and differentiable) models of
the hybrid system.

While this is a good start to developing an online hy-
brid state estimation system, there is still further work
needed to improve the estimation. Our method does not
explicitly reason about the probability of a state or mea-
surement being in a particular hybrid mode or guard,
and an extension that reasons about this probability will
be covered in future work. Additionally, future work is
required to cover distributions which pass through in-
tersections of hybrid guards, in which case an extension
based on the Bouligand derivative [13, 32] could be used
to capture the propagation of uncertainty.

A Derivation of the ASLIP system

The change of coordinate functions are,

Iy cos(6;) + I cos(0; + 0r) + x4
ll Sin(@t) + lb Sin(@t + eh) + Yt
0 + 6,

Tiw(qv, qt) = (A1)

Tou(av, at) = (A.2)

yo—(lp sin(8s)+yt)
atan (mhf(lb cos(0p)+w¢) )

—(lp sin(0p)+y¢)
0y — atan (L=fesinlurin) )

\/(yb — lpsin(By) — y¢)? + (zp — lp cos(Op) — x¢)?

The differential mappings are defined via chain rule

v G
[' ] Zth,thlb(Qbﬂt) [ ‘|
qt qt

QI qb
| = DaaToi(@ar) |
at Gt

Since the toe is massless, the velocity of the toe is as-
sumed to be zero when mapping velocities and is there-
fore removed from the differential mapping.

(A.3)

(A4)

@ = Dq,Tin(qv, qt)dvs G = Do, Tor(quq)@e  (A.5)
The dynamics for mode 1 are ballistic dynamics for the

center of mass and because the toe is massless, both the



hip and leg springs are kept at their resting locations 65
and [;o respectively. Therefore, while in mode 1, the toe
is kinematically constrained by the body configuration.
Define Ty : qp — g¢ to be the transformation from the
body configuration to the toe configuration

xp — Iy cos(8) — lip cos(Ono — Ob)

Toi(qp) =
yb — lpsin(0) + Lo sin(6po — Op)

(A.6)

The velocity constraint is enforced through the differen-
tial mapping of T

Ty + 91,([1, sinf — ;g Sin(eho — 917))
yb — éb(lb cos 0 + llO COS(9h0 — Qb))
(A.7)

Gt = DTy (q)Gp =

Therefore, the dynamics for mode 1 are

_ N
Ub
0,

Ty + éb(lb sin(0) — lyo sin(Opo — 6p))

i — Oy (1 cos(0) + lLig cos(Bno — O5))
0

Fy

I
—
>
oo
&

—ag

0

The dynamics for mode 2 are derived using Lagrangian
dynamics where the Lagrangian is defined to be the dif-
ference between the kinetic and potential energy.

1 . . ;
L= §(mb$§ +mygy + Lb;)
— mpag(l;sin(6;) — lpsin(6; + 64))

— %(k(llo — 11)2 + kn(Ono — 0h)2) (A.9)

The body states are transformed to the leg states us-
ing Ty and DTy;. Also, in this example, the toe cannot
penetrate the ground and a no slip condition is added.
Therefore, the dynamics for the toe are calculated sep-
arately.
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