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Abstract
Breakthrough work of Bourgain, Demeter, and Guth recently established that decou-
pling inequalities can prove powerful results on counting integral solutions to systems
of Diophantine equations. In this note we demonstrate that in appropriate situations
this implication can also be reversed. As a first example, we observe that a count
for the number of integral solutions to a system of Diophantine equations implies a
discrete decoupling inequality. Second, in ourmain resultwe prove an L2n square func-
tion estimate (which implies a corresponding decoupling estimate) for the extension
operator associated to a non-degenerate curve in R

n . The proof is via a combina-
torial argument that builds on the idea that if γ is a non-degenerate curve in R

n ,
then as long as x1, . . . , x2n are chosen from a sufficiently well-separated set, then
γ (x1) + · · · + γ (xn) = γ (xn+1) + · · · + γ (x2n) essentially only admits solutions in
which x1, . . . , xn is a permutation of xn+1, . . . , x2n .

Keywords Decoupling inequalities · Diophantine equations · Square functions
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1 Introduction

In celebrated work, Bourgain et al. [4] established a sharp decoupling inequality for
the moment curve, and thereby deduced a full proof of the Vinogradov Mean Value
Theorem, providing a count for the number of integral solutions 1 ≤ x1, . . . , x2s ≤ X
to the Vinogradov system
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x1 + · · · + xs = xs+1 + · · · + x2s

x21 + · · · + x2s = x2s+1 + · · · + x22s
...

xn1 + · · · + xns = xns+1 + · · · + xn2s . (1.1)

In this note, we show that in appropriate regimes, this implication can be reversed,
with a count for the number of integral solutions to (1.1) implying a corresponding
decoupling inequality.

First, we prove a simple example of this philosophy: we deduce a discrete decou-
pling estimate from an assumed count for solutions to a system of Diophantine
equations such as (1.1); this follows from a restricted weak-type estimate and com-
parisons of discrete norms.

Our main result is in a more general setting: in place of the moment curve
(t, t2, . . . , tn), which leads to the system (1.1), we consider any non-degenerate Cn

curve γ : [0, 1] → R
n with n ≥ 2. We prove that an extension operator associ-

ated to γ satisfies a square function estimate (or reverse Littlewood–Paley inequality)
for L2n , which immediately implies an �2 decoupling inequality in L2n . Our proof
is combinatorial in nature, and capitalizes on an observation that since γ is non-
degenerate, as long as x1, . . . , x2n are chosen from a sufficiently well-separated set,
then γ (x1)+· · ·+γ (xn) = γ (xn+1)+· · ·+γ (x2n) essentially only admits solutions
in which x1, . . . , xn is a permutation of xn+1, . . . , x2n . We now state these results
precisely.

1.1 Counting Implies Discrete Decoupling

Given a map φ : N → Z
n and an integer s ≥ 1 let us consider the system of n

equations given by

φ(x1) + · · · + φ(xs) = φ(xs+1) + · · · + φ(x2s). (1.2)

For every finite set S of positive integers let Js,φ(S) denote the number of solutions
(x1, . . . , x2s) ∈ S2s of the system (1.2). Fix N and consider an arbitrary subset
S ⊆ {1, . . . , N }. We see an immediate lower bound Js,φ(S) ≥ s!|S|s + O(|S|s−1),

since solutions for which x1, . . . , xs is a permutation of xs+1, . . . , x2s always exist
trivially (the diagonal solutions). A trivial upper bound is Js,φ(S) ≤ |S|2s . One route
towards obtaining better upper bounds for the quantity Js,φ(S) is via a discrete �p

decoupling inequality for L2s , which is a statement of the following form: given s ≥ 1,
p ≥ 1, there exists a constant Cs,p,φ,N such that for all sequences a = (a j ) j ∈ C

N ,

∥
∥
∥
∥
∥
∥

N
∑

j=1

a j e(φ( j) · α)

∥
∥
∥
∥
∥
∥
L2s ([0,1]n)

≤ Cs,p,φ,N

⎛

⎝

N
∑

j=1

|a j |p
⎞

⎠

1/p

. (1.3)
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Reversing a Philosophy 7077

(To see precisely that this takes the standard form of a decoupling inequality, notice
that on the right-hand side, |a j | = ‖a j e(φ( j) · α)

∥
∥
L2s ([0,1]n).) For any subset S, upon

setting a = (a j ) j = 1S , the inequality (1.3) implies the bound

Js,φ(S) ≤ C2s
s,p,φ,N |S|2s/p.

As our first point, we make the simple observation that a converse also holds.

Theorem 1.1 Given a map φ : N → Z
n and an integer s ≥ 1, suppose that there

exists a constant θ = θ(φ, s) ∈ [s, 2s) and a constant c = c(φ, s) ∈ (0,∞) such that
for all N ≥ 1 and for all subsets S ⊂ {1, . . . , N } we have the inequality

Js,φ(S) ≤ c|S|θ . (1.4)

Then the �p decoupling inequality for L2s holds for p = 2s
θ

∈ (1, 2]: namely, there
exists a constant c′ such that for every (a j ) j ∈ C

N , we have

∥
∥
∥
∥
∥
∥

N
∑

j=1

a j e(φ( j) · α)

∥
∥
∥
∥
∥
∥
L2s ([0,1]n)

≤ c′(1 + p−1(log N )
1
p′ )

⎛

⎝

N
∑

j=1

|a j |p
⎞

⎠

1/p

. (1.5)

Here we have 1/p + 1/p′ = 1, and we may take c′ = 21/p41/p
′
c1/2s .

If it is known for a certain function φ that in the above setting we may take θ = s (that
is, all solutions are diagonal solutions), this statement is a discrete analog of our main
result, which we now describe.

1.2 Counting Implies a Square Function Estimate

We now define the notation required to state our main result. Recall that a Cn curve
γ : [0, 1] → R

n is said to be non-degenerate if

det(γ ′(t), γ ′′(t), . . . , γ (n)(t)) �= 0 for every t ∈ [0, 1]. (1.6)

A typical example is the moment curve

γ (t) = (t, t2, . . . , tn).

Given any such curve, we may define the associated Fourier extension operator

EI f (x) =
∫

I
e2π i x ·γ (t) f (t)dt (x ∈ R

n),

where I ⊂ [0, 1] is an interval. Given a ball B ⊂ R
n of radius R centered at a point

x0 ∈ R
n we define a weight localized near B by

wB(x) = (1 + R−1|x − x0|)−E ,
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where E > n is fixed once and for all (E = n + 1 suffices). Given any non-negative
function v we define the weighted L p norm

‖ f ‖L p(v) =
(∫

Rn
| f (x)|pv(x)dx

)1/p

.

Our main result is the following square function estimate.

Theorem 1.2 Suppose that γ : [0, 1] → R
n is a non-degenerate Cn curve. Then there

exists a constant C = C(γ, n) ∈ (0,∞) such that the following holds: for each integer
1 ≤ m ≤ n, for every R ≥ 1 and every ball B of radius at least Rn, we have that for
all f ∈ L2m(wB),

‖E[0,1] f ‖L2m (wB ) ≤ C

∥
∥
∥
∥
∥
∥
∥

⎛

⎝
∑

|I |=R−1

|EI f |2
⎞

⎠

1/2
∥
∥
∥
∥
∥
∥
∥
L2m (wB )

, (1.7)

where the summation is over intervals I belonging to a dissection of [0, 1] into intervals
of length R−1.

In the case n = m = 2, the estimate (1.7) is classical and in its essence goes back
to inequality (4) in Fefferman [9].

For comparison, we recall the shape of an �2 decoupling inequality for L p, which
is the statement that for every ball B of radius at least Rn and every ε > 0 there exists
a constant Cε such that for all f ∈ L p(wB),

‖E[0,1] f ‖L p(wB ) ≤ CεR
ε

⎛

⎝
∑

|I |=R−1

‖EI f ‖2L p(wB )

⎞

⎠

1/2

. (1.8)

Minkowski’s inequality shows that for p ≥ 2, a square function estimate in L p implies
the corresponding �2 decoupling for L p (and is strictly stronger if p > 2, see [13,
Sect. 5.3.2] for an explanation), so that (1.7) immediately implies (1.8) in the case that
p is an even integer with 2 ≤ p ≤ 2n.

Of course, the deep work of Bourgain–Demeter–Guth [4] proved the result (1.8) of
�2 decoupling for L p in the much larger, sharp, range 2 ≤ p ≤ n(n + 1), which then
implies the truth of the main conjecture in the context of Vinogradov’s mean value
theorem. (See also the work of Wooley, which resolves this major conjecture by other
methods [16,17].)

Yet relative to this broader context, Theorem 1.2 has two appealing aspects: first, in
the case 2 < p ≤ 2n it is a strengthening of the decoupling inequality, and moreover
our argument is surprisingly simple, critically using the fact that p is an even integer.

We can already see a hint of the special role of the exponent p = 2n from the
following. Fix an integer s ≥ 1. For every integer X ≥ 1 we let Js,n(X) denote
the number of integral solutions (x1, . . . , x2s) with 1 ≤ x j ≤ X to the system of
equations given by (1.1). Certainly, any tuples in which x1, . . . , xs are a permutation
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Reversing a Philosophy 7079

of xs+1, . . . , x2s provide a solution, and these are referred to as diagonal solutions,
of which there are s!Xs + O(Xs−1) in number. Moreover, if s ≤ n (corresponding
to looking at L2s spaces with even 2s ≤ 2n), then it has long been known that these
are the only solutions to (1.1); as this idea is a central motivation for our work, we
review a proof of this classical fact in Lemma 2.1. More generally for non-degenerate
Cn curves γ : [0, 1] → R

n , our approach to proving Theorem 1.2 for even integers
p ≤ 2n uses a perturbed version of this fact that the system of n equations given by

γ (x1) + · · · + γ (xn) = γ (xn+1) + · · · + γ (x2n) (1.9)

only admits “essentially diagonal” solutions.
To motivate precisely the result we prove in this context, we first remark on the use

of the localized norms, weighted by the functions wB , employed in Theorem 1.2. The
extension operator EI has been studied extensively in the literature, often in the guise
of its dual, the restriction operator f �→ f̂ |γ (I ) (see e.g., [3] for a survey of related
literature). Drury [8, Theorem 2] proved that for a non-degenerate curve γ : I → R

n

on an interval I ⊂ [0, 1],

‖EI f ‖L p(Rn) ≤ cp‖ f ‖Lq (I ) ≤ cp‖ f ‖L∞(I )

holds for all p >
n(n+1)

2 + 1 (here q is defined by its conjugate q ′ satisfying q ′n(n +
1)/2 = p). This result is sharp in the range of p, since it is known for example in the
case of γ being the moment curve that ‖EI1‖L p(Rn) = ∞ if p ≤ n(n+1)

2 +1 (recorded
in [1, Theorem 1.3], arising from earlier work [2]). This shows in particular that unless
we localize using the weightwB , the main inequality (1.7) would lose its significance,
since both sides would be infinite.

In general, a weighted norm such as

‖EI f ‖2mL2m (φ)
=

∫

|EI f (x)φ(x)1/(2m)|2mdx

leads us to study, on the Fourier side, the convolution of (EI f )ˆ with (φ(x)1/(2m))ˆ,
which has the effect of “blurring” the support of (EI f )ˆ, so that we must consider
not only exact solutions to (1.9) but also near-solutions to (1.9). (See Eq. (6.4) for the
precise line in our argument at which this occurs, or see [13, Sect. 8.1.3] for another
example of this effect.) This leads us to prove the following key result, which shows
that any near-solution to (1.9) must be essentially diagonal.

Proposition 1.3 Let γ : [0, 1] → R
n be a non-degenerate Cn curve. Then there exist

constants δ0 = δ0(γ, n) ≤ 1 and c0 = c0(γ, n) ≥ 10 such that the following holds.
Let I be any set of intervals from a dissection of [0, 1] into pairwise disjoint intervals
of length R−1, such that

dist(I , I ′) ≥ c0R
−1 for I �= I ′ ∈ I, and diam

(
⋃

I∈I
I

)

≤ δ0. (1.10)

123



7080 P. T. Gressman et al.

Then for any collection of 2n intervals I1, . . . , In, I ′
1, . . . , I

′
n from I, if the tuple

(I1, . . . , In) is not a permutation of (I ′
1, . . . , I

′
n), then for any points ti ∈ Ii and

si ∈ I ′
i ,

∣
∣

n
∑

i=1

(γ (ti ) − γ (si ))
∣
∣ ≥ R−n . (1.11)

This proposition comprises the majority of the technical work of the paper; once it
has been proved, the square function estimate of Theorem 1.2 quickly follows.

It is reasonable to ask whether a square function estimate of the form (1.7) can be
proved for p > 2n, leading to consideration of the system (1.1) (or its generalization
(1.9) for non-degenerate γ ) in 2s variables, for s > n. Our present method of argument
seems to rely on being in a regime inwhich the only solutions to (1.1) (or near-solutions
to (1.9)) are diagonal (or essentially diagonal), and so this leads one to ask whether
there are off-diagonal solutions to (1.1) when s > n, and if so, how many. This has
been studied since the 1850’s; as we later note, for 1 ≤ n ≤ 9 and n = 11, it is
known that at least one off-diagonal solution already exists to (1.1) when s = n + 1
(see Sect. 2). Moreover, it is known (Lemma 2.2) that as soon as one off-diagonal
solution to (1.1) exists, it generates many more, thus presenting a significant obstacle
to our current method of proof. This seems to suggest that the particular exponent 2n,
despite being far away from the sharp decoupling exponent pn = n(n + 1), still plays
a special role in square function estimates such as Theorem 1.2.

Notation

We will use the notation A � B to denote that A ≤ C · B for some constant C . The
constant C may change from line to line and is allowed to depend on γ and n. Given
two intervals J1, J2 on the real line, we will say that they are essentially disjoint if
they are disjoint except possibly at their endpoints.

We define the distance between two intervals by dist(J1, J2) = infx∈J1,y∈J2 |x − y|
and the diameter of an interval by diam(J ) = supx,y∈J |x − y|; we denote the center
of an interval J by c(J ).

2 Elementary Arguments for theMoment Curve

This section presents classical arguments about diagonal and off-diagonal solutions
for the Vinogradov system (1.1) relating to the moment curve γ (t) = (t, t2, . . . , tn).

Lemma 2.1 For s ≤ n, the only solutions 1 ≤ x1, . . . , x2s ≤ X to (1.1) are diagonal,
that is, x1, . . . , xs is a permutation of xs+1, . . . , x2s .

Proof The proof relates back to identities known toNewton;we follow the presentation
of [11, Sect. 21.9]. First note that it suffices to consider the case s = n, since (upon
setting the remaining variables to zero) any violation of the result for fewer variables
would result in a violation of the result for s = n.

For each 1 ≤ j ≤ n let us denote by p j (t1, . . . , tn) the polynomial
∑

1≤i≤n t
j
i .

For each 1 ≤ j ≤ n let us denote by S j (t1, . . . , tn) the j-th elementary symmetric

123



Reversing a Philosophy 7081

polynomial, so that S0(t1, . . . , tn) = 1, S1(t1, . . . , tn) = ∑

i ti , S2(t1, . . . , tn) =
∑

i<i ′ ti ti ′ , and so on up to Sn(t1, . . . , tn) = t1 · · · tn . In particular, given any values
for (t1, . . . , tn), the symmetric polynomials have the property that the monic one-
variable polynomial Ft1,...,tn (T ) with roots t1, . . . , tn is given by

S0(t1, . . . , tn)T
n + · · · + Sn−1(t1, . . . , tn)T + Sn(t1, . . . , tn).

The Newton–Girard identities state that for each j , S j may be determined from the
polynomials Si with i < j and pi with i ≤ j ; precisely, we have the statement that
for each 1 ≤ j ≤ n,

j S j (t1, . . . , tn) =
j

∑

i=1

(−1)i−1S j−i (t1, . . . , tn)pi (t1, . . . , tn). (2.1)

Now on the one hand, if we assume that (x1, . . . , x2n) solves (1.1), then we know that
for each 1 ≤ j ≤ n we have

p j (x1, . . . , xn) = p j (xn+1, . . . x2n).

But by (2.1), we therefore see that for each 1 ≤ j ≤ n,

S j (x1, . . . , xn) = S j (xn+1, . . . x2n).

Thus, recalling our earlier notation, Fx1,...,xn (T ) and Fxn+1,...,x2n (T ) are identical as
polynomials in T and hence the roots (x1, . . . , xn) of the first polynomial are a per-
mutation of the roots (xn+1, . . . , x2n) of the second polynomial, proving the lemma.


�

Next we see that if there is even one off-diagonal solution to (1.1), it can be used to
generate many more. Here we recall a proof in [15, p. 194]; we thank Trevor Wooley
for pointing out that similar ideas may be found in Mordell [12] and Gloden [10].

Lemma 2.2 Suppose that an off-diagonal solution (x1, . . . , x2s) to (1.1) exists, with
1 ≤ x1, . . . , x2s ≤ X. Then there are at least � X2 off-diagonal solutions in this
range.

Proof The system (1.1) is translation–dilation invariant, so that a particular tuple x is
a solution if and only if qx + h is, for any dilation factor q and any shift h (see e.g.,
[13, Sect. 3.5]). Let x = (x1, . . . , x2s) be the presumed off-diagonal solution. Then
set h = (h, h, . . . , h); for any 1 ≤ q < X/max{xi } and any 1 ≤ h ≤ X − q max{xi }
we have that y = qx+ h is also an off-diagonal solution with each entry 1 ≤ yi ≤ X .
Given a particular off-diagonal solution x, this yields�max{xi } X2 distinct off-diagonal
solutions. The dependence in this lower bound onmax{xi } is allowable, since x is fixed
once and for all, and we may take X to be arbitrarily large. 
�
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This phenomenon, combined with the importance to our proof that we are in the
purely diagonal regime, leads us to ask: given n, what is the least s for which there
is at least one off-diagonal solution to (1.1)? This is a case of the classical Prouhet–
Tarry–Escott problem, which remains open in general, since early work in the 1850’s
(see e.g., [11, Sect. 21.9]). If we denote by P(n) the least such s, then Lemma 2.1
shows that P(n) ≥ n + 1. It is known for all n that P(n) ≤ n(n + 1)/2+ 1 [11, Thm.
409], but one might expect that it can be significantly smaller. In fact for 1 ≤ n ≤ 9
and n = 11, specific off-diagonal solutions have been exhibited by various authors,
which confirm that P(n) = n+1 in these cases; see the end-notes to the discussion in
[11, Sect. 21.9]. Thus, by Lemma 2.2, a method of proof that aims to obtain a square
function estimate analogous to Theorem 1.2 for L2n+2 must be able to accommodate
a significant presence of off-diagonal solutions.

3 Proof of Theorem 1.1: Equivalence Between Discrete Decoupling
and Counting

For the proof of Theorem 1.1 we begin by observing that since

Js,φ(S) =
∥
∥
∥
∥
∥
∥

∑

j∈S
e(φ( j) · α)

∥
∥
∥
∥
∥
∥

2s

L2s ([0,1]n)
,

the assumption (1.4) is equivalent to the statement that the inequality

∥
∥
∥
∥
∥
∥

N
∑

j=1

a j e(φ( j) · α)

∥
∥
∥
∥
∥
∥
L2s ([0,1]n)

≤ c1/2s

⎛

⎝

N
∑

j=1

|a j |p
⎞

⎠

1/p

(3.1)

holds for all a = (a j ) j of the form a = 1S for someS ⊂ {1, . . . , N }, where p = 2s/θ .
We recall the definition of the norms

‖a‖�p =
⎛

⎝

N
∑

j=1

|a j |p
⎞

⎠

1/p

= p1/p
(∫ ∞

0
s p−1λa(s)ds

)1/p

and

‖a‖�p,1 =
∫ ∞

0
λ
1/p
a (s)ds,
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where λa(s) = #{ j ∈ {1, . . . , N } : |a j | > s}. Upon defining a function T : CN →
[0,∞) by

T (a) =
∥
∥
∥
∥
∥
∥

N
∑

j=1

a j e(φ( j) · α)

∥
∥
∥
∥
∥
∥
L2s ([0,1]n)

,

the inequality (3.1) can be written as the statement that T (1S) ≤ c1/2s‖1S‖�p holds
for allS ⊂ {1, . . . , N }.We then obtain Theorem 1.1 by an application of the following
general fact.

Lemma 3.1 Let p ∈ (1,∞), c ∈ (0,∞) and let T : CN → [0,∞) be a sublinear
function such that

T (1S) ≤ C‖1S‖�p holds for all S ⊂ {1, . . . , N }. (3.2)

Then

T (a) ≤ c′(1 + (log N )1/p
′
/p)‖a‖�p

holds for all a ∈ C
N , where c′ = 21/p41/p

′
C.

The first step to prove Lemma 3.1 is the observation that, as in the general Lorentz
space theory (see e.g., [14, Chapter V, Sect. 3]), the restricted weak-type hypothesis
(3.2) implies the estimate T (a) ≤ C‖a‖�p,1 for any a ∈ C

N with non-negative entries.
Thus given a general a ∈ C

N , we split it into real and imaginary parts ar , ai and then,
respectively, positive and negative parts, say a+

r , a−
r , a+

i , a−
i ; then using the assumed

sublinearity of T , we see that

T (a) ≤ C{‖a+
r ‖�p,1 + ‖a−

r ‖�p,1 + ‖a+
i ‖�p,1 + ‖a−

i ‖�p,1}.

What remains is to dominate each weak-type �p norm by the corresponding �p norm,
which follows from applying Lemma 3.2 (below) term by term, followed by Hölder’s
inequality to the sum of four terms, resulting in

T (a) ≤ 41/p
′
C(1 + p−1(log N )1/p

′
)){‖a+

r ‖p
�p + ‖a−

r ‖p
�p + ‖a+

i ‖p
�p + ‖a−

i ‖p
�p }1/p.

Using the disjoint supports of a+
r and a−

r , and similarly for a+
i and a−

i , the right-hand
side is equal to

41/p
′
C(1 + p−1(log N )1/p

′
)){‖a+

r − a−
r ‖p

�p + ‖a+
i − a−

i ‖p
�p }1/p,

which is in turn bounded above by

21/p41/p
′
C(1 + p−1(log N )1/p

′
))‖a‖�p ,

completing the proof of Lemma 3.1.

123



7084 P. T. Gressman et al.

Lemma 3.2 For any a ∈ C
N and any p ∈ [1,∞) we have

‖a‖�p,1 ≤ (

1 + p−1(log N )1/p
′)‖a‖�p .

Proof By Chebyshev’s inequality, λ
1/p
a (s) ≤ s−1‖a‖�p for all s > 0. Observe that

λa(s) is a non-negative integer no greater than N ; in particular, it must be zero if it is
less than one, which implies that λa(s) = 0 for s > ‖a‖�p . Therefore,

∫ ∞

0
λ
1/p
a (s)ds ≤

∫ N
− 1

p ‖a‖�p

0
N 1/pds +

∫ ‖a‖�p

N
− 1

p ‖a‖�p

λ
1/p
a (s)ds

≤ ‖a‖�p +
(∫ ∞

0
s p−1λa(s)ds

)1/p
(

∫ ‖a‖�p

N
− 1

p ‖a‖�p

s−1ds

)1/p′

=
(

1 + p−1(log N )1/p
′) ‖a‖�p ,

where we have applied Hölder’s inequality in the penultimate step. 
�

4 Non-degenerate Curves: Linear Independence of Derivatives at
Separated Points

In this section,webegin the proof of Proposition 1.3 byproving two results on the linear
independence of derivatives of γ ′(t) when t is evaluated at distinct points. The first
result is motivated by an observation in the special case γ (t) = (t, t2/2, · · · , tn/n):
the Vandermonde determinant shows that for any u1, . . . , un ∈ R,

det(γ ′(u1), · · · , γ ′(un)) =
∏

1≤i< j≤n

(u j − ui ). (4.1)

Thus in particular if the points u j are separated, the determinant is well-controlled.
We now prove comparable upper and lower bounds for this determinant, in the general
case of a non-degenerate curve γ .

Proposition 4.1 Let γ : [0, 1] → R
n be a Cn curve.

(a) There exists a constant C = C(γ, n) such that for every 0 < u1 < · · · < un < 1
we have

| det(γ ′(u1), . . . , γ ′(un))| ≤ C
∏

1≤i< j≤n

(u j − ui ). (4.2)

(b) Suppose furthermore that γ is non-degenerate. Then there exists a constant C ′ =
C ′(γ, n) and δ0 = δ0(γ, n) > 0 such that for every 0 < u1 < · · · < un < 1 with
un − u1 < δ0 we have

| det(γ ′(u1), . . . , γ ′(un))| ≥ C ′ ∏

1≤i< j≤n

(u j − ui ). (4.3)
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Substantially more refined estimates of the type exhibited in Proposition 4.1 have been
obtained recently in [6,7] in the case of polynomial curves. However, we do not require
such a refined estimate, and we give in this section a direct proof of the proposition,
which does not require a delicate decomposition of R.

Furthermore, we prove a version of Proposition 4.1 that is averaged over certain
intervals. We will use the convention that an expression such as

∫

J γ ′(u)du denotes a
column vector, whose j-th entry is the integral over J of the j-th entry of the vector
γ ′(u). In particular, given a set of intervals J1, . . . , Jn and a measurable function �

supported on ∪n
j=1 J j with the property that 1 ≤ |�(t)| ≤ n for all t ∈ ∪n

j=1 J j , we
define A to be the n × n matrix whose j-th column is

∫

J j
γ ′(u j )|�(u j )|du j . (4.4)

Proposition 4.2 Letγ : [0, 1] → R
n be aCn curve. Suppose J1, . . . , Jn are essentially

disjoint closed intervals with c(J1) < · · · < c(Jn). Then for the n×n matrix A defined
above,

(a) | det(A)| �

⎛

⎝

n
∏

j=1

|J j |
⎞

⎠

⎛

⎝
∏

1≤i< j≤n

(c(J j ) − c(Ji ))

⎞

⎠ .

(b) Suppose furthermore that γ is non-degenerate and that diam(∪n
j=1 J j ) ≤ δ0 where

δ0 = δ0(γ, n) is as in Proposition 4.1. Then

| det(A)| �

⎛

⎝

n
∏

j=1

|J j |
⎞

⎠

⎛

⎝
∏

1≤i< j≤n

(c(J j ) − c(Ji ))

⎞

⎠ .

(c) Under the hypotheses of (b), there exists a constant c1 = c1(γ, n) such that the
following holds. Let R ≥ 1 and suppose that for some 1 ≤ j0 ≤ n, |J j0 | ≥ c1R−1.
Then for every v ∈ R

n with |v j0 | ≥ 1 we have

|Av| ≥ R−n .

In particular, c1 depends only on γ, n and is independent of J1, . . . , Jn.

4.1 Proof of Proposition 4.1

The idea is to use the fact that the determinant is an alternating multilinear form and
the mean value theorem. It will be convenient to first prove a general identity in this
spirit, see (4.6) below. We use the following setup: for every integer m ≥ 1 and real
numbers t1 < · · · < tm we define a non-negative measure σt1,...,tm on R

m as follows.
If m = 1, then σt1 is the Dirac measure at t1, i.e.,
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∫

R

ϕ(u)dσt1(u) = ϕ(t1).

If m ≥ 2, then we define σt1,...,tm recursively by

∫

Rm

ϕ(u)dσt1,...,tm (u) =
t2∫

t1

· · ·
tm∫

tm−1

∫

Rm−1

ϕ(t1, v)dσs2,...,sm (v)dsm · · · ds2. (4.5)

Observe that σt1,...,tm is supported on the compact set {t1 ≤ u1 ≤ · · · ≤ um ≤ tm}.
We prove the following general statement about the measure σt1,...,tm .

Lemma 4.3 For every m ≥ 1 and all real numbers t1 < · · · < tm, the non-negative
measure σt1,...,tm defined above has the following properties:

(i) For every alternating m–linear form � : (Rn)m → R and every Cm−1 map
h : [a, b] → R

n, for all a ≤ t1 < · · · < tm ≤ b we have

�(h(t1), . . . , h(tm)) =
∫

Rm
�(h(u1), h

′(u2), . . . , h(m−1)(um))dσt1,...,tm (u). (4.6)

(ii) The mass of σt1,...,tm is given by

σt1,...,tm (Rm) = cm
∏

1≤i< j≤m

(t j − ti ), (4.7)

where cm = ( ∏m
j=1( j − 1)!)−1

.

Proof We first prove (i) by induction on m. For m = 1 the claim follows immediately
from the definitions. Let us assume the inductive hypothesis that (i) holds for dimension
m − 1, for all alternating (m − 1)-linear functions, and every Cm−2 map. Now let us
assume that � is an m-linear function and h is a Cm−1 map. Since � is alternating we
have

�(h(t1), . . . , h(tm)) = �(h(t1), h(t2) − h(t1), . . . , h(tm) − h(tm−1)).

By the mean value theorem this equals

∫ t2

t1
· ·

∫ tm

tm−1

�(h(t1), h
′(s2), . . . , h′(sm))dsm · · · ds2.

Applying the inductive hypothesis to the (m−1)–linear formgivenby �̃ = �(h(t1), ·)
and the map h′ in place of h, we obtain that the previous expression is equal to

∫ t2

t1
· ·

∫ tm

tm−1

∫

Rm−1
�(h(t1), h

′(u2), . . . , h(m−1)(um))dσs2,...,sm (u2, . . . , um)dsm · · · ds2
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which by the definition (4.5) equals

∫

Rm
�(h(u1), h

′(u2), . . . , h(m−1)(um))dσt1,...,tm (u).

To prove (ii) we apply (i) withm = n,� = det, and h = γ ′, where γ is the normalized
moment curve γ (t) = (t, t2/2, . . . , tm/m). Then the left-hand side of (4.6) is equal
to the Vandermonde determinant

det(γ ′(t1), . . . , γ ′(tm)) =
∏

1≤i< j≤m

(t j − ti ),

while the right-hand side can be explicitly computed in this case as

∫

Rm
det(γ ′(u1), γ ′′(u2), . . . , γ (m)(um))dσt1,...,tn (u) =

⎛

⎝

m
∏

j=1

( j − 1)!
⎞

⎠ · σt1,...,tm (Rm),

which proves (ii). 
�
We now apply this lemma in the casem = n,� = det, h = γ ′ to prove Proposition

4.1. Given 0 < u1 < · · · < un < 1, the identity (4.6) shows that

det(γ ′(u1), . . . , γ ′(un)) =
∫

Rn
det(γ ′(w1), γ

′′(w2), . . . , γ
(n)(wn))dσu1,...,un (w),

(4.8)
with dσu1,...,un supported in {u1 ≤ w1 ≤ · · · ≤ wn ≤ un}. For (a), since the map

(u1, . . . , un) �→ det(γ ′(u1), . . . , γ (n)(un))

is continuous, the integrand is uniformly bounded from above by some C = C(γ, n)

on the support of the measure, so that (4.8) is bounded above by Cdσu1,...,un (R
n),

from which (a) follows via (4.7) (upon redefining C to be cmC). To prove (b), since
γ is non-degenerate we may assume without loss of generality that

det(γ ′(w), γ ′′(w), . . . , γ (n)(w)) > 0

holds for every w ∈ [0, 1]. By uniform continuity there exists δ0 > 0 such that

det(γ ′(w1), γ
′′(w2), . . . , γ

(n)(wn)) ≥ C ′ > 0 (4.9)

holds for all w1, · · · , wn ∈ [0, 1] satisfying max j=1,...,n |w1 − w j | ≤ δ0, which
certainly holds for anyw in the support ofσu1,...,un (w), under the assumption in (b) that
un −u1 < δ0. Applying this in (4.8) yields the lower bound≥ C ′ ∫

Rn σu1,...,un (w)dw,

which implies (b).
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4.2 Proof of Proposition 4.2

First, we observe that

det(A) =
∫

J1
. . .

∫

Jn
|�(u1)| . . . |�(un)| det

(

γ ′(u1) . . . γ ′(un)
)

du1 . . . dun .

We first prove (b) explicitly. In this case, part (b) of Proposition 4.1 implies that
in the assumed support of the integral, | det (γ ′(u1) . . . γ ′(un)

) | always obeys the
lower bound (4.3), which is non-zero except possibly on the boundary of the region
of integration; this allows us to assume without loss of generality that the determinant
is non-negative for every u1 ∈ J1, . . . , un ∈ Jn . Since |�(u j )| ≥ 1 for all u j ∈ J j
we may conclude from the identity above that

det(A) ≥
∫

J ′
1

. . .

∫

J ′
n

det
(

γ ′(u1) · · · γ ′(un)
)

du1 . . . dun,

in which J ′
j is the interval that has the same center as J j , but only half the length of

J j , so in particular the J ′
j are pairwise disjoint. Now we invoke (4.3) to estimate the

integrand on the right-hand side from below. Since for any ui ∈ J ′
i and u j ∈ J ′

j we
have u j − ui ≥ (c(J j ) − c(Ji ))/2 whenever j > i, and |J ′

j | = |J j |/2, the lower
bound in (b) follows. To prove (a), one may follow analogous reasoning, except we
apply absolute values inside the integral, and apply the upper bound in (4.2) in place
of the lower bound (4.3).

Finally, for the proof of (c) wewill write v = A−1(Av), so that if we know that v has
a large entry in the j0-th place yet we can show that every entry in the j0-th row of A−1

is very small (under the assumption that |J j0 | ≥ c1R−1), then we must conclude that
|Av| cannot also be very small. To compute A−1 we will make use of Cramer’s rule,
A−1 = (det A)−1Cf(A)T , in which we recall that the i-th entry in the j-th column of
the cofactor matrix Cf(A) is given by the determinant of the (n − 1) × (n − 1) matrix
Bi j obtained by removing the i-th row and the j-th column from the matrix A. Thus
to compute the j0-th row of A−1 we compute det Bi j0 for each 1 ≤ i ≤ n. We apply
the upper bound in (a) (for dimension n − 1) to conclude that

| det(Bi, j0)| �

⎛

⎝
∏

j �= j0

|J j |
⎞

⎠

⎛

⎜
⎜
⎜
⎝

∏

1≤ j ′< j≤n,

j ′ �= j0, j �= j0

(c(J j ) − c(J j ′))

⎞

⎟
⎟
⎟
⎠

.

On the other hand, | det A| satisfies the lower bound given in part (b), so upon taking
the ratio as in Cramer’s law, we see that each entry of the j0th row of A−1 is bounded
above by

C ′′|J j0 |−1
∏

1≤ j≤n
j �= j0

|c(J j ) − c(J j0)|−1,
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in which C ′′ = C ′′(γ, n) is dependent only on γ, n. We may now choose c1 large
enough so that under the hypothesis that |J j0 | ≥ c1R−1, and consequently |c(J j ) −
c(J j0)| ≥ (c1/2)R−1 for every j �= j0, every entry in the j0th row of A−1 is bounded
from above by 1

100n R
n (say). Now to conclude the argument, suppose that |Av| <

R−n for some v with |v j0 | ≥ 1. Writing v = A−1(Av), this implies |v j0 | ≤ 1
100 , a

contradiction. This proves (c), completing the proof of the proposition.

5 Proof of Proposition 1.3 on Essentially Diagonal Solutions

Our proof of Proposition 1.3 will critically use Proposition 4.2; let the constants
c1 = c1(γ, n) and δ0 = δ0(γ, n) be as specified in that proposition, and set c0 = nc1.
We assume that [0, 1] has been dissected into intervals of length R−1 denoted by
{R−1[�, �+1] : 0 ≤ � < R}, and that all intervals in the following discussion belong
to this set. We consider a collection I of such intervals for which (1.10) holds. We
will show that if the points t1, . . . , tn belong to intervals I1, . . . , In and the points
s1, . . . , sn belong to intervals I ′

1, . . . , I
′
n , there is a quantitative, strictly positive lower

bound for

γ (t1) + · · · + γ (tn) − γ (s1) − · · · − γ (sn)

unless the tuple (I1, . . . , In) is a permutation of (I ′
1, . . . , I

′
n).

Fix tuples (I1, . . . , In) and (I ′
1, . . . , I

′
n), and fix ti ∈ Ii and si ∈ I ′

i . By the funda-
mental theorem of calculus,

n
∑

i=1

(γ (ti ) − γ (si )) =
n

∑

i=1

∫ ti

si
γ ′(t)dt =

∫ 1

0
γ ′(t)�(t)dt,

where we define

�(t) =
n

∑

i=1

χ[si ,ti )(t). (5.1)

Here χ[a,b)(t) is defined to equal +1 if a ≤ t < b and −1 if b ≤ t < a (and
zero otherwise); this convention is chosen so that χ[a,b) is always a right continuous
function (even if a > b). For the moment, let us denote by Ji the interval [si , ti ) if
si < ti and the interval [ti , si ) it ti < si .

To motivate how we proceed, let us assume temporarily that we are in the very
special case in which the intervals Ji are all disjoint. Then |�(t)| ∈ {0, 1} and hence

n
∑

i=1

(γ (ti ) − γ (si )) =
n

∑

i=1

εi

∫

Ji
γ ′(ui )|�(ui )|dui =

n
∑

i=1

εi

∫

Ji
γ ′(ui )dui (5.2)

in which εi ∈ {±1} is the sign of � on Ji . Using the notation of the matrix A defined
column by column in (4.4), we see that the right-hand side of (5.2) is Av for the vector
v = (ε1, ε2, . . . , εn). Since under the hypotheses of the proposition, (I1, . . . , In) is not
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a permutation of (I ′
1, . . . , I

′
n), there exists some j0 such that I j0 �= I ′

j0
, so that by the

separation condition, |si − ti | ≥ c0R−1 ≥ c1R−1. Thus the conditions of Proposition
4.2 (c) are met, and we can conclude that in (5.2) that |Av| ≥ R−n , thus proving (1.11)
in this special case.

The essential insight in proving Proposition 1.3 in full generality is that even when
the intervals with endpoints defined by si , ti overlap, the support of � can be decom-
posed into n essentially disjoint intervals, upon each of which � is only positive or
only negative; consequently, a version of (5.2) will again be true.

Proposition 5.1 With the collection I and constants c0, δ0 as described above, fix
tuples of intervals (I1, . . . , In) and (I ′

1, . . . , I
′
n), as well as points si ∈ Ii and ti ∈ I ′

i ,
and define �(t) as in (5.1). The support of �(t) can be written as a disjoint union of
intervals, such that upon the interior of each interval, �(t) is either only positive or
only negative. Moreover,

(i) if �0 is the minimal number of intervals in such a disjoint union, then �0 ≤ n.
(ii) if we denote these intervals by J̃1, . . . , J̃�0 , then there exists 1 ≤ j0 ≤ �0 such

that | J̃ j0 | ≥ c0R−1.
(iii) Consequently, we may construct n essentially disjoint closed subintervals

J1, . . . , Jn of [0, 1], with c(J1) < · · · < c(Jn), so that for some 1 ≤ j0 ≤ n, J j0
has length ≥ (c0/n)R−1 = c1R−1, and so that for each 1 ≤ j ≤ n, � is either
only positive or only negative in the interior of J j , with 1 ≤ |�| ≤ n on J j .

Once we have obtained such a decomposition of the support of the function �, we can
write a new version of (5.2), that is

n
∑

i=1

(γ (ti ) − γ (si )) =
n

∑

j=1

ε j

∫

J j
γ ′(u j )|�(u j )|du j

in which ε j ∈ {±1} is the sign of � on J j . The final step is to apply Proposition 4.2:
the right-hand side is the expression Av for the vector v = (ε1, ε2, . . . , εn). Since by
Proposition 5.1 (iii) we know that some J j0 has length at least c1R

−1, wemay conclude
by Proposition 4.2 (c) that |Av| ≥ R−n , which verifies our desired inequality (1.11).
It only remains to prove Proposition 5.1, which will occupy the remainder of this
section.

5.1 Decomposition of the Support of4

Proof of Proposition 5.1 (i) We note first of all that such a dissection of the support
of �(t) into some finite number of intervals J̃1, . . . , J̃�0 exists, because �(t) is a
piecewise constant right continuous function. We must only show that when �0 is
chosen minimally, the decomposition can be made so that �0 ≤ n.

In this step, for convenience, we will sometimes write sn+ j for t j , if 1 ≤ j ≤ n.
Discontinuities of�(t) occur only at points in the set {s1, . . . , s2n}. By the minimality
of �0, �(t) must be discontinuous at the endpoints of every J̃ j , and thus the endpoints
of each J̃ j must be in the set {s1, . . . , s2n}.More precisely, if�(t) is positive on J̃ j , then
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the left endpoint of J̃ j is in {s1, . . . , sn}, and the right endpoint of J̃ j is in {t1, . . . , tn} =
{sn+1, . . . , s2n}; we choose indices l j ∈ {1, . . . , n} and r j ∈ {n+1, . . . , 2n} such that
the left endpoint and right endpoint of J̃ j are sl j and sr j , respectively. There may be
more than one such choice of l j and r j , and in that case we just make one choice and
fix it once and for all. We call temporarily L+ ⊂ {1, . . . , n} the set of all l j ’s obtained
from these intervals where � is positive, and R+ ⊂ {n + 1, . . . , 2n} the set of all
r j ’s obtained from these intervals where � is positive. To proceed further, if �(t) is
negative on some J̃ j ′ , then the left endpoint of J̃ j ′ is in {t1, . . . , tn} = {sn+1, . . . , s2n},
and the right endpoint of J̃ j ′ is in {s1, . . . , sn}; we choose l j ′ ∈ {n + 1, . . . , 2n} \ R+
and r j ′ ∈ {1, . . . , n} \ L+ such that the left and right endpoints of J̃ j ′ are sl j ′ and sr j ′ ,

respectively. This is possible, because if say the left endpoint of J̃ j ′ is equal to sr j for

some r j ∈ R+, then the left endpoint of J̃ j ′ is also the right endpoint of J̃ j for some J̃ j
over which� is positive; in particular, there exists p ∈ {n+1, . . . , 2n}with p �= r j so
that sp = sr j , and we can simply pick l j ′ = p. Similarly if the right endpoint of J̃ j ′ is

equal to sl j for some l j ∈ L+, then the right endpoint of J̃ j ′ is also the left endpoint of
J̃ j for some J̃ j over which� is positive; in particular, there exists q ∈ {1, . . . , n}with
q �= l j so that sq = sl j , and we can simply pick r j ′ = q. Altogether, one can check
that l1, . . . , l�0 , r1, . . . , r�0 is a list of distinct elements of {1, . . . , 2n}, so 2�0 ≤ 2n,
i.e., �0 ≤ n, proving the claim. 
�
Proof of Proposition 5.1 (ii) The proof of Proposition 5.1 (ii) relies on the following
combinatorial fact, which we will prove at the end of this section. 
�
Lemma 5.2 Let (x1, . . . , xn) and (y1, . . . , yn) be two lists of real numbers. Define
χ[xi ,yi )(t) to be +1 if xi ≤ t < yi and −1 if yi ≤ t < xi and 0 otherwise. Suppose
that

�(t) =
n

∑

i=1

χ[xi ,yi )(t) = 0 for all t ∈ R. (5.3)

Then (x1, . . . , xn) is a permutation of (y1, . . . , yn).

We assume this lemma for the moment, and verify part (ii) of Proposition 5.1. For
every i , let xi = c(Ii ) and yi = c(I ′

i ) denote the centers of the intervals, and define
the function � as in (5.3). Note that although for some values of t , �(t) may differ
from �(t) as defined in (5.1), we do have �(t) = �(t) for t ∈ (

⋃n
i=1 Ii ∪ I ′

i )
c; thus

while the extra symmetry of�(t) aids us in establishing its properties, we may deduce
useful consequences for � as well.

Since (I1, . . . , In) is not a permutation of (I ′
1, . . . , I

′
n)weconclude that (x1, . . . , xn)

is not a permutation of (y1, . . . , yn). By Lemma 5.2 the function � does not vanish
identically, andmoreover we can pick a point t0 ∈ (

⋃n
i=1 Ii ∪ I ′

i )
c such that�(t0) �= 0.

(To see this, recall that � can have discontinuities only at x1, . . . , xn, y1, . . . , yn and
that distinct intervals in I are separated by at least c0R−1.) Furthermore,� is constant
on each component of (∪n

i=1 Ii ∪ I ′
i )
c, and since distinct intervals in I are separated

by at least c0R−1, the component, say J̃ j0 , in which t0 is contained must be at least
of length c0R−1. From this we deduce that �(t0) �= 0, and � is also constant on J̃ j0 ,
which suffices to prove (ii) of Proposition 5.1. 
�
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Proof of Proposition 5.1 (iii) If �0 = n, then (iii) already has been verified. Otherwise,
if �0 < n, we choose some j and split J̃ j up into n− �0 + 1 essentially disjoint closed
intervals of positive length, obtaining exactly n essentially disjoint closed subintervals
J1, . . . , Jn of [0, 1], with the properties specified in (iii). 
�
Proof of Lemma 5.2 Wemay assumewithout loss of generality that for each 1 ≤ i ≤ n,
xi �= yi , since removing such pairs from the lists does not change the value of � at
any point, and the tuple (x1, . . . , xn) is a permutation of (y1, . . . , yn) if and only if the
remaining values are a permutation, after the matching xi = yi has been removed.

Let us write {t1 < · · · < tm} for the ordered set of distinct values taken on by any
of x1, . . . , xn or y1, . . . , yn . Denote by ξk the number of times that tk appears in the
list of xi ’s and by ηk the number of times that tk appears in the list of yi ’s. Then it
suffices to show that ξk = ηk for all 1 ≤ k ≤ m. We proceed by induction on m; we
may assume that m ≥ 2 (since m = 1 would require all xi and yi to be equal, a case
we have ruled out).

Given m ≥ 2, we observe that

�(tm−1) = #{i : xi ≤ tm−1 < yi } − #{i : yi ≤ tm−1 < xi } = ηm − ξm

because xi ≤ tm−1 < yi if and only if yi = tm (since xi �= yi ) and yi ≤ tm−1 < xi if
and only if xi = tm . Assuming � is identically zero, this shows ξm = ηm . Of course,
ξ1 + · · · + ξm = η1 + · · · + ηm = n. In the case m = 2, these two relations suffice
to show that ξ1 = η1 and ξ2 = η2. Now we assume the induction hypothesis that the
claim is true if the set of distinct values has at most m − 1 elements. Then supposing
the set of distinct values is {t1 < · · · < tm}, define new lists x̃ , ỹ as follows:

x̃i =
{

xi if xi < tm
tm−1 if xi = tm

, ỹi =
{

yi if yi < tm
tm−1 if yi = tm

.

Then the distinct values taken on by elements in (̃x1, . . . , x̃n) or (ỹ1, . . . , ỹn) give pre-
cisely the ordered set {t1 < · · · < tm−1}.We also claim that �̃(t) = ∑n

i=1 χ[̃xi ,̃yi )(t) =
0 for every t ∈ R. Indeed, �̃(t) = 0 if t < t1 or t ≥ tm−1. On the other hand, if
t1 ≤ t < tm−1, then

χ[̃xi ,̃yi )(t) = χ[xi ,yi )(t).

Therefore, �̃(t) = �(t) = 0. Applying the inductive hypothesis, we obtain ξk = ηk
for all k = 1, . . . ,m−2 and also ξm−1+ξm = ηm−1+ηm , which implies ξm−1 = ηm−1
because we already showed ξm = ηm . 
�

6 Proof of Theorem 1.2: The Square Function Estimate

We first sparsify our collection of intervals. Given a non-degenerate curve γ , we fix
a sufficiently large constant c0 = c0(γ, n) ≥ 10 and a constant δ0 = δ0(γ, n) as in
Proposition 1.3. From now on we let I denote a collection of intervals, chosen from
our initial collection of intervals {R−1[�, � + 1] : 0 ≤ � < R}, such that
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dist(I , I ′) ≥ c0R
−1 for I �= I ′ ∈ I, and diam

(
⋃

I∈I
I

)

≤ δ0.

We can cover [0, 1] by taking at most (c0 + 1)δ−1
0 such collections I. We will prove

for each 1 ≤ m ≤ n and for each such collection that

∥
∥
∥
∥
∥

∑

I∈I
EI f

∥
∥
∥
∥
∥

L2m (wB )

�

∥
∥
∥
∥
∥
∥

(
∑

I∈I
|EI f |2

)1/2
∥
∥
∥
∥
∥
∥
L2m (wB )

;

summing over such collections contributes only to the constant C on the right-hand
side of (1.7).

By a standard reduction regarding weighted norms [5, Lemma 4.1], it now suffices
to show that

∥
∥
∥
∥
∥

∑

I∈I
EI f

∥
∥
∥
∥
∥

L2m (1B )

�

∥
∥
∥
∥
∥
∥

(
∑

I∈I
|EI f |2

)1/2
∥
∥
∥
∥
∥
∥
L2m (wB )

, (6.1)

where 1B denotes the characteristic function of B. Without loss of generality we may
assume that the ball B is centered at the origin (see e.g., [13, p. 58]). Let ϕ be a non-
negative Schwartz function on Rn so that ϕ ≥ 1 on the unit ball centered at 0 and ϕ̂ is
supported on the unit ball centered at 0. (To construct such a function, let ψ be such
thatψ ∈ C∞

c (B(0, 1/4)) and
∫

ψ(ξ)dξ > 1. Then define ϕ by ϕ̂ = ψ ∗ψ(−·) so that
ϕ = |ψ̂ |2, and in particular ϕ(0) = |ψ̂(0)|2 > 1; this continues to hold in some small
neighborhood of the origin, and by redefining ϕ appropriately after a fixed rescaling,
we can ensure ϕ(x) ≥ 1 on the unit ball.) Denote ϕR(x) = ϕ(R−nx). We will prove
that

∥
∥
∥
∥
∥
∥

(
∑

I∈I
|EI f |2

)1/2
∥
∥
∥
∥
∥
∥

2m

L2m (ϕR)

≤
∥
∥
∥
∥
∥

∑

I∈I
EI f

∥
∥
∥
∥
∥

2m

L2m (ϕR)

≤ m!
∥
∥
∥
∥
∥
∥

(
∑

I∈I
|EI f |2

)1/2
∥
∥
∥
∥
∥
∥

2m

L2m (ϕR)

,

(6.2)
which suffices to verify (6.1).

The central expression in (6.2) is equal to

∑

I1,...,Im

∑

I ′
1,...,I

′
m

∫

Rn
ϕ(R−nx)EI1 f (x) · · · EIm f (x)EI ′

1
f (x) · · · EI ′

m
f (x)dx . (6.3)

For fixed collections of intervals I1, . . . , Im, I ′
1, . . . , I

′
m , expanding the extension oper-

ators shows that the contribution to the integral is equal to

∫

I1×···×Im

∫

I ′
1×···×I ′

m

Rn2 ϕ̂
(

Rn
m

∑

i=1

(γ (ti ) − γ (si ))
)

f (t1)

. . . f (tm) f (s1) . . . f (sm)dt1 · · · dtmds1 · · · dsm . (6.4)
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Suppose that (I1, . . . , Im) is not a permutation of (I ′
1, . . . , I

′
m). In order to enlarge

these to two n-tuples of intervals, choose an arbitrary J ∈ I and set Ii = I ′
i = J for

all m < i ≤ n. Then we apply Proposition 1.3 to conclude that

∣
∣
∣
∣
∣

n
∑

i=1

(γ (ti ) − γ (si ))

∣
∣
∣
∣
∣
≥ R−n

holds for all (t1, . . . , tn, s1, . . . , sn) ∈ I1 ×· · ·× In × I ′
1 ×· · ·× I ′

n . In particular, upon
setting si = c(Ii ), ti = c(I ′

i ) for the auxiliary intervals with m < i ≤ n, we deduce
that

∣
∣
∣
∣
∣

m
∑

i=1

(γ (ti ) − γ (si ))

∣
∣
∣
∣
∣
=

∣
∣
∣
∣
∣

n
∑

i=1

(γ (ti ) − γ (si ))

∣
∣
∣
∣
∣
≥ R−n

holds for all (t1, . . . , tm, s1, . . . , sm) ∈ I1 × · · · × Im × I ′
1 × · · · × I ′

m . This implies

ϕ̂

(

Rn
m

∑

i=1

(γ (ti ) − γ (si ))

)

= 0. (6.5)

Thus (6.3) implies the identity

∥
∥

∑

I∈I
EI f

∥
∥
2m
L2m (ϕR)

=
∑

I1,...,Im

NI1,...,Im

∫

Rn
ϕ(R−nx)

∣
∣EI1 f (x)

∣
∣
2 · · · ∣∣EIm f (x)

∣
∣
2 dx

where NI1,...,Im equals the number of tuples (I ′
1, . . . , I

′
m) which are permutations of

(I1, . . . , Im). In particular, 1 ≤ NI1,...,Im ≤ m!, yielding exactly (6.2), and hence the
theorem.
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