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A B S T R A C T

The formation of the solar system’s giant planets predated the ultimate epoch of massive impacts that concluded the process of terrestrial planet formation.
Following their formation, the giant planets’ orbits evolved through an episode of dynamical instability. Several qualities of the solar system have recently
been interpreted as evidence of this event transpiring within the first ∼100 Myr after the Sun’s birth; around the same time as the final assembly of the inner
planets. In a series of recent papers we argued that such an early instability could resolve several problems revealed in classic numerical studies of terrestrial
planet formation; namely the small masses of Mars and the asteroid belt. In this paper, we revisit the early instability scenario with a large suite of simulations
specifically designed to understand the degree to which Earth and Mars’ formation are sensitive to the specific evolution of Jupiter and Saturn’s orbits. By deriving
our initial terrestrial disks directly from recent high-resolution simulations of planetesimal accretion, our results largely confirm our previous findings regarding
the instability’s efficiency of truncating the terrestrial disk outside of the Earth-forming region in simulations that best replicate the outer solar system. Moreover,
our work validates the primordial 2:1 Jupiter–Saturn resonance within the early instability framework as a viable evolutionary path for the solar system. While
our simulations elucidate the fragility of the terrestrial system during the epoch of giant planet migration, many realizations yield outstanding solar system
analogs when scrutinized against a number of observational constraints. Finally, we highlight the inability of models to form adequate Mercury-analogs and the
low eccentricities of Earth and Venus as the most significant outstanding problems for future numerical studies to resolve.
1. Introduction

Giant gaseous planets form precipitously within proto-planetary
disks that dissipate on timescales of just a few Myr (Mizuno, 1980;
Haisch et al., 2001; Mamajek and Hillenbrand, 2008; Pascucci et al.,
2009). In the standard paradigm, conditions in the solar nebula were
appropriate to produce a sequential system of appropriately massed
giant planet cores directly via pebble accretion (e.g.: Morbidelli and
Nesvorny, 2012; Lambrechts and Johansen, 2012; Chambers, 2014;
Levison et al., 2015a) or gravitational collapse (e.g.: Boss, 1997; Mayer
et al., 2002). In addition to feeding the outer planets’ massive en-
velopes, the nebular gas conspired to force the giant planets into
a tight chain of mutually resonant orbits via powerful gravitational
torques (e.g.: Masset and Snellgrove, 2001; Morbidelli and Crida,
2007; Pierens and Nelson, 2008; Zhang and Zhou, 2010; D’Angelo
and Marzari, 2012). The Nice Model (Tsiganis et al., 2005; Gomes
et al., 2005; Morbidelli et al., 2005; Nesvorný and Morbidelli, 2012)
argues that a number of observed dynamical structures in the solar sys-
tem (e.g.: Levison et al., 2008; Morbidelli et al., 2009b; Nesvorný et al.,
2013; Nesvorný, 2015a,b; Roig and Nesvorný, 2015) are best explained
by the dissolution of this resonant chain through an epoch of dynamical
instability. Among other qualities, the existence of irregular satellites
around all four giant planets (Nesvorný et al., 2014a,b) strongly favors
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an epoch of planetary encounters having occurred sometime in the solar
system’s past.

While a full review of the Nice Model is beyond the scope of
this manuscript (see, for example: Nesvorný, 2018; Clement et al.,
2018, 2021b), it is important to understand that the current consen-
sus version invokes the existence of either one or two additional ice
giants (Nesvorný, 2011, note that we only consider cases with five
primordial giant planets in this work). The ejection of these planets
in successful numerical simulations of the highly-stochastic instability
serves to both maximize the probability of retaining four outer plan-
ets (Nesvorný and Morbidelli, 2012), and minimize the time powerful
resonances with Jupiter and Saturn inhabit certain regions of the inner
solar system (e.g.: Brasser et al., 2009; Minton and Malhotra, 2010;
Walsh and Morbidelli, 2011; Roig and Nesvorný, 2015; Roig et al.,
2016).

Early investigations of the Nice Model advocated for a very specific
timing of the event (Gomes et al., 2005; Levison et al., 2011; Deienno
et al., 2017): ∼3.9 billion years ago in order to provide a natural
trigger for the late heavy bombardment (a spike in cratering rates in
the inner solar system inferred via basin ages determined from the
Apollo samples: Tera et al., 1974). However, modern isotopic dating
techniques (e.g.: Norman et al., 2006; Grange et al., 2013; Merle
et al., 2014; Mercer et al., 2015; Boehnke and Harrison, 2016) and
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new high-resolution imagery of the Moon’s surface seem to imply
a smooth decline in cratering rather than a terminal onslaught of
impacts (Zellner, 2017). In response to these revelations, dynamical
investigations have increasingly sought to understand how varying
the instability’s precise timing affects the ability of models to match
important observational and geochemical constraints. Several recent
studies in this mold have convincingly argued that particular aspects
of the solar systems favor an early (𝑡 ≲ 100 Myr) instability. These
include the survival of Jupiter’s Patroclus–Menoetius binary trojan
pair (Nesvorný et al., 2018), the dichotomous inventories of highly
siderophile elements incorporated in the mantles of the Earth and
Moon following the formation of their cores (Morbidelli et al., 2018;
Brasser et al., 2020), resetting ages of various inner solar system
meteorites (Mojzsis et al., 2019), collisional families in the asteroid
belt with inferred ages ≳4.0 Gyr (Delbo’ et al., 2017; Delbo et al.,
2019), and the fact that late instabilities are highly improbable from
a dynamical standpoint (Quarles and Kaib, 2019; Ribeiro et al., 2020).
Thus, a diffuse consensus has developed over the past several years in
support of the instability’s occurrence within the first ∼100 Myr after
nebular gas dispersal.

An early instability implies that the event occurred around the same
time as the Moon-forming impact (𝑡 ≃ 30–100 Myr, e.g.: Touboul
et al., 2007), and by extension coincident with the late stages of
terrestrial planet formation (Wood and Halliday, 2005; Kleine et al.,
2009; Rudge et al., 2010; Kleine and Walker, 2017). This is potentially
advantageous as the delicate orbits of the fully formed terrestrial
planets (namely those of Mercury and Mars) are easily destabilized
by the Nice Model instability (Brasser et al., 2009; Agnor and Lin,
2012; Brasser et al., 2013; Kaib and Chambers, 2016). In the classical
model of terrestrial planet formation (Wetherill, 1980, 1991; Chambers
and Wetherill, 1998) the inner planets collisionally accrete from an
ocean of ∼0.01–0.1 𝑀⊕ embryos (Kokubo and Ida, 1996, 1998, 2000;
Chambers, 2006) and smaller, 𝐷 ≃ 10–1000 km planetesimals (Jo-
hansen et al., 2007; Morbidelli et al., 2009a; Delbo’ et al., 2017).
If the terrestrial forming disk extends to the asteroid belt’s outer
edge (consistent with the minimum mass solar nebula: Weidenschilling,
1977; Hayashi, 1981), the resulting model-generated Mars analogs
consistently possess masses similar to those of Earth and Venus (an
order of magnitude more massive than the real planet: Chambers, 2001;
Raymond et al., 2009). Similarly, massive planets in the asteroid belt
are common outcomes in classic studies of terrestrial planet forma-
tion (Chambers and Wetherill, 2001). A straight-forward resolution to
these problems involves restricting the amount of material available for
Mars’ accretion by either truncating the disk’s outer edge (Wetherill,
1978; Agnor et al., 1999; Morishima et al., 2008; Hansen, 2009) or
altering its structure (Chambers and Cassen, 2002; Izidoro et al., 2014,
2015). These initial conditions might be explained by either radial
variances in the efficiency of planetesimal formation (Levison et al.,
2015b; Dra̧żkowska et al., 2016; Raymond and Izidoro, 2017), or the
two-phased inward–outward migration of Jupiter and Saturn during
the gas-disk phase (e.g.: the Grand Tack model: Walsh et al., 2011;
Pierens and Raymond, 2011; Jacobson and Morbidelli, 2014; Brasser
et al., 2016). For recent reviews of these models see: Morbidelli et al.
(2012), Izidoro and Raymond (2018) and Raymond et al. (2018).

An alternative solution to the small Mars problem relies on the
influence of Jupiter and Saturn’s eccentric forcing (Raymond et al.,
2009; Lykawka and Ito, 2013; Bromley and Kenyon, 2017). Clement
et al. (2018) studied the effects of an unusually early Nice Model
(𝑡 ≲ 10 Myr) on the forming terrestrial planets and found reasonable
solar system analogs result regularly in models where the instability
excites the eccentricities of Jupiter and Saturn before Mars’ mass ex-
ceeds its modern value. By stunting Mars’ growth in this manner, the
instability essentially sets the planet’s geological growth timescale; thus
providing a natural explanation for the Mars’ rapid inferred accretion
time (Nimmo and Agnor, 2006; Dauphas and Pourmand, 2011; Krui-
2

jer et al., 2017). Subsequent investigations by Deienno et al. (2018)
and Clement et al. (2019c) leveraging high-resolution simulations of
the asteroid belt found the early instability scenario to be broadly
consistent with the belt’s low-mass and dynamically excited state. In
particular, adequately exciting and depleting a primordially massive
belt (e.g.: Petit et al., 2001) necessitates an instability strong enough
to significantly perturb or destroy the system of fully formed terrestrial
planets (Agnor and Lin, 2012; Kaib and Chambers, 2016); thus ax-
iomatically requiring an early Nice Model. However, as a consequence
of this violent dynamical event the final Earth and Venus analogs
formed in early instability simulations (Clement et al., 2018; Nesvorný
et al., 2021) typically possess eccentricities and inclinations that are
too large. Clement et al. (2019b) found marginally improved outcomes
by considering the tendency of collisional fragments and debris to
damp the forming planets’ orbits (Chambers, 2013; Walsh and Levison,
2016), however the efficiency of this process is highly dependent on the
numerical implementation (for an opposing view see: Deienno et al.,
2019). Nevertheless, reconciling the dynamically cold orbits and, to
a lesser degree, the compact radial separation of Earth and Venus
remains a major shortcoming of terrestrial planet formation models in
general (Raymond et al., 2018).

In this manuscript we return to the early instability framework
of Clement et al. (2018, 2019b), henceforth Paper I and Paper II, re-
spectively, with new simulations incorporating a number of important
modifications. In particular, several new developments in our under-
standing of the solar system’s early evolution implore us to reexamine
the early instability scenario:

1. The instability itself is inherently stochastic, and only a few
percent of numerical realizations yield giant planet configura-
tions broadly akin to the real outer solar system (Batygin and
Brown, 2010; Nesvorný and Morbidelli, 2012; Batygin et al.,
2012; Deienno et al., 2017). Thus, only a small number of the
original simulations in Paper I and Paper II produced reasonable
outer solar system analogs. Indeed, many of the less successful
terrestrial results were derived from simulations that under-
excited the eccentricities of Jupiter and Saturn (a facet of the
outer solar system that is challenging to replicate with N-body
simulations: Nesvorný and Morbidelli, 2012; Clement et al.,
2021b, see below). In this paper, we develop a new pipeline that
substantially increases our sample of appropriate giant planet
evolutions with the aim of more concretely understanding the
dependence of the early instability scenario’s viability on the
eccentricity excitation of the gas giants. Nesvorný et al. (2021)
considered a similar question by modeling successful instabilities
via cubic interpolation of simulation outputs and concluded that
the ability of the scenario to replicate Mars’ mass is not related
to the particular evolution of Jupiter and Saturn. However, the
authors did not control for the instability’s timing, thus making
it difficult to disentangle the underlying cause of variations in
statistical outcomes between different batches of simulations
(discussed further in 3.2).

2. The investigations in Paper I, Paper II and Nesvorný et al. (2021)
exclusively considered Nice Model scenarios where Jupiter and
Saturn originate in a 3:2 MMR (mean motion resonance) on
circular orbits (e.g.: Morbidelli and Crida, 2007; Pierens and Nel-
son, 2008). While such initial conditions have demonstrated con-
sistent success when scrutinized against certain small body con-
straints (see Nesvorný, 2018, for a relevant review), it is system-
atically challenging to adequately excite Jupiter’s eccentricity
(𝑒𝐽 ) without over-exciting Saturn’s eccentricity (𝑒𝑆 ) and driving
its semi-major axis (𝑎𝑆 ) into the distant solar system (Clement
et al., 2021b). This shortcoming is unfortunate given the appar-
ent correlation between the gas giants’ eccentricities and Mars’
mass (Raymond et al., 2009; Clement et al., 2018). Pierens et al.
(2014) found that Jupiter and Saturn’s capture in the 2:1 MMR
is possible given a specific combinations of assumed disk param-

eters. Of particular relevance to the topic of terrestrial planet
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formation and the small Mars problem, the gas giants carve out
larger gaps in the nebular gas when locked in the 2:1 reso-
nance; thus allowing them to attain inflated eccentricities prior
to the instability. Clement et al. (2021b) studied the outcomes
of these 2:1, high-eccentricity instabilities statistically and noted
markedly improved success rates compared to the primordial
3:2 MMR in terms of matching Jupiter’s eccentricity without
driving Saturn’s semi-major axis into the distant solar system.
As the giant planets’ resonant perturbations in the terrestrial
region occur over a more restricted radial range in these new
evolutions, it is important to thoroughly study the implications
of the primordial 2:1 Jupiter–Saturn resonance on the early
instability scenario.

3. The initial conditions for the giant impact phase supposed
throughout the literature (as well as in Papers I and II) are
loosely based on the outcomes of semi-analytic investigations
of runaway growth (e.g.: Kokubo and Ida, 1996, 1998, 2000;
Chambers, 2006). However, the computational challenge of
directly resolving proto-planet growth from ∼100 km plan-
etesimals makes it difficult to infer the precise embryo and
planetesimal distributions in the terrestrial disk around the
time of nebular gas dissipation. Consequently, terrestrial planet
formation studies tend to either distribute equal-mass embryos
throughout the terrestrial disk (e.g.: Chambers, 2001; O’Brien
et al., 2006), or assign embryos masses that are proportional to
the analytic isolation mass (e.g.: Raymond et al., 2004, 2006,
2009). Advances in computing power have recently made high-
resolution N-body models of runaway growth throughout the
terrestrial disk feasible (e.g.: Morishima et al., 2010; Carter
et al., 2015; Walsh and Levison, 2019; Wallace and Quinn,
2019; Clement et al., 2020a; Woo et al., 2021). This presents
a novel opportunity to test the viability of the early instability
scenario with embryo and planetesimal distributions derived
from scratch. Here, we utilize outputs from Walsh and Levison
(2019) and Clement et al. (2020a) around the time of nebular
dispersal when constructing our terrestrial disks.

It is worth mentioning that contemporary terrestrial planet forma-
tion models are incapable of consistently generating Mercury analogs of
the appropriate mass (Chambers, 2001; O’Brien et al., 2006; Lykawka
and Ito, 2017, 2019), composition (Hauck et al., 2013; Nittler et al.,
2017; Jackson et al., 2018), and radial offset from Venus (Clement
et al., 2019a). While we do not neglect Mercury in the analysis sections
of this paper (we present a particularly interesting Mercury analog
in Section 3.4), we also do not explicitly modify our simulations to
boost the likelihood of forming Mercury (Lykawka and Ito, 2017,
2019; Clement et al., 2021a; Clement and Chambers, 2021). Thus, the
primary goals of this paper are to validate the viability of the primordial
2:1 Jupiter–Saturn resonance (Pierens et al., 2014; Clement et al.,
2021b) and the disk-evolved embryo and planetesimal distributions
from Walsh and Levison (2019) and Clement et al. (2020a) within the
early instability framework of Paper I.

2. Methods

2.1. Numerical simulations

Our numerical approach largely follows the methodology estab-
lished in Paper I. To ensure the instability triggers at a predetermined
time (i.e.: in conjunction with a specific evolutionary state of the
terrestrial disk) we integrate our terrestrial disks (Section 2.4) and giant
planet configurations (Section 2.3) separately before combining both
sets of bodies into a single simulation. We construct these terrestrial
disk inputs directly using time-outputs of interest from high-resolution
simulations of planetesimal accretion and runaway growth in Walsh
3

and Levison (2019) and Clement et al. (2020a). To minimize inter-
polations, embryo populations are derived exactly from all objects
with 𝑀 > 0.01𝑀⊕ (around the mass of the Moon). Planetesimal
distributions are inferred by sampling from the remaining particles’
orbital distributions.

We generate systems of resonant giant planets (Nesvorný and Mor-
bidelli, 2012; Clement et al., 2021b, described further in Section 2.3)
with fictitious forces designed to mimic gas disk interaction (e.g.: Lee
and Peale, 2002). We then integrate the resultant resonant chains in the
presence of an external disk of primordial Kuiper Belt Objects (KBOs,
e.g.: Fernandez and Ip, 1984; Hahn and Malhotra, 1999; Levison et al.,
2008; Nesvorný, 2015a,b; Quarles and Kaib, 2019) until two giant
planets experience a close encounter within three mutual Hill radii. In
the vast majority of cases this initial close approach is indicative of an
imminent instability (the majority of simulations tested in this manner
in Paper I experienced an instability within 100 Kyr). At this point,
we combine the giant planets, surviving KBOs, terrestrial embryos and
planetesimals (Section 2.4) in one single simulation. As in Paper I
and Paper II, all of our terrestrial planet formation computations last
for 200 Myr, utilize a 6 day time-step, and leverage the Mercury6
Hybrid integrator (Chambers, 1999). The giant planets and terrestrial
embryos are treated as fully active particles (i.e.: they both perturb,
and experience the gravity of all the other objects in the simulation).
Conversely, KBOs and planetesimals only feel the gravitational effects
of the planets and embryos. Objects are considered ejected from the
system at heliocentric distances of 100 au, and removed via merger
with the Sun if they attain perihelia less than 0.1 au (e.g.: Chambers,
2001).

2.2. Simulation pipeline

Our giant planet instability models (Section 2.3) yield a broad range
of final system outcomes (Nesvorný and Morbidelli, 2012; Clement
et al., 2021b) in terms of the surviving number of giant planets (𝑁𝐺𝑃 ),
their semi-major axes, eccentricities and inclinations. While the ter-
restrial planets’ orbital evolution is not particularly sensitive to the
peculiar dynamics of Uranus and Neptune, the ultimate semi-major axes
and eccentricities of the gas giants are important for determining the
fate of the inner planets (Levison and Agnor, 2003; Morbidelli et al.,
2009b; Brasser et al., 2009; Raymond et al., 2009). In addition to
establishing the precise locations of dominant MMRs in the inner solar
system, the Jupiter–Saturn orbital spacing (commonly parameterized
by the planets’ orbital period ratio: 𝑃𝑆∕𝑃𝐽 ) sets the dominant eccentric
precession eigenfrequencies 𝑔5 and 𝑔6 (Nobili et al., 1989; Laskar, 1990)
that are responsible for the powerful 𝜈5 and 𝜈6 secular resonances
stretching throughout the inner solar system (Morbidelli and Henrard,
1991a,b; Michel and Froeschlé, 1997). As the instability evolution of
the 𝜈6 resonance largely sculpts the primordial asteroid belt into its
modern form (e.g.: Walsh and Morbidelli, 2011; Minton and Malhotra,
2011; Deienno et al., 2018; Clement et al., 2020b), and the 𝜈5 resonance
is chiefly responsible for chaotic evolutionary trajectories of the planet
Mercury (Laskar and Gastineau, 2009; Batygin et al., 2015) in the
modern solar system, it is extremely important that our simulations
consistently replicate 𝑃𝑆∕𝑃𝐽 . Additionally, depletion in the Mars and
asteroid belt region is particularly sensitive to Jupiter’s final eccentric-
ity (commonly quantified by the amplitude of the 𝑔5 eccentric mode in
its orbit: 𝑒55 = 0.044: Raymond et al., 2009; Morbidelli et al., 2009b;
Nesvorný and Morbidelli, 2012; Clement et al., 2018). Thus, replicating
Jupiter’s modern eccentricity in this manner represents another key
constraint for our models.

In Paper I we ran all simulations to completion (regardless of the
post-instability values of 𝑃𝑆∕𝑃𝐽 and 𝑒55), and analyzed simulations
with adequate final giant planet orbits separately. To save compute
time in Paper II, we terminated simulations when 𝑃𝑆∕𝑃𝐽 exceeded
2.8 (i.e.: the runs were considered failures: Nesvorný and Morbidelli,
2012). While this increased the sample of solar system-like giant planet
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Table 1
Table of giant planet initial resonant configurations. The columns are: (1) the name
of the simulation set, (2) the number of giant planets, (3–4) the initial eccentricities
of Jupiter and Saturn, (5) the mass of the planetesimal disk exterior to the giant
planets, (6) the distance between the outermost ice giant and the planetesimal disk’s
inner edge, (7) the location of the disk’s outer edge, (8) the semi-major axis of the
outermost ice giant, (9) the resonant configuration of the giant planets starting with the
Jupiter–Saturn resonance, and (10) the masses of the ice giants from inside to outside
Name 𝑁𝑃 𝑙𝑛 𝑒𝐽 ,𝑜 𝑒𝑆 𝑀𝑑𝑖𝑠𝑘 𝛿r 𝑟𝑜𝑢𝑡 𝑎𝑛𝑒𝑝 Resonance chain 𝑀𝑖𝑐𝑒

(𝑀⊕) (au) (au) (au) (𝑀⊕)

3:2 5 0.0 0.0 35 1.5 30 17.4 3:2,3:2,3:2,3:2 16,16,16
2:1 5 0.05 0.05 20 1.5 30 18.6 2:1,4:3,3:2,3:2 8,16,16

configurations to first order, the majority of these instabilities still
finished with under-excited 𝑒55 values. To bolster the sample of systems
finishing with 𝑒55 ≃ 0.044 and 𝑃𝑆∕𝑃𝐽 < 2.5 in our current investi-
gation we monitor both the Jupiter–Saturn period ratio and Jupiter’s
time-averaged eccentricity (𝑒𝐽 : a reasonable proxy for 𝑒55) throughout
the integration with a rolling 100 Kyr time window. Simulations are
restarted with a new unique set of initial conditions (see Sections 2.3
and 2.4) if any of the following criteria are met:

1. More than 1 Myr elapsed without an instability as determined
by either an ice giant ejection or a step-change in 𝑃𝑆∕𝑃𝐽 .

2. 𝑃𝑆∕𝑃𝐽 > 2.5 within the first 200 Kyr after the instability’s onset.
3. 𝑒𝐽 < 0.03 within the first 200 Kyr after the instability excites 𝑒𝐽 .
4. 𝑃𝑆∕𝑃𝐽 > 2.8 any time after the instability.
5. 𝑒𝐽 < 0.01 any time after the instability (approximately half of
Jupiter’s modern minimum eccentricity).

In practicality this is accomplished by dedicating a prescribed num-
er of compute cores to a given simulation batch for around 8 months.
ach core continuously restarts new simulations until a ‘‘good’’ insta-
ility occurs, which is then saved for analysis after reaching 𝑡 = 200
yr. Naturally this methodology still generates a range of evolutions,
ome of which are not the best solar system analogs. However, it sub-
tantially increases the number of solar system-like final giant planet
onfigurations while still producing a range of 𝑃𝑆∕𝑃𝐽 and 𝑒55 outcomes
hat are useful for understanding trends. As we seek to maximize the
umber of successful instabilities while minimizing compute time in
his manner, we do not incorporate a collisional fragmentation algo-
ithm (e.g.: Leinhardt and Stewart, 2012; Stewart and Leinhardt, 2012;
enda et al., 2012; Chambers, 2013) as in Paper II. However, it should
e noted that this choice likely inhibits the ability of Earth and Venus
o form on dynamically cold orbits (discussed further in Section 3.1.2).

.3. Instability models

Our work tests two separate instability models: one where Jupiter
nd Saturn originate in a 3:2 MMR (a 3:2,3:2,3:2,3:21 resonant chain
emonstrated successful in Nesvorný and Morbidelli, 2012) and one
here the planets begin locked in a primordial 2:1 MMR with inflated
ccentricities (a 2:1,4:3,3:2,3:2 chain favored in the analysis of Clement
t al., 2021b). The initial conditions for these instability models are
ummarized in Table 1, and example evolutions from our contemporary
imulation suite are plotted in Fig. 1. The major motivation for testing
oth the 3:2 and 2:1 Jupiter–Saturn configurations in this paper rather
han focusing on the 3:2 as in Paper I and Paper II is to understand
he consequences of primordial eccentricity excitation within the 2:1 (a
esult of the planets’ carving larger gaps within the nebular gas: Pierens
t al., 2014). The complete methodology for generating eccentric reso-
ant chains is described in Clement et al. (2021b). In short, we migrate

1 Note that resonant chains are reported as the ratio of successive planets’
period ratios with increasing semi-major axis.
4

the planets into the desired resonant chain by incorporating forced
migration (𝑎̇) and eccentricity damping (𝑒̇) terms in the equations of
motion. Once in resonance, we reduce the magnitude of the eccentric
damping (in some cases reversing its sign) on Jupiter and Saturn to
artificially pump their eccentricities.

After the chains are assembled, we surround the resonant giant
planets with a disk of 1000 equal-mass KBOs conforming to the pa-
rameters provided in Table 1. In all cases, the disks’ radial surface
density profile is proportional to 𝑟−1, the inner disk edge is offset
from the outermost planet by 1.5 au (Nesvorný and Morbidelli, 2012;
Quarles and Kaib, 2019), and the outer edge is set at 30.0 au (Gomes,
2003). Eccentricities and inclinations for the planetesimals are drawn
from near-circular distributions as in Paper I, and the remaining orbital
elements are selected randomly from uniform distributions of angles.
We then integrate a large number of instability simulations (without
terrestrial disks) with the 𝑀𝑒𝑟𝑐𝑢𝑟𝑦6 Hybrid integrator and a 50 day
time-step. KBOs do not feel the gravitational perturbations from one
another in our simulations. Simulations are stopped when the code flags
a close encounter between two planets within three mutual Hill Radii.
Through this process we generate a large sample of unique outer solar
system architectures on the verge of instability to select from when
generating unique initial conditions for our terrestrial planet formation
simulations described below.

2.4. Terrestrial disks

We utilize outputs from Walsh and Levison (2019) and Clement
et al. (2020a) as inputs for our terrestrial planet formation simula-
tions. Each study models collisional evolution and runaway growth in
the inner solar system throughout the gas disk phase beginning from
𝐷 ∼ 10–100 km planetesimals. The following subsections provide brief
synopses of each author’s methodology.

2.4.1. Walsh and Levison (2019)
We extract outputs from the nominal case presented in Walsh and

Levison (2019) to derive our terrestrial disks denoted as WL19 in
Table 2. The authors utilize the LIPAD numerical integration code (Lev-
ison et al., 2012) that facilitates the modeling of large numbers of
particles with various sizes by treating small objects as ‘‘tracer’’ parti-
cles. While more massive objects in the simulation are integrated with a
direct N-body approach, the tracer particles’ collisional interactions are
handled statistically. The nominal LIPAD simulation used in our work
considers a terrestrial disk initially composed of 𝐷 ≃ 60 km planetesi-
mals. The disk extends from 0.7–3.0 au and contains 3.32 𝑀⊕ of solid
material distributed with an initial surface density profile that falls off
radially as 𝑟−3∕2. Jupiter and Saturn are included in the simulation as 1
𝑀⊕ cores at 3.5 and 6.0 au up until 𝑡 = 4 Myr when they are moved to
5.0 and 9.5 au and inflated to their modern masses (roughly analogous
to our 2:1 pre-instability configuration: Clement et al., 2021b). The
authors also incorporate a gas disk model (e.g.: Tanaka and Ward,
2004) based on the nominal minimum mass solar nebula. Gas decays
uniformly in space and exponentially in time with 𝜏 = 2 Myr.

The first simulation output we utilize is the 𝑡 = 2 Myr output,
which we refer to as either time zero for the remainder of this text.
This allows us to make comparisons with the terrestrial disk models
inferred from Clement et al. (2020a, subsequent section) that utilize
a value of 𝜏 = 3 Myr by standardizing time zero as the first point
when data is extracted from the runaway growth model (loosely related
to the nebular gas dispersal time). Thus, the WL19 models in Table 2
investigating ‘‘instability times’’ of 0, 5 and 15 Myr correlate with the
𝑡 = 2, 7 and 17 Myr time outputs from Walsh and Levison (2019),
respectively.
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Fig. 1. Example instability evolutions from our contemporary simulation suite beginning with Jupiter and Saturn in a 3:2 MMR (left panel, e.g.: Nesvorný and Morbidelli, 2012)
versus the 2:1 MMR (right panel, e.g.: Clement et al., 2021b). The final e55 values for both simulations are ∼0.030. The top panel plots the perihelion and aphelion of each
planet over the length of the simulation. The bottom panel shows the Jupiter–Saturn period ratio. The horizontal dashed lines in the upper panel indicate the locations of the
giant planets’ modern semi-major axes. The shaded region in the middle panel delimits the range of 2.3 < 𝑃𝑆∕𝑃𝐽 < 2.5.
Table 2
Summary of initial conditions for complete sets of terrestrial planet formation simulations. The columns are as follows: (1) the
name of the simulation set (note that the acronyms C20 and WL19 denote the terrestrial disks inferred from Clement et al.
(2020a) and Walsh and Levison (2019), respectively, while the designators C18 and C19 represent simulations taken from
Paper I and Paper II for comparison), (2) the inner and outer edges of the terrestrial forming disk, (3–4) the total number
of embryos and planetesimals, (5–6) the total mass of the embryo and planetesimal components, (7) the instability timing in
Myr, and (8) the total number of integrations comprising the set.
Set 𝑎𝑖𝑛-𝑎𝑜𝑢𝑡 (au) 𝑁𝑒𝑚𝑏 𝑁𝑝𝑙𝑛 𝑀𝑒𝑚𝑏,𝑡𝑜𝑡 (𝑀⊕) 𝑀𝑝𝑙𝑛,𝑡𝑜𝑡 (𝑀⊕) 𝑡𝑖𝑛𝑠𝑡𝑏 (Myr) 𝑁𝑠𝑖𝑚

C18/control 0.5–4.0 100 1000 2.5 2.5 N/A 50
C18/3:2/1Myr 0.5–4.0 100 1000 2.5 2.5 1 15
C19/control 0.5–4.0 100 1000 2.5 2.5 N/A 100
C19/3:2/1Myr 0.5–4.0 100 1000 2.5 2.5 1 17
C20/control 0.48–4.0 25 500 2.18 2.43 N/A 25

C20/3:2/0Myr 0.48–4.0 25 1000 2.18 2.43 0 25
C20/2:1/0Myr 0.48–4.0 25 1000 2.18 2.43 0 35
C20/3:2/5Myr 0.48–4.0 23 954 2.25 2.33 5 20
C20/2:1/5Myr 0.48–4.0 23 954 2.25 2.33 5 43
WL19/3:2/0Myr 0.7–3.0 20 1000 0.45 2.45 0 27
WL19/2:1/0Myr 0.7–3.0 20 1000 0.45 2.45 0 27
WL19/3:2/5Myr 0.7–3.0 23 700 1.01 1.71 5 21
WL19/2:1/5Myr 0.7–3.0 23 700 1.01 1.71 5 50
WL19/3:2/15Myr 0.7–3.0 16 401 1.18 0.98 15 43
WL19/2:1/15Myr 0.7–3.0 16 401 1.18 0.98 15 65
2.4.2. Clement et al. (2020a)
Our simulations incorporating terrestrial disks denoted as C20

(Table 3) use outputs from GPU-accelerated simulations reported in
Clement et al. (2020a). These computations leverage the GENGA in-
tegrator (Grimm and Stadel, 2014) that is designed to speed-up sim-
ulations by performing certain sets of calculations in parallel. The
effects of nebular gas interactions are included using the numerical
implementation of Morishima et al. (2010). The initial disk is modeled
utilizing a multi-annulus approach for the first 1 Myr of the total
simulation time. During this evolutionary phase, the disk is split into
different overlapping annular sections that are integrated indepen-
dently until the total particle number drops low enough for annuli
to be merged. The initial disk spans the range of 0.48–4.0 au and
possesses a total mass, 𝑀𝑡𝑜𝑡 = 5.0𝑀⊕ of terrestrial forming material
with a radially dependent surface density profile proportional to 𝑟−3∕2.
All particles have the same initial size of 𝐷 ≃ 200 km. At 𝑡 = 1 Myr
all annuli are combined into a single simulation containing 43,608
particles in the terrestrial-forming disk. At this stage, 8.0 𝑀 versions
5
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of Jupiter and Saturn are added in a 3:2 resonance (consistent with the
initial conditions of our 3:2 instability configurations: Nesvorný and
Morbidelli, 2012; Deienno et al., 2017). At 𝑡 = 𝜏 = 3 Myr, Jupiter and
Saturn begin to grow logarithmically such that they reach 95% of their
modern masses at 𝑡 = 6 Myr.

We study the 3 and 8 Myr outputs from these simulations. For the
remainder of the text we refer to these as instability times of 0 and 5
Myr, respectively (the timing of the instability related to 𝜏). Unlike for
the WL19 LIPAD simulations, the embryos in the Mars region in the C20
GPU computations grow beyond the modern mass of Mars after around
𝑡 = 5 Myr (the reasons for these differences are analyzed in detail in
Clement et al., 2020a). Thus, we do not investigate an instability time
of 𝑡 = 15 Myr with the C20 disks as Mars has already grown too large
for its mass to be effectively limited by the instability (Clement et al.,
2018; Nesvorný et al., 2021). Later instability times might be viable if
the largest embryo in the Mars-region is lost (e.g.: via collision with
Earth or Venus), thus stranding a smaller embryo as the Mars analog.
However, to avoid overly-expanding our tested parameter space, we
reserve the exploration of this possibility for future work.
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Fig. 2. Comparison of embryo distributions for various disks tested in this manuscript.
The acronyms C20 (black points) and WL19 (green points) denote the terrestrial disks
inferred from Clement et al. (2020a) and Walsh and Levison (2019), respectively, while
the designators C18 and C19 (gray points) represent simulation results taken from Paper
I and Paper II for comparison. The top panel represents the state of each disk at 𝑡 = 0
Myr; the gas dispersal time. Conversely, the bottom panel plots the conditions of the
same disks at 𝑡 = 5 Myr. The C18/C19 points in the top panel are example initial
conditions for control simulations from the respective works, where as the similar
points in the bottom panel are an example embryo distribution from a C19 control
simulation at 𝑡 = 5 Myr (for an example of the state of the terrestrial disk prior to
an instability triggered at the 5 Myr point in that work). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

2.4.3. Disk interpolation
We import our embryo distributions (Table 2) directly from all

terrestrial objects with 𝑀 ≥ 0.01𝑀⊕ in the relevant simulation output
files. Fig. 2 plots these distributions for the 0 and 5 Myr instability
cases, along with the ‘‘classic’’ disk conditions (Chambers and Wether-
ill, 1998; Raymond et al., 2009) supposed in control simulations from
Paper I and Paper II used as comparison cases throughout the anal-
ysis sections of this paper (see Section 2.4.4). The various instability
times and different disk models interrogated in this work should be
interpreted as different possible evolutionary states the terrestrial disk
might have attained around the time of the instability’s onset (in terms
of the total number of embryos and their cumulative masses). In this
paradigm, it is important to note that the major difference between our
WL19 and C20 disks is the more advanced evolutionary nature of the
C20 models. This is partially a consequence of the fact that we extract
data from the original C20 GENGA simulations at a later epoch (𝑡 = 3
Myr) than for the WL19 LIPADmodels (𝑡 = 2Myr). Moreover, the Walsh
and Levison (2019) simulations incorporate algorithms designed to
account for the effects of collisional fragmentation, thus potentially
limiting the efficiency of runaway growth (Chambers, 2013). Indeed,
embryos in the Earth and Venus-forming regions of our C20 models
already possess masses of ∼0.3-0.4 𝑀⊕ around the time of gas disk
dispersal (Fig. 2). In all simulations, embryos interact gravitationally
with all other objects in the system.
6

We generate planetesimal populations for our simulations by ran-
domly sampling the mass-weighted distributions of objects with 𝑀 <
0.01𝑀⊕ in the WL19 and C20 output files such that the in-situ mass
distribution (largely consistent with the original 𝑟−3∕2 profile in both
cases) is roughly maintained (Birnstiel et al., 2012). Each time a sim-
ulation is re-started (i.e.: after an unsuccessful instability as described
in Section 2.2) a new planetesimal population is selected and paired
with a new, randomly selected giant planet configuration. Thus, each
simulation combines a common embryo population (depending on the
specific simulation set: Fig. 2) with a unique outer solar system and a
unique planetesimal population. In all simulations, planetesimals only
feel the gravitational effects of the embryos and giant planets. It should
be noted here that our method of extracting simulation outputs from
the WL19 LIPAD and C20 GENGA simulations to pair with separate
outer solar system configurations imposes an artificial step change on
the giant planets’ semi-major axes and masses. While this is a necessary
simplification in our case, it limits the robustness of our results, and
future endeavors should strive to more accurately model the transition
from the nebular gas phase of evolution to the epoch of giant impacts.

We distribute 1000 equal-mass planetesimals in our 𝑡 = 0 Myr
instability simulations such that the total mass in planetesimals is equal
to the total mass of all objects with𝑀 < 0.01𝑀⊕ in the original GENGA
and LIPAD simulations (column 6 of Table 2). Therefore, planetesimals
in our integrations investigating WL19 disks have initial masses of
0.00245 𝑀⊕, and those in C20 models possess masses of 0.00243 𝑀⊕
(𝑀𝑝𝑙𝑛). In order to make accurate comparisons between our simulations
testing different instability times that are not complicated by differ-
ences in individual planetesimal masses, we maintain the values of
𝑀𝑝𝑙𝑛 from our 0 Myr instability runs in the 5 and 15 Myr instability
sets. Thus, disks constructed for the 5 and 15 Myr instability simula-
tions necessarily possess fewer planetesimals as a result of their more
advanced evolutionary states. This also explains the broad differences
between the total number of fully evolved systems we produce from
each set of initial conditions (last column of Table 2). Simulations
investigating 5 and 15 Myr instability delays require less compute
time to complete than the 0 Myr batches by virtue of beginning with
fewer particles. Similarly, our 2:1 Jupiter–Saturn configurations yield
successful instabilities more regularly (Clement et al., 2021b), and thus
require fewer ‘‘restarts’’ to generate a fully evolved system. It follows
then that our WL19/2:1/15Myr set generates the largest sample of
evolved systems. An alternative means of interpolating planetesimal
populations would be to assign each object a different mass that is
commensurate with the original simulations’ resultant size frequency
distribution, and we plan to explore the effects of different planetesimal
distributions further in future work.

2.4.4. Reference cases
We reference simulations of the classic model of terrestrial planet

formation (both with and without a giant planet instability: Chambers
and Wetherill, 1998; Raymond et al., 2009; Clement et al., 2018)
throughout our manuscript. These simulation batches are summarized
at the top of Table 2. Disks denoted 𝐶18 (Fig. 2) are derived from Paper
I, and incorporate 100 equal-mass embryos and 1000 planetesimals, a
surface density profile proportional to 𝑟−3∕2, and a total disk mass of
5.0 𝑀⊕. Disks labeled 𝐶19 (Paper II) are identical to the C18 disks,
however these simulations are run using an algorithm that accounts for
fragmenting and hit-and-run collisions (Leinhardt and Stewart, 2012;
Stewart and Leinhardt, 2012; Chambers, 2013). Otherwise, the numer-
ical methodology for both control sets is identical to that described
in this paper. In sets labeled ‘‘control’’ cases, Jupiter and Saturn are
included in their pre-instability, 3:2 MMR configuration for the entire
200 Myr integration. Additionally, we reference simulations from each
work (C18/3:2/1Myr and C19/3:2/1Myr) that include a giant planet
instability (the same 3:2 case tested here: Table 1) at 𝑡 = 1 Myr; the
most successful instability time that is common to both works. While we

only present instability simulations from these papers that finish with
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Table 3
Summary of success criteria for the inner solar system from Paper I and Paper II (a
reproduction of table 3 from each respective work). The rows are: (1) the semi-major
axis of Mars, (2–4) The masses of Mars, Venus and Earth, (5–6) the time for Mars and
Earth to accrete 90% of their mass, (7) the final mass of the asteroid belt, (8) the
ratio of asteroids above to below the 𝜈6 secular resonance between 2.05–2.8 au, (8)
the water mass fraction of Earth, and (9) the angular momentum deficit (AMD) of the
inner solar system.
Code Criterion Actual value Accepted value Justification

A 𝑎𝑀𝑎𝑟𝑠 1.52 au 1.3–2.0 au Sunward of AB
A 𝑀𝑀𝑎𝑟𝑠 0.107 𝑀⊕ ≥ 0.05, < .3𝑀⊕ Raymond et al. (2009)
A1 𝑀𝑀𝑎𝑟𝑠 0.107 𝑀⊕ ≥ 0.0, < .3𝑀⊕ Raymond et al. (2009)
A,A1 𝑀𝑉 𝑒𝑛𝑢𝑠 0.815 𝑀⊕ > 0.6𝑀⊕ Within ∼ 25%
A,A1 𝑀𝐸𝑎𝑟𝑡ℎ 1.0 𝑀⊕ > 0.6𝑀⊕ Match Venus
B 𝜏𝑀𝑎𝑟𝑠 1–10 Myr <10 Myr Kleine et al. (2009)
C 𝜏⊕ 50–150 Myr > 50 Myr Dauphas and Pourmand (2011)
D 𝑀𝐴𝐵 ∼ 0.0004𝑀⊕ No embryos Chambers (2001)
E 𝜈6 ratio Not used here
F 𝑊𝑀𝐹⊕ Not used here
G AMD 0.0018 <0.0036 Raymond et al. (2009)

𝑃𝑆∕𝑃𝐽 < 2.8 (as described in Section 2.2), it is important to note that
these models possess a broader range of final giant planet eccentricities
than in our contemporary simulations. Finally, simulations designated
C20/control study the C20/0Myr disks (Section 2.4.2) without a giant
planet instability model (Jupiter and Saturn are instead modeled in a
3:2 resonance).

2.5. Success criteria

We adopt the same success criteria (and alpha-numeric designators)
utilized in Paper I and Paper II for consistency. These constraints are
summarized in Table 3. Criterion A analyzes the bulk radial mass dis-
tribution of the final system of terrestrial planets. In our classification
algorithm, all objects with 𝑀 > 0.05𝑀⊕ are considered planets (note
that we largely neglect Mercury’s formation: Clement et al., 2019a,
2021a; Clement and Chambers, 2021), and all other remaining terres-
trial objects are referred to as left-over embryos and planetesimals. To
satisfy criterion A, a system must finish with exactly two planets (Earth
and Venus analogs) with 𝑚 > 0.6𝑀⊕ and 𝑎 < 1.3 au, at least one planet
(Mars analog) with 𝑚 < 0.3𝑀⊕ and 1.3 < 𝑎 < 2.0 au (approximately
between Mars’ modern pericenter and the inner edge of the asteroid
belt), and no planets with 𝑚 > 0.3𝑀⊕ and 𝑎 > 1.3 au. However, to
first order, an instability simulation might still be successful if Mars
finishes with 𝑀 < 0.05𝑀⊕, 𝑎 > 2.0 au, or if the system possess no
Mars analog at all (see further discussion in Paper I). For these reasons,
and to prevent over-constraining our simulations with criterion A, we
eport these three types of systems (no Mars, Mars too small, Mars in
steroid belt) as successful with criterion A1, provided the Earth and
enus analogs still satisfy the constraints described above.
Criteria B and C scrutinize the relative formation timescales of Earth

nd Mars analogs. As in Papers I and II, Earth analogs are defined
s the largest object in each simulation with 0.85 < 𝑎 < 1.3 au and

𝑚 > 0.6𝑀⊕, and Mars analogs comprise the largest planets in each
system with 1.3 < 𝑎 < 2.0 au, regardless of classification in terms
of A. Isotopic dating of lunar samples indicate that the final major
accretion event on Earth (the Moon-forming impact) occurred ∼30–
100 Myr after nebular gas dissipation (Yin et al., 2002; Wood and
Halliday, 2005; Touboul et al., 2007; Kleine et al., 2009; Rudge et al.,
2010; Zube et al., 2019), although Earth’s formation timescale and the
timing of the Moon-forming giant impact is still a topic for debate (e.g.:
Barboni et al., 2017; Thiemens et al., 2019). Conversely, analyses of the
Martian meteorites suggest that Mars’ formation was complete within
just a few Myr of gas dispersal (Nimmo and Agnor, 2006; Dauphas
and Pourmand, 2011; Kruijer et al., 2017; Costa et al., 2020). In order
to assess a system’s ability to reproduce these bifurcated accretion
histories, criterion B requires that our Mars analogs accrete 90% of their
7

final mass by 𝑡 = 10Myr (relative to the gas dispersal time). Conversely,
to be successful in terms of criterion C an Earth analog must take longer
than 50 Myr to reach 90% of its ultimate mass.

A detailed analysis of the dynamical evolution of the asteroid belt is
beyond the scope of this manuscript (see: Deienno et al., 2018; Clement
et al., 2019c, 2020b, for studies of the early instability scenario’s
consequences in the belt). However, a first order assessment of the
instability’s ability to adequately deplete the belt can be made by
scrutinizing the left-over particles in the asteroid belt. As planetesimals
do not grow through collisions or feel the gravitational effects of
one another in our simulations, they can be viewed as tracers of the
more numerous planetesimals that actually populated the primordial
belt. For this reason, criterion D simply requires that our simulations
finish with no surviving embryos or planets in the asteroid belt (2.0
< 𝑎 < 4.0 au Chambers, 2001; Chambers and Wetherill, 2001) as these
objects would fossilize gaps in the belt’s orbital distribution that are not
observed today (Petit et al., 2001; O’Brien et al., 2007; Raymond et al.,
2009; Izidoro et al., 2016).

In Paper I and Paper II we analyzed the orbital architectures of our
remnant asteroid belts by requiring that systems possess more asteroids
in the inner belt with inclinations below the 𝜈6 secular resonance than
above it (criterion E, the ratio in the actual belt is ∼0.08: Walsh and
Morbidelli, 2011). Recent work in Clement et al. (2020b) demonstrated
that the giant planets’ residual migration phase (i.e.: migration after
the instability) largely sculpts the distribution of asteroidal inclinations
about 𝜈6. Therefore, we do not utilize criterion E in our current investi-
gation. Similarly, criterion F assessed the bulk volatile content of Earth
analogs in Paper I and Paper II. As our contemporary systems derive
initial conditions by sampling planetesimal populations fromWalsh and
Levison (2019) and Clement et al. (2020a), the connection between
objects accreted by Earth analogs and their original formation locations
within the primordial nebula is not clearly defined. Therefore, we do
not consider criterion F in our present manuscript.

The low orbital eccentricities and inclinations of Earth and Venus
in the modern solar system also represent key constraints for our
simulations. The dynamical excitation of a system of planets is typi-
cally quantified by its’ angular momentum deficit (AMD: Laskar, 1997;
Chambers, 2001); a measure of a system’s deviation from a perfectly
circular, co-planar collection of orbits:

𝐴𝑀𝐷 =

∑

𝑖 𝑚𝑖
√

𝑎𝑖[1 −
√

(1 − 𝑒2𝑖 ) cos 𝑖𝑖]
∑

𝑖 𝑚𝑖
√

𝑎𝑖
(1)

As in Paper I and Paper II, we require our terrestrial systems (all
planets with 𝑚 > 0.05𝑀⊕) finish with AMD < 2AMD𝑆𝑆 (criterion G:
Raymond et al., 2009); where AMD𝑆𝑆 is the modern statistic for the
four terrestrial planets (0.0018).

3. Results

3.1. Comparison with past work

The major conclusion of our investigation is that, to first order,
our new instability simulations (C20 and WL19) produce qualitatively
similar outcomes to the models of Paper I and Paper II. This is par-
ticularly encouraging given that, in the absence of a giant planet
instability model, the WL19 and C20 disks (that presumably represent
more authentic initial conditions for the giant impact phase) produce
too many planets, overly massive Mars analogs, and undersized Earth
and Venus analogs. Fig. 3 plots the final masses and semi-major axes of
all planets formed in each of our different simulation batches (Table 2).
Indeed, the Mars analog masses (all planets with 𝑎 > 1.3 au) in all of our
instability batches are consistently less than those in our three control
sets. Moreover, no Mars analog in an instability simulation finishes with
𝑀 > 1.0𝑀⊕ (we elaborate further on the instability’s tendency to stunt
Mars’ growth in Section 3.1.1).
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Fig. 3. Distribution of semi-major axes and masses for all planets formed in all simulation sets. The red squares denote the actual solar system values for Mercury, Venus, Earth
and Mars. The vertical dashed line separates the Earth and Venus analogs (left side of the line) and the Mars analogs (right side). Details on the two instability models are tabulated
in Table 1 and the initial disk conditions for each set are summarized in Table 2.
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It is clearly apparent from these plotted distributions that the WL19
disks systematically struggle to form sufficiently massive Earth and
Venus analogs. These differences are easily understood by inspecting
the initial mass profile in each disk model. The WL19 disks are com-
prised of 3.32 𝑀⊕ of planet forming material between 0.7 and 3.0 au,
with initial planetesimal semi-major axes selected such that the disk
surface density profile falls off proportional to 𝑟−3∕2. Thus, these disks
nominally contain ∼ 1.13𝑀⊕ of terrestrial-forming material with 𝑎 <
1.3 au at time zero. In order to form adequate Earth and Venus analogs
and satisfy criteria A and A1, the respective analogs’ feeding zones
must stretch well into the Mars-forming region. While it is common for
Earth-analogs in classic N-body studies of terrestrial planet formation
to accrete a significant fraction of objects from the outer regions of the
disk (Raymond et al., 2007; Fischer and Ciesla, 2014; Kaib and Cowan,
2015), the instability’s tendency to void this region of large embryos
conspires to severely limit the availability of such material in our WL19
instability runs. Thus, while these simulations are successful in terms
of suppressing the distribution of masses outside of ∼1.3 au, the analog
systems themselves tend to provide poor matches to the actual system
of terrestrial planets in terms of the masses of Earth and Venus (the
majority of 𝑀 > 1.0𝑀⊕ planets occur in simulations that only form a
single planet with 𝑎 < 1.3 au).

The tendency of WL19 disks to form under-mass versions of Earth
and Venus is slightly mitigated in our simulation batches investigating
later instability delay times of 5 and 15 Myr. Indeed, these batches
are the only WL19 simulations in our sample to satisfy criteria A
or A1, with the former (5 Myr) being more successful in terms of
consistently yielding small Mars analogs (i.e.: the instability occurs
before Mars grows too large: Clement et al., 2018; Nesvorný et al.,
2021). In such realizations, Earth and Venus are able to accrete a
sufficient quantity of material from the outer disk prior to the instability
reshaping the asteroid belt and Mars-forming region. These results are
best interpreted as favoring the instability’s transpiration at an epoch
where the terrestrial disk has attained an evolutionary state similar
to our WL19/5Myr initial conditions; with roughly half the disk mass
distributed in smaller planetesimals, and the remaining half locked in
larger embryos (Table 2).

In contrast to the WL19 models, our C20 disks begin with a total
mass of terrestrial-forming material equal to 5.0 𝑀⊕, distributed be-
tween 0.48 and 4.0 au with a surface density profile that is proportional
to 𝑟−3∕2 (our reference C18 and C19 simulations essentially employ an
identical disk in terms of its total mass and radial extent). Therefore,
our C20 simulations are initialized with ∼ 1.7𝑀⊕ of planet forming
material in the Earth and Venus-forming regions (𝑎 <1.3 au); roughly
equivalent to the modern cumulative mass of the two planets (1.815
𝑀⊕).

Fig. 3 does not evince substantial differences between the distri-
bution of planets formed in our C20/0Myr and C20/5Myr instability
models. This is not particularly surprising, given the fact that the ratio
of total embryo to planetesimal mass does not meaningfully evolve
between 0 and 5 Myr in the original C20 𝐺𝐸𝑁𝐺𝐴 simulations. Instead,
the largest difference between the two models is the actual masses of
the larger embryos in the Earth and Venus-forming region (Fig. 2).
Indeed, Clement et al. (2020a) noted that these embryo configurations
emerge from the gas disk phase in a substantially-evolved, quasi-stable
configuration that tends to hinder subsequent accretion events (note
that our reference C20/control simulations finish the 200 Myr giant
impact phase with 6.4 planets per system). However, this is clearly not
a problem in our C20 models that include a giant planet instability
model as, to first order, the results of all four simulation batches (in
terms of criterion A1 and the distributions depicted in Fig. 3) are
largely consistent with those of the C18 and C19 reference instability
simulations. The largest outlier of our four C20 instability batches
in terms of criterion A and A1 is the C20/3:2/5Myr set, however
we assess these discrepancies to largely be the consequence of small
9

number statistics (the set only yields 20 total systems), rather than a
Table 4
Summary of percentages of systems which meet the various terrestrial planet success
criteria established in Table 3 (reference simulation statistics are reproduced from:
Clement et al. (2018, Paper I) (C18), Clement et al. (2019b, Paper II) (C19), and
Clement et al. (2020a) (C20)). The subscripts TP and AB indicate the terrestrial planets
and asteroid belt respectively.
Set A A1 B C D G

𝑎, 𝑚𝑇𝑃 𝑚𝑇𝑃 𝜏𝑀𝑎𝑟𝑠 𝜏⊕ 𝑀𝐴𝐵 AMD

C18/control 0 0 9 86 2 8
C18/3:2/1Myr 26 26 12 95 20 14
C19/control 2 2 33 80 2 15
C19/3:2/1Myr 35 35 23 80 70 12
C20/control 0 0 0 57 5 75

C20/3:2/0Myr 12 20 45 28 72 15
C20/2:1/0Myr 8 20 39 37 66 17
C20/3:2/5Myr 0 5 50 33 95 0
C20/2:1/5Myr 11 27 45 35 75 12
WL19/3:2/0Myr 0 0 5 60 89 48
WL19/2:1/0Myr 0 0 7 0 86 40
WL19/3:2/5Myr 4 9 23 57 77 23
WL19/2:1/5Myr 4 6 42 54 88 19
WL19/3:2/15Myr 0 2 N/A 37 68 3
WL19/2:1/15Myr 0 0 N/A 27 82 6

systematic shortcoming of the 3:2 instability model. Thus, our results
indicate that a smaller number of more massive embryos in the Earth
and Venus-forming regions around the time of nebular gas dissipa-
tion is a viable initial configuration for the early instability scenario.
While the cosmochemical implications of this scenario remain to be
explored (e.g.: the consequences for differentiation, volatile delivery,
volatile retention, etc.), bridging the gap between the runaway growth
simulations of Walsh and Levison (2019) and Clement et al. (2020a)
and the modern terrestrial system is an encouraging finding of our
present investigation. We explore the causes of lower order variances
in outcomes in the subsequent sections.

3.1.1. Stunting mars’ growth
Our simulations confirm the results of Paper I and Paper II and

broadly evidence the Nice Model instability’s capacity to substantially
restrict Mars’ growth. Fig. 4 plots the cumulative distribution of Mars
analog masses in the various simulation sets from this study, and sev-
eral reference models from our previous work (Table 2). The similarity
between the three blue curves (control runs without an instability), in
addition to the consistency of the instability curves (green, black and
gray lines) clearly demonstrates the transparency of Mars’ formation
to the particular terrestrial disk utilized (C18, WL19 or C20) and
instability model employed (2:1 or 3:2). It should be noted here that,
given the resolution of our simulations, we intentionally plot all Mars
analogs with 𝑀 < 0.05𝑀⊕ as possessing no mass.

The largest difference between the five instability curves in Fig. 4 is
the over-abundance of ∼0.05–0.08 𝑀⊕ Mars analogs in the
C18/3:2/1Myr and C19/3:2/1Myr reference simulations compared to
our contemporary instability models. We attribute these variances to
the relative absence of embryos in this mass range within the Mars-
forming region at the time of the instability in the WL19 and C20 disks
(Fig. 2). As the largest embryos in the Mars-forming region of these
disks already possess masses close to that of the real planet, it makes
sense that few simulations yield smaller versions of the planet.

Our new instability simulations possess systematically improved
success rates for criterion D (i.e.: they do not strand embryos in the
asteroid belt) compared to the reference instability simulations from
Paper I and Paper II. There are two important factors responsible for
these differences. First, our new results are derived from an increased
fraction of systems with adequately excited values of 𝑒𝐽 compared to
our previous simulation batches (by virtue of our numerical pipeline:
Section 2.2). Clement et al. (2019c) demonstrated a positive correlation
between 𝑒𝐽 and total depletion in the asteroid belt. It therefore follows
that ≳70% of the runs in each of our simulation batches completely
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Fig. 4. Cumulative distribution of Mars analog masses formed in our various simulation
sets from this manuscript (black and green lines) compared with reference (see Table 2)
simulation batches from Clement et al. (2018, 2019b, 2020a). Systems plotted in shades
of blue represent simulations that did not incorporate a giant planet instability model
from each respective past work. The transparent thick gray line combines the 1 Myr
instability delay reference simulations: C18/3:2/1Myr and C19/3:2/1Myr. Black lines
correspond to C20 disk simulations from this work, and green lines denote WL19 disk
runs. The solid and dashed lines for each data set separate 0 Myr instability delay
simulations (solid) from the 5 and 15 Myr (dashed) batches. The gray vertical lines
corresponds to Mars’ actual mass. Note that some systems may form multiple planets
in this region, but here we only plot the most massive planet. Systems that do not form
a Mars analog via embryo accretion (i.e.: 𝑀𝑀𝑎𝑟𝑠 < 0.05𝑀⊕) are plotted as having zero
mass. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

erode the asteroid belt region of larger embryos. Second, our simula-
tions are initialized with a small number embryos in the asteroid belt.
Our WL19 models only possess a few embryos with semi-major axes
just inside of 2.0 au (see Fig. 2), and our C20 disks contain a system of
five, ∼ 0.02𝑀⊕ embryos in the belt. This is the consequence of the time
required to reach the analytical isolation mass via runaway growth in
the asteroid belt being much longer than the nebular gas dissipation
timescale (Kokubo and Ida, 1996). Conversely, the reference C18 and
C19 simulations begin with ∼20, 0.025 𝑀⊕ embryos in between 2.0
and 4.0 au. Thus, particles in the asteroid belts of the WL19 𝐿𝐼𝑃𝐴𝐷
and C20 𝐺𝐸𝑁𝐺𝐴 simulations simply are not permitted sufficient time
to collisionally assemble and form an evolved, bimodal population of
embryos and planetesimals. As a result of utilizing these more realistic
initial conditions in our contemporary study, we only note 15 examples
of planets more massive than Mars forming in the asteroid belt within
our entire batch of 356 instability simulations.

More massive Mars analogs loosely correlate with shorter insta-
bility delay times (i.e. 0 Myr vs. 5 and 15 Myr) for both the C20
and WL19 simulation batches depicted in Fig. 4. This result is also
evident in the distributions of planets plotted in Fig. 3. Similarly, our
C20/0Myr simulations possess lower success rates for criterion D than
the C20/5Myr models. Paper I analyzed these trends in detail and
concluded that instabilities ensuing precipitously from less-processed
terrestrial disks were less successful as the disk tends to re-spread
after being truncated by the instability through interactions between
embryos and overly-abundant planetesimals. When this is the case,
fully evolved systems often contain 3–4 similarly massed planets. Thus,
Mars analogs tend to be too massive, while Earth and Venus are too
small. However, both the WL19 and C20 disks tested in our current
study attain advanced evolutionary states around the time of nebular
gas dissipation. As a result, these trends are not as pronounced as in
Paper I and Paper II. Specifically, this is a result of the fact that the
embryo-planetesimal mass partitioning in the Mars-forming region is
similar in all of our simulation sets (roughly half of the mass in embryos
and half in planetesimals). Thus, we conclude that all three timings (0,
10
Fig. 5. Semi-Major Axis/Eccentricity plot depicting the evolution of a successful system
in the C20/2:1/5Myr batch. The size of each point corresponds to the mass of the
particle (because Jupiter and Saturn are hundreds of times more massive than the
terrestrial planets, we use separate mass scales for the inner and outer planets). For
reference, the embryo that becomes the Mars analog is plotted in red. The final
terrestrial planet masses are 𝑀𝑉 𝑒𝑛𝑢𝑠 = 0.88 (𝑀𝑉 𝑒𝑛𝑢𝑠,𝑆𝑆 = 0.815), 𝑀𝐸𝑎𝑟𝑡ℎ = 0.92 and
𝑀𝑀𝑎𝑟𝑠 = 0.18 (𝑀𝑀𝑎𝑟𝑠,𝑆𝑆 = 0.107) 𝑀⊕. The additional surviving embryo in the Mars
region has a mass of 0.04 𝑀⊕ (we extended this simulation and found that the embryo
collided with the Sun at 𝑡 = 285 Myr). This simulation also satisfies the four success
criteria for the giant planets (𝑒55 = 0.023, 𝑃𝑆∕𝑃𝐽 = 2.36; compared with 𝑒55,𝑠𝑠 = 0.044,
𝑃𝑆∕𝑃𝐽 ,𝑠𝑠 = 2.49) described in Nesvorný and Morbidelli (2012) and Clement et al.
(2021b).

5 and 15 Myr) investigated in our current work are viable in terms
of consistently replicating Mars’ mass. However, as discussed in the
previous section, constraints related to Earth and Venus’ mass lead us
to disfavor delays of 0 and 15 Myr for the WL19 disks. Moreover, we
do not test delays longer than 5 Myr with our C20 disks as embryos
in the Mars region grow too massive after 𝑡 ≃ 5 Myr. Fig. 5 plots an
example successful evolution from our preferred C20/2:1/5Myr batch
of simulations.

3.1.2. Angular momentum deficit
Fig. 5 highlights the challenge of replicating the low orbital eccen-

tricities and inclinations of Earth and Venus in instability models that
adequately excite the orbits of the gas giants. Indeed, the Earth and
Venus analogs in this simulation each possess 𝑒 ≃ 0.10; substantially
more dynamically excited than the nearly circular orbits they inhabit
in the actual solar system. Fig. 6 plots the cumulative distribution of
AMDs in our various simulation sets, compared with those of systems
formed in our reference simulations from Paper I, Paper II and Clement
et al. (2020a). In general, our instability simulations yield a fraction of
systems with AMDs less than twice the solar system value (Table 4) that
is similar to those formed in control disks with an instability model
(though the median values are clearly different: blue lines in Fig. 6).
Moreover, we note no significant differences in the final AMDs pro-
duced in simulations invoking different giant planet instability models
(2:1 and 3:2; see Table 1). This demonstrates that perturbations from
the strong 𝜈 resonance being initialized closer to the Earth-forming
5
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region in our 2:1 models do not adversely affect the final distribution
of AMDs.

While the angular momentum deficit of the terrestrial system is
still a problem in our new models, our contemporary results are no
worse than those of our previous models. As our simulation pipeline
(Section 2.2) is specifically designed to select for stronger instability
that yield higher gas giant eccentricities, one might naively expect
our new instabilities to systematically possess larger AMDs than the
C18/1Myr and C19/1Myr reference models. However, our contempo-
rary integrations actually perform about the same or, in certain cases,
slightly better when measured against criterion G. Indeed, all four 0
Myr delay simulation batches boast higher success rates for G and
marginally-improved distributions of AMDs in Fig. 6. It is therefore
likely that this improvement (or lack of retrogression) is related to
the structure of the WL19 and C20 disks themselves. This is supported
by the fact that 75% of our C20/control simulations satisfy criterion
G. Embryos in the Earth and Venus-forming region of the WL19 and
C20 disks attain relatively large masses (Fig. 2) while still engulfed
in the dense nebular gas. As a result, the embryos emerge from the
gas disk on dynamically cold orbits, and require only a few additional
large accretion events to reach their final masses (Section 3.1.3). As
these embryos experience fewer large encounters that might excite
their eccentricities in these more processed terrestrial disks, they tend
to survive the planet formation process with lower eccentricities and
inclinations than the Earth and Venus analogs in our C18 and C19
reference models.

While the solar system outcome lies comfortably within the lower
range of AMDs generated in all of our various instability simulations
(green and black lines of Fig. 6), this result is potentially misleading
since overly-massive Mars analogs with low eccentricities can positively
modify the AMDs of systems with overly-excited Venus and Earth
analogs towards successful values. Given the preponderance of systems
that resemble the one plotted in Fig. 5, we conclude that the replication
the low AMD of the modern terrestrial system represents a significant
outstanding problem for future models to resolve. In addition to fo-
cusing on the particularly problematic eccentricities and inclinations
of Earth and Venus (rather than the entire terrestrial system: Nesvorný
et al., 2021), such investigations should comprehensively attempt to ac-
count for imperfect collisions (Chambers, 2013; Clement et al., 2019b;
Deienno et al., 2019) and the effects of the dissipating gas disk (e.g.:
Morishima et al., 2010; Matsumura et al., 2010; Levison et al., 2015b;
Carter et al., 2015).

3.1.3. Fewer giant impacts
Earth analogs in our simulations typically reach their final masses

within the first ∼50 Myr following the instability’s onset via a final
giant impact with a roughly equal-mass impactor. This is not partic-
ularly surprising given the more advanced evolutionary states of the
Earth and Venus-forming regions in our WL19 and C20 disks at the
beginning of our simulations. In all of our simulation batches, this
regime is dominated by 3–5, ∼0.1–0.4 𝑀⊕ embryos around the time
of the Nice Model’s onset. As a consequence of increased eccentricity
excitation in the inner solar system after the instability, these large
proto-planets precipitously attain crossing orbits that lead then to
quickly combine and form Earth and Venus-analogs. Fig. 7 depicts the
accretion histories for all Earth (𝑀 > 0.6𝑀⊕; 0.85 < 𝑎 < 1.3 au),
Venus (𝑀 > 0.6𝑀⊕; 𝑎 < 0.85 au) and Mars (0.05 < 𝑀 < 0.3𝑀⊕;
1.3 < 𝑎 < 2.0 au) analog planets formed in our various simulation sets.
Table 5 summarizes the same data, and provides the percentages of
analogs accreting 90% of their ultimate masses within the first 10, 50
and 100 Myr following the instability for each of our simulation batches
investigating different instability delays. Though the total fraction of
Earth analogs with growth timescales in excess of 50 Myr (criterion C)
in each of our simulation batches is less than for the C18/3:2/1Myr
and C19/3:2/1Myr reference sets, a reasonable fraction of systems still
11

experience late final giant impacts that are consistent with the inferred
Fig. 6. Cumulative distribution of AMDs (normalized to the solar system value for
the four terrestrial planets: Eq. (1)) formed in the various simulation sets from
this manuscript (black and green lines) compared with reference simulation batches
from Clement et al. (2018, 2019b, 2020a, see Table 2). Systems plotted in shades of
blue represent simulations that did not incorporate a giant planet instability model. The
transparent thick gray line combines the 1 Myr instability delay reference simulations
C18/3:2/1Myr and C19/3:2/1Myr. Black lines correspond to C20 disk instability
simulations from this work, and green lines denote WL19 disk runs. The solid and
dashed lines for each data set separate 0 Myr instability delay simulations (solid) from
the 5 and 15 Myr (dashed) batches. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

timing of the Moon-forming impact (Kleine et al., 2009; Rudge et al.,
2010; Kleine and Walker, 2017).

We note that the prevalence of equal-mass final impacts on Earth
is potentially consistent with the Moon-formation scenario envisioned
in Canup (2012). While these conditions are fairly improbable in the
classic terrestrial planet formation model (a ∼Mars-mass impactor is
far more common: Chambers and Wetherill, 1998; Kaib and Cowan,
2015), they occur fairly regularly when both our WL19 and C20 disks
are perturbed by the giant planet instability.

In contrast to the formation of Earth, many of our Venus analogs
form within a few tens of Myr without experiencing a significant final
giant impact. This result is consistent with the dichotomous histories
of Earth and Venus proposed in Jacobson et al. (2017) to reconcile
Venus’ lack of an internally generated dynamo and natural satellite.
Additionally, Fig. 7 and Table 5 clearly demonstrates the tendency
of Mars analogs in our 0 Myr instability delay batches to experi-
ence prolonged accretion histories (criterion B) that are inconsistent
with the planets’ inferred geological formation timescale (Dauphas and
Pourmand, 2011; Kruijer et al., 2017). This is a result of the disk re-
spreading after the instability (discussed in Section 3.1.1). Conversely,
the accretion histories of our 5 Myr instability delay Mars analogs (right
panel of Fig. 7) and their corresponding success rates for criterion B
provide a better match to the actual planets’ presumed rapid growth
(an improvement from our reference C18/3:2/1Myr and C19/3:2/1Myr
instability sets from Papers I and II).

3.2. Jupiter’s eccentricity excitation

Our simulations indicate that the instability’s tendency to suffi-
ciently stunt Mars’ growth correlates with the adequate excitation
of Jupiter’s eccentricity towards the solar system value. Fig. 8 plots
the relationship between Mars’ mass and the excitation of Jupiter’s
fifth eccentric mode (𝑒55,𝑆𝑆 = 0.044; closely related to the planets’
mean eccentricity in the modern solar system). To determine 𝑒55, we
integrate each remnant system of planets for an additional 10 Myr
and compute the secular frequencies and relative coefficients for each
planet via frequency modified Fourier transform (Š.idlichovský and
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Fig. 7. Accretion histories for analog planets in our various simulation sets investigating 0 and 5 Myr instability delays (left and right panels, respectively, note that time zero
correlates with the beginning of the simulation). Venus analogs (top panels) correspond to all planets with 𝑀 > 0.6𝑀⊕ and 𝑎 < 0.85 au; Earth analogs consists of planets with

> 0.6𝑀⊕ and 0.85 < 𝑎 < 1.3 au, while Mars analogs are defined as all objects with 0.05 < 𝑀 < 0.3𝑀⊕ and 1.3 < 𝑎 < 2.0 au. Each planet’s mass is normalized to its final value
nd plotted as a function of time over the duration of the simulation. The red vertical lines correlate with our success criteria B (<10 Myr with respect to time zero) and C (> 50
yr) for the respective growth timescales of Mars and Earth analogs.
.

able 5
ummary of percentages of planet analogs accreting 90% of their ultimate mass within
he first 10, 50 and 100 Myr (columns 2–4) after the instability. Note that, in contrast
o our calculations for criterion B and C (the accretion time with respect to time zero:
able 3), here we compute the growth timescale with respect to the instability’s onset
𝑡𝑖𝑛𝑠𝑡 𝑡90 < 10 Myr 𝑡90 < 50 Myr 𝑡90 < 100 Myr

0 Myr instabilities

Venus 13 53 84
Earth 0 58 84
Mars 23 48 8

5 Myr instabilities

Venus 15 65 84
Earth 11 57 83
Mars 48 84 96

15 Myr instabilities

Venus 16 65 93
Earth 20 70 85
Mars 47 84 94

Nesvorný, 1996). We also analyzed the connection between𝑀𝑀𝑎𝑟𝑠 and
the other eccentric modes of the Jupiter–Saturn system and concluded
that depletion in the outer terrestrial disk correlates most strongly
with 𝑒55. As many of our instabilities over-excite Saturn’s eccentricity
(quantified here by its eccentric forcing on Jupiter: 𝑒56,𝑆𝑆 = 0.0157),
we only display systems that finish in the 𝑒 > 𝑒 regime (e.g.:
12

55 56
Clement et al., 2021b). By substantially increasing our sample of sys-
tems with 𝑃𝑆∕𝑃𝐽 < 2.5, high 𝑒55, and low 𝑒56, our results reinforce
the general trends observed in Paper I. Outcomes where 𝑀𝑀𝑎𝑟𝑠 ≳
0.3𝑀⊕ (criterion A) are almost exclusively derived from simulations
that do not properly excite 𝑒55. Exceptions to this trend are limited to
WL19/0Myr runs where the instability occurs too early; thus causing
the remnant terrestrial disk to spread and repopulate the Mars-forming
region with embryos and planetesimals from the Earth-forming region
(Section 3.1.1).

While a statistical comparison between our 2:1 and 3:2 instability
models (Table 1) is complicated by our simulation pipeline that restarts
integrations that experience unideal jumps or excessive residual migra-
tion (Section 2.2), it is clear from Fig. 8 that our new 2:1 scenarios yield
similar results to the 3:2 cases typically considered in the literature.
To crudely control for the effects of our simulation pipeline, Table 6
reports the percentage of simulations that effectively limit Mars’ mass
to less than that of the real planet from the subset of all realizations
where 𝑒55 is excited to at least 50% of its modern value. 49% of all our
2:1 models are successful in this manner, as compared with 57% of our
3:2 runs. If we increase our limiting value for Mars’ mass to 0.3 𝑀⊕
(criterion A) 87% of our 2:1 simulations and 92% of our 3:2 models
adequately exciting 𝑒55 possess a small Mars. Thus, while the subset of
simulations that reasonably replicate Jupiter’s eccentricity are highly
successful at limiting Mars’ mass (regardless of giant planet instability
model employed), our 3:2 sets tend to more efficiently restrict Mars’
growth.
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Fig. 8 demonstrates how Earth and Venus’ ability to continue to
accrete material after the instability and attain the correct masses is not
hindered when 𝑒55 is properly excited. The color of each point in the
plot depicts the total planetary mass in the Earth–Venus region (𝑎 <
1.3 au). Nominally this corresponds to the cumulative mass of Earth
and Venus when criterion A is satisfied, however we include systems
that form different numbers of planets (i.e.: one ∼ 2.0𝑀⊕ planet, or
three smaller planets) to decouple the stochastic nature of the peculiar
series of final impacts that generates the Earth-Venus system. The fact
that multiple dark blue and purple points fall within the gray shaded
regions demonstrates that the solar system result falls well within the
spectrum of outcomes produced by our simulations. While the low
masses of Earth and Venus analogs in the 15 Myr instability delay
simulations are related to features of the WL19 disks discussed in 3.1.1,
the prevalence of light blue points throughout all panels of the figure
exposes the fragility of the terrestrial system during the violent and
stochastic Nice Model instability (e.g.: Agnor and Lin, 2012; Kaib and
Chambers, 2016). Indeed, many simulations yield a residual terrestrial
system that bares little resemblance to the actual inner solar system if,
for example, the gas giants spend lengthy periods of time on highly-
eccentric orbits or the ejected ice giant makes an inordinate number
of perihelia passages through the inner solar system. Similarly, the
number of small Mars analogs formed in simulations with excessively
low final 𝑒55 values evidences the stochasticity of the instability. As our
numerical pipeline (Section 2.2, point 3) necessarily selects for systems
that attain high-𝑒𝐽 values during the instability, these low-𝑀𝑀𝑎𝑟𝑠/low-
𝑒55 outcomes occur when the eccentricity excitation in the outer solar
system is sufficient (i.e.: the gas giants attain high eccentricities for
long enough) to significantly evacuate material from the Mars-forming
region before the giant planets’ orbits damp excessively during the
residual migration phase (e.g.: Nesvorný and Morbidelli, 2012).

Nesvorný et al. (2021) argued that depletion in the Mars and
asteroid belt regions is fairly independent of the giant planets’ pecu-
liar evolution (i.e.: eccentricity excitation during the instability, depth
and duration of encounters with the ejected planet, etc.). Rather, the
authors posited that the dominant mechanism responsible for limiting
Mars’ mass is the giant planets’ attaining non-zero eccentricities before
Mars exceeds its modern mass. Thus, the early instability scenario is
essentially an extension of the 𝐸𝐸𝐽𝑆 (Extra Eccentric Jupiter and
Saturn) model of Raymond et al. (2009). Regardless of whether the
giant planets originate on eccentric orbits, or acquire them via an
early Nice Model instability, the results are qualitatively the same.
Specifically, Nesvorný (2021) studied three independent instability
evolutions (case 1 and 2 from Nesvorný et al. (2013) and the model
of Deienno et al. (2018)). However, these three instabilities investi-
gated by the authors transpired at dissimilar epochs (6, 20 and 0.6
Myr, respectively), thus complicating an interpretation of the effects of
each particular model. Our contemporary simulations largely confirm
the overall conclusions of Nesvorný et al. (2021). The tendency of
the instability to limit Mars’ mass correlates most strongly with the
adequate excitation of Jupiter’s eccentricity. As all simulations that
sufficiently excite 𝑒55 finish with a small Mars, it is clear that the
early instability scenario is viable for a broad spectrum of plausible
evolutionary pathways for the giant planets; provided the evolution
culminates in a solar system-like giant planet architecture.

3.3. Residual migration beyond Jupiter and Saturn’s 5:2 MMR

An unanswered question from our previous investigations of the
early instability scenario in Paper I and Paper II centers around insta-
bility evolutions that achieved 2.5 < 𝑃𝑆∕𝑃𝐽 < 2.8. Systems within this
range were considered in both papers to attain adequate statistics as
outcomes where the gas giants finish inside of their mutual 5:2 MMR
are slightly uncommon in statistical studies of the instability (only
13
Fig. 8. Dependence of depletion in the inner solar system on Jupiter’s eccentricity
excitation (quantified here by 𝑒55: the magnitude of the solar system’s fifth eccentric
eigenfrequency, 𝑔5, in Jupiter’s eccentricity). Only simulations with 𝑒56 < 𝑒55 are plotted
(i.e. those that do not over-excite Saturn). Each sub-panel displays results from our
various batches of simulations investigating different instability delay times (0, 5 and
15 Myr: Table 2). Each point plots Mars’ final mass against 𝑒55 (Mars analogs with
𝑀 < 0.05𝑀⊕ are plotted as possessing no mass). The color of each point corresponds
to the total remaining planetary mass with 𝑎 < 1.3 au (nominally Earth and Venus
analogs). Simulations utilizing a 3:2 Jupiter–Saturn resonance instability model are
plotted with circular points, and 2:1 models are assigned triangular markers. The stars
plot the solar system values of 𝑀𝑀𝑎𝑟𝑠 and 𝑒55. The gray shaded regions encompass
simulations with 0.05 < 𝑀𝑀𝑎𝑟𝑠 < 0.3𝑀⊕ (criterion A) and 𝑒55 within 50% of the solar
system value (Clement et al., 2021b). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Table 6
Summary of percentages of systems from our simulation batches investigating different
instability models (2:1 and 3:2; Table 1) simultaneously satisfying important constraints
for the inner and outer solar system. The rows are as follows: (1) percentage of all
systems adequately exciting Jupiter’s eccentricity (𝑒55 > 0.022) that produce a small
Mars (𝑀𝑀𝑎𝑟𝑠 < 0.3𝑀⊕), (2) percentage of systems with 𝑃𝑆∕𝑃𝐽 < 2.5 that possess a small
Mars, and (3) small Mars-hosting systems from the subset of simulations simultaneously
successful in terms 𝑒55 and 𝑃𝑆∕𝑃𝐽 .
Constraint 2:1 3:2

𝑁(𝑀𝑀𝑎𝑟𝑠 ≤ 0.107)/𝑁(𝑒55 ≥ 0.022) 49 57
𝑁(𝑀𝑀𝑎𝑟𝑠 ≤ 0.107)/𝑁(𝑃𝑆∕𝑃𝐽 ≤ 2.5) 49 34
𝑁(𝑀𝑀𝑎𝑟𝑠 ≤ 0.107)/𝑁(𝑒55 ≥ 0.022 & 𝑃𝑆∕𝑃𝐽 ≤ 2.5) 47 47
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∼17% of both our 2:1 and 3:2 models are successful in this manner2).
As the dominant secular resonances currently in the inner asteroid belt
presumably perturb the Mars-forming region more strongly in evolu-
tions where 𝑃𝑆∕𝑃𝐽 exceeds the modern value, it is unclear whether the
incorporation of these results in our previous work artificially boosted
the fraction of systems finishing with a small Mars. In the modern
asteroid belt, the zero-inclination, eccentricity-averaged locations of
the 𝜈6 and 𝜈16 resonances are at ∼ 2.05 and ∼ 1.95 au, respectively.

Fig. 9 plots the mass of Mars against the final value of 𝑃𝑆∕𝑃𝐽 in
each of our various simulation sets (analogs with 𝑀𝑀𝑎𝑟𝑠 < 0.05𝑀⊕
and those forming no Mars analog are depicted as possessing zero
mass). As in Fig. 8, the color of each point corresponds to the total
mass in planets with 𝑎 < 1.3 au. In this manner, dark blue and purple
points falling in the gray shaded region delimiting 2.3 < 𝑃𝑆∕𝑃𝐽 < 2.5
and 0.05 < 𝑀𝑀𝑎𝑟𝑠 < 0.3 should be interpreted as successful in terms
of truncating the terrestrial disk in the Mars-forming region without
limiting the accretion of the remaining inner planets. It is clear from
Fig. 9 that appropriate inner solar system mass distributions occur
across the full range 𝑃𝑆∕𝑃𝐽 values produced in our simulations.

A loose trend of enhanced Mars and total Earth–Venus masses
appears to manifest around 2.4 ≲ 𝑃𝑆∕𝑃𝐽 ≲ 2.6, near the solar system
value of 2.49. Thus, the largest final period ratios do tend to correlate
with marginally depressed Mars masses, however this is partially a
consequence of small number statistics and the fact that these values
are unlikely outcomes of our simulation pipeline (Section 2.2). While
we cannot discount the fact that residual migration beyond Jupiter
and Saturn’s mutual 5:2 resonance likely artificially suppresses the
masses of Mars analogs, Fig. 9 depicts numerous realizations that are
exemplarily solar system analogs in terms of simultaneously matching
the mass distribution in the terrestrial region and 𝑃𝑆∕𝑃𝐽 . As the solar
system result is clearly well within the spectrum of outcomes produced
in our simulations, we conclude that variances resulting from the
stochastic nature of terrestrial planet formation and the Nice Model
instability significantly outweigh the effects of residual migration past
𝑃𝑆∕𝑃𝐽 = 2.5.

When we isolate systems finishing with 𝑃𝑆∕𝑃𝐽 , as in Section 3.2
(Table 6), we find that our 2:1 models are slightly more successful at
restricting Mars’ growth than the 3:2 simulations (49% versus 34% of
simulations limiting Mars’ mass to less than its actual value). These
trends essentially counterbalance the results discussed in Section 3.2 for
simulations adequately exciting 𝑒55. Thus, identical percentages (47%)
of both our 3:2 and 2:1 simulations simultaneously attaining 𝑒55 >
0.022 and 𝑃𝑆∕𝑃𝐽 < 2.5 also produce a Mars that is less massive than
the real planet (this statistic increases to 89% when we consider Mars
analogs with 𝑀𝑀𝑎𝑟𝑠 < 0.3𝑀⊕). Thus, we conclude that the primordial
:1 Jupiter–Saturn resonance is an equivalently viable initial condition
compared to the 3:2) for the early instability scenario.

.4. Mercury analogs

In the previous sections we neglected the formation of Mercury.
ndeed, Mercury’s low mass compared to the other inner planets
𝑀𝑉 𝑒𝑛𝑢𝑠∕𝑀𝑀𝑒𝑟𝑐𝑢𝑟𝑦 = 14.75), large iron-rich core (∼70%–80% of its
otal mass: Hauck et al., 2013) and dynamical isolation from Venus
𝑃𝑉 𝑒𝑛𝑢𝑠∕𝑃𝑀𝑒𝑟𝑐𝑢𝑟𝑦 = 2.55) have been interpreted to imply that it formed
in a different manner than the other terrestrial worlds. Historically,
Mercury analogs simultaneously possessing each of these qualities are

2 Note that the rarity of attaining 𝑃𝑆∕𝑃𝐽 < 2.5 in and of itself is not a
systematic issue in statistical studies of the Nice Model as the solar system
result is merely one possibility within a broad spectrum of final values of
𝑃𝑆∕𝑃𝐽 . However, the tendency of 𝑃𝑆∕𝑃𝐽 < 2.5 instabilities to under-excite 𝑒55
is a systematic issue in the sense that the solar system result, while possible, is
a statistical outlier (particularly for the 3:2 instability: Clement et al., 2021b).
14
Fig. 9. Similar to Fig. 8, except here each point plots the dependence of Mars’ final
mass on the ultimate Jupiter–Saturn period ratio (Mars analogs with 𝑀 < 0.05𝑀⊕
are plotted as possessing no mass). The different sub-panels display simulation results
from our various batches of simulations investigating different instability delay times
(0, 5 and 15 Myr: Table 2). The color of each point corresponds to the total remaining
mass in planets with 𝑎 < 1.3 au (nominally Earth and Venus analogs). Simulations
utilizing a 3:2 Jupiter–Saturn resonance instability model are plotted with circular
points and 2:1 models are assigned triangular markers. The stars plot the solar system
values of 𝑀𝑀𝑎𝑟𝑠 and 𝑃𝑆∕𝑃𝐽 . The gray shaded regions encompass simulations with 0.05
< 𝑀𝑀𝑎𝑟𝑠 < 0.3𝑀⊕ (criterion A) and 2.3 < 𝑃𝑆∕𝑃𝐽 < 2.5 (Nesvorný and Morbidelli,
2012). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

rare to non-existent in N-body studies of the giant impact phase (Ray-
mond et al., 2018). While it is possible that Mercury’s peculiar com-
position is the result of an energetic, mantle-stripping collision (Benz
et al., 1988, 2007; Asphaug and Reufer, 2014), the various proposed
collisional scenarios (Jackson et al., 2018; Chau et al., 2018) are
highly improbable from a dynamical standpoint (Clement et al., 2019a;
Fang and Deng, 2020). Alternatively, several authors have explored
the possibility that Mercury formed directly from an interior compo-
nent (Chambers, 2001; O’Brien et al., 2006; Lykawka and Ito, 2017,
2019) of iron-enriched material (e.g.: Ebel and Alexander, 2011; Wurm
et al., 2013). While adequate Mercury–Venus systems can be produced
occasionally in such a scenario (Clement and Chambers, 2021), the
simulations of our current investigation are unable to capture either
possibility by virtue of not incorporating a fragmentation model (e.g.:
Chambers, 2013) and truncating the inner terrestrial disk outside of
Mercury’s modern semi-major axis. Nevertheless, our 356 instability
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simulations yield a total of 14 Mercury–Venus analog systems as
defined by Clement and Chambers (2021, form exactly two planets
inside of 0.85 au with 𝑀𝑉 𝑒𝑛𝑢𝑠∕𝑀𝑀𝑒𝑟𝑐𝑢𝑟𝑦 > 5.0 and 𝑃𝑉 𝑒𝑛𝑢𝑠∕𝑃𝑀𝑒𝑟𝑐𝑢𝑟𝑦 >
1.75). Though adequate versions of Mercury are clearly rare, these
results represent a marked improvement from the instability models
of Paper I and Paper II (≲ 1% of systems successful in this manner).
Moreover, the orbits of the majority of these Mercury-like planets are
remarkably similar to that of the real planet. Specifically, the median
Mercury-analog eccentricity is 0.15 (𝑒𝑀𝑒𝑟𝑐𝑢𝑟𝑦 = 0.21) and the median
inclination is 9.0◦ (𝑖𝑀𝑒𝑟𝑐𝑢𝑟𝑦 = 7.0◦); consistent with studies of the
nstability’s effect on the circular orbit of an initially fully formed
ersion of Mercury (Roig et al., 2016).
While a complete analysis of the increased efficiency of forming
ercury in our new instability models is beyond the scope of our
urrent investigation, it is clear that the primordial 2:1 Jupiter–Saturn
esonance plays an important role in the process. Specifically, 12 of
he 14 Mercury analogs mentioned above are derived from simulations
nvoking the 2:1 instability model of Clement et al. (2021b). We spec-
late that a possible explanation for this result is interactions between
he 𝜈5 secular resonance and embryos in the Earth and Venus-forming
egions during the instability. Indeed, we expect perturbations from
upiter’s eccentricity in the inner solar system via 𝜈5 to be significant
hroughout the entire duration of our 2:1 simulations as 𝑒𝐽 is initialized
lose to its modern value (note that the giant planets eccentricities are
ikely higher in the gas disk phase if they are locked in the 2:1 MMR:
ierens et al., 2014). In this manner, 10 of our Mercury analogs begin
s embryos in the Earth–Venus forming region (𝑎 ≲ 1.0 au) with 0.05

≲ 𝑀 ≲ 0.10𝑀⊕ before being liberated from the disk and stranded
near Mercury’s modern orbit by the instability. Future numerical stud-
ies of the early instability scenario must utilize controlled instability
evolutions (e.g.: Nesvorný et al., 2013) to thoroughly understand the
viability of this Mercury-genesis scenario.

Intriguingly, four of the 14 Mercury analogs formed in our instabil-
ity models initially possess semi-major axes between 1.5 and ∼2.0 au.
n example of such a system is plotted in Fig. 10. Mercury begins the
imulation with 𝑎 = 1.57 au and 𝑀 = 0.040𝑀⊕. After the eccentricities
f all embryos in the Mars-region are excited by the instability (see also
ection 3.1.1 and Paper I), a series of fortuitous close encounters with
he growing Earth analog at 𝑡 ≃ 30 and 55 Myr conspire to scatter, and
ubsequently circularize Mercury’s orbit around 𝑎 = 0.30 au (it should
e noted that our integration time-step is insufficient to fully capture
hese dynamics). While such a distant formation location for Mercury
ould likely imply a bulk composition similar to Mars’, Mercury’s
arge-scale chemical make-up remains somewhat unconstrained (Nittler
t al., 2017). Moreover, it is possible that Mercury’s bulk composition
as subsequently altered by a giant impact after its implantation.

. Discussion and conclusions

In this paper we revisited the early instability scenario for terrestrial
lanet formation developed in Clement et al. (2018) and Clement et al.
2019b, Papers I and II, respectively) with new models incorporating
ore accurate terrestrial disk initial conditions. While the simulations
f Paper I and Paper II exclusively considered an instability scenario
here Jupiter and Saturn are initialized in the 3:2 MMR (Morbidelli
t al., 2007; Nesvorný, 2011; Nesvorný and Morbidelli, 2012), our new
odels investigate both the 2:1 and 3:2 resonances (Pierens et al.,
014; Clement et al., 2021b). Additionally, we develop a new compu-
ational pipeline that drastically increases the sample of fully evolved
ystems with Jupiter and Saturn-like orbits. Through this process, our
ew models enable us to more accurately scrutinize the relationship
etween depletion in the terrestrial region and the fate of the outer
olar system.
Our updated terrestrial disk models (derived from high-resolution

imulations of runaway growth in: Walsh and Levison, 2019; Clement
t al., 2020b) are distinguished from those of Paper I and Paper II by
15
Fig. 10. Example simulation from our C20/2:1/0Myr batch where an embryo in Mars
region (black lines) is excited by the instability, and subsequently implanted inside of
Venus’ orbit as a Mercury analog through a series of close-encounters with the system’s
Earth analog. The perihelia and aphelia for each of the four terrestrial planets formed
in the simulation are plotted with respect to time. The final terrestrial planet masses are
𝑀𝑀𝑒𝑟𝑐𝑢𝑟𝑦 = 0.080 (𝑀𝑀𝑒𝑟𝑐𝑢𝑟𝑦,𝑆𝑆 = 0.055), 𝑀𝑉 𝑒𝑛𝑢𝑠 = 0.99 (𝑀𝑉 𝑒𝑛𝑢𝑠,𝑆𝑆 = 0.815), 𝑀𝐸𝑎𝑟𝑡ℎ = 0.69
and 𝑀𝑀𝑎𝑟𝑠 = 0.33 (𝑀𝑀𝑎𝑟𝑠,𝑆𝑆 = 0.107) 𝑀⊕. The simulation finishes with four giant
planets and satisfies three of the four success criteria for the giant planets (𝑒55 = 0.018,
𝑃𝑆∕𝑃𝐽 = 2.48; compared with 𝑒55,𝑠𝑠 = 0.044, 𝑃𝑆∕𝑃𝐽 ,𝑠𝑠 = 2.49) described in Nesvorný and
Morbidelli (2012) and Clement et al. (2021b).

the advanced evolutionary states of the proto-planets in the Earth and
Venus-forming regions. While a natural consequence of this is the rapid
formation of the more massive terrestrial planets after the instability
transpires, a reasonable fraction of our simulations satisfy constraints
related to the inferred delayed occurrence of the Moon-forming im-
pact (Kleine et al., 2009; Rudge et al., 2010). Moreover, the formation
of many of our Earth analogs culminate in a final giant impact involving
roughly equal-mass impactors as proposed in Canup (2012). Similarly,
our contemporary models provide markedly improved matches to Mars’
inferred growth timescale (Dauphas and Pourmand, 2011; Kruijer et al.,
2017) and the asteroid belt’s highly depleted state. Unfortunately, these
models systematically struggle to replicate the low orbital eccentricities
of Earth and Venus, and we highlight this shortcoming as one of the
largest outstanding problems for terrestrial planet formation models to
resolve (see also: Nesvorný et al., 2021).

None of our simulations that adequately excites Jupiter’s eccen-
tricity finish with a large Mars analog (𝑀𝑀𝑎𝑟𝑠 ≳ 0.3𝑀⊕). Thus, our
improved sample of solar system-like giant planet evolutions elucidate
a strong correlation between Mars’ final mass and the ultimate value
of Jupiter’s eccentricity. Specifically, this represents, perhaps, the chief
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advantage of the early instability scenario over other proposed expla-
nations for Mars’ small mass (e.g.: Walsh et al., 2011; Levison et al.,
2015b; Izidoro et al., 2015; Raymond and Izidoro, 2017). All terrestrial
planet formation models must reconcile the inner solar system’s post-
accretion architecture and its modern structure within the Nice Model
framework. Thus, the fact that the large-scale mass distribution of the
inner solar system is a common result in our models that adequately
replicate the outer solar system is a compelling argument in favor of
utilizing the instability to stunt Mars’ growth. These results also serve to
further validate the primordial 2:1 Jupiter–Saturn resonance as a viable
evolutionary pathway for the solar system.

In spite of the substantial improvements in our contemporary study,
several necessary simplifications limit the robustness of our conclu-
sions. First, to save compute time and enable a large statistical study,
we generate initial planetesimal populations by interpolating from
the distributions generated in Walsh and Levison (2019) and Clement
et al. (2020a). These disks are then input into independently-derived
instability models; essentially applying a step-change to the outer plan-
ets’ masses, semi-major axes and (in the case of our 2:1 models)
eccentricities. Moreover, our simulations do not account for collisional
fragmentation (e.g.: Chambers, 2013), which potentially affected Earth
and Venus’ eccentricities and Mercury’s composition. While some of
our 2:1 models yield remarkably successful Mercury analogs (we plan
to explore this result further in future work), our integrations are
not properly tuned to fully resolve the innermost planets’ formation.
Finally, certain geochemical constraints (e.g.: Marty et al., 2017) have
been interpreted to disfavor the Nice Model’s occurrence prior to the
culmination of Earth’s formation. Prospective investigations of the early
instability scenario should continue to improve the resolution of simu-
lations in terms of the connection between supposed initial conditions
and disk models with an eye towards geochemical constraints and
Mercury’s formation.
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