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Abstract— The optimal performance of robotic systems is
usually achieved near the limit of state and input bounds. Model
predictive control (MPC) is a prevalent strategy to handle
these operational constraints, however, safety still remains an
open challenge for MPC as it needs to guarantee that the
system stays within an invariant set. In order to obtain safe
optimal performance in the context of set invariance, we present
a safety-critical model predictive control strategy utilizing
discrete-time control barrier functions (CBFs), which guar-
antees system safety and accomplishes optimal performance
via model predictive control. We analyze the feasibility and
the stability properties of our control design. We verify the
properties of our method on a 2D double integrator model for
obstacle avoidance. We also validate the algorithm numerically
using a competitive car racing example, where the ego car is
able to overtake other racing cars.

I. INTRODUCTION

A. Motivation

Safety-critical optimal control and planning is one of
the fundamental problems in robotic applications. In order
to ensure the safety of robotic systems while achieving
optimal performance, the tight coupling between potentially
conflicting control objectives and safety criteria is considered
in an optimization problem. Some recent work formulates
this problem using control barrier functions, but only using
current state information without prediction, see [1], [2],
which yields a greedy control policy. Model predictive
control can give a less greedy policy, as it takes future
state information into account. However, the safety criteria
in a predictive control framework is usually enforced as
distance constraints defined under Euclidean norms, such as
the distance between the robot and obstacles being larger
than a safety margin. This distance constraint will not confine
the optimization until the reachable set along the horizon
intersects with the obstacles. In other words, the robot will
not take actions to avoid the obstacles until it is close to them.
One way to solve this problem is to use a larger horizon,
but that will increase the computational complexity in the
optimization.

We address this challenge above by directly unifying
model predictive control with discrete-time control barrier
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(a) Snapshot of first overtake [whole track (left) vs. zoom-in (right)]

(b) Snapshot of second overtake [whole track (left) vs. zoom-in (right)]

Fig. 1: The proposed safety-critical model predictive control is
applied to a competitive car racing example. Snapshots of the ego
car (brown) are shown overtaking other racing cars (orange) from
both right and left sides while maintaining a specified target speed.
The closed-loop trajectory and predicted open-loop trajectory are
colored in black and red respectively, and the blue solid lines depict
the boundary of racing track.

functions together into one optimization problem. This re-
sults in a safety-critical model predictive control formulation,
called MPC-CBF in this paper. In this formulation, the CBF
constraints could enforce the system to avoid obstacles even
when the reachable set along the horizon is far away from the
obstacles. We validate this control design using a 2D double
integrator for obstacle avoidance, and also demonstrate that
this method enables a racing car to safely compete with other
cars in a racing competition, shown in Fig. 1.

B. Related Work

1) Model Predictive Control: MPC is widely used for
robotic systems, such as robotic manipulation and locomo-
tion [3], [4], to achieve optimal performance while satisfying
different constraints. One of the most important criteria to
deploy robots for real-world tasks is safety. There is some
existing work about model predictive control considering
system safety [5]-[7]. The safety criteria in the context of
MPC is usually formulated as constraints in an optimization
problem [8], [9], such as obstacle constraints and actuation
limits. One concrete scenario regarding safety criteria for
robots is obstacle avoidance. The majority of literature
focuses on collision avoidance using simplified models, and
considers distance constraints with various Euclidean norms
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[10]-[12], which we call MPC-DC in this paper.

However, these obstacle avoidance constraints under Eu-
clidean norms will not confine the robot’s movement unless
the robot is relatively close to the obstacles. To make the
robot take actions to avoid obstacles even far away from
it, we usually need a larger horizon which increases the
computational time in the optimization. This encourages
us to formulate a new type of model predictive control,
which can guarantee safety in the context of set invariance
with CBF constraints confining the robot’s movement during
the optimization. Recently in [13], model predictive control
is introduced with control Lyapunov functions to ensure
stability.

2) Control Barrier Functions: CBFs have recently been
introduced as a promising way to ensure set invariance
by considering the system dynamics and implying forward
invariance of the safe set. Furthermore, a safety-critical
control design for continuous-time systems was proposed by
unifying a control Lyapunov function (CLF) and a control
barrier function through a quadratic program (CLF-CBF-
QP) [14]. This method could be deployed as a real-time
optimization-based controller with safety-critical constraints,
shown in [1], [15], [16]. Besides the continuous-time domain,
the formulation of CBFs was generalized into discrete-time
systems (DCLF-DCBF) in [2].

3) Model Predictive Control with Control Barrier Func-
tions: There is some existing work that tries to combine
the advantages of MPC and CBFs. Barrier functions have
been used in MPC in [17], which converts constraints to
cost but not related to safety-critical control. In [5], they use
continuous-time CBFs as constraints inside a discrete-time
MPC. MPC and CBFs are organized as a high-level planner
and a low-level tracker in [6]. This method treats MPC and
CBFs separately at different levels.

Inspired by the previous work of model predictive control
and control barrier functions, DCLF-DCBF can be improved
by taking future state prediction into account, yielding a
better control policy. This motivates us to investigate the
control design of predictive control under the constraints
imposed by CBFs. In this paper, we focus on the discrete-
time formulation of control barrier functions applied to
model predictive control, which encodes the safety obtained
from discrete-time CBFs in MPC.

C. Contribution

The contributions of this paper are as follows.

o We present a MPC-CBF control design for safety-
critical tasks, where the safety-critical constraints are
enforced by discrete-time control barrier functions.

« We analyze the stability of our control design, and
qualitatively discuss the feasibility in terms of set inter-
sections between reachable sets of MPC and safe sets
enforced by CBF constraints along the horizon.

e Our proposed method is shown to outperform both
MPC-DC and DCLF-DCBFE. It enables prediction ca-
pability to DCLF-DCBF for performance improvement,

and it also guarantees safety via discrete-time CBF
constraints in the context of set invariance.

« We verify the properties of our control design using
a 2D double integrator for obstacle avoidance. Our
algorithm is generally applicable and also validated in
a more complex scenario, where MPC-CBF enables a
car racing on a track while safely overtaking other cars.

D. Paper Structure

This paper is organized as follows: in Sec. II, we present
the background of model predictive control and control
barrier functions. In Sec. III, we introduce the safety-critical
model predictive control design using discrete-time control
barrier functions (MPC-CBF). The analysis of stability and
feasibility properties is presented and the relations with
DCLF-DCBF and MPC-DC are also discussed. To validate
the control design and verify the properties of our formu-
lation, a 2D double integrator for obstacle avoidance and a
car racing competition example are demonstrated in Sec. IV.
Sec. V provides concluding remarks.

II. BACKGROUND

Our proposed safety-critical model predictive control de-
sign builds on model predictive control and control barrier
functions. We now present necessary preliminaries.

A. Model Predictive Control

Consider the problem of regulating to the origin of a
discrete-time control system described by,

Xt41 = f(Xu Ut), (D

where x; € X C R” represents the state of the system at
time step t € Z*, u; € U C R™ is the control input, and f
is locally Lipschitz.

Assume that a full measurement or estimate of the state
X, is available at the current time step ¢. Then a finite-
time optimal control problem is solved at time step ¢t. When
there are safety criteria, such as obstacle avoidance, the
obstacles are usually formulated using distance constraints.
The finite-time optimal control formulation is shown in (2).

MPC-DC:
N-1
min  p(xy4nje)+ ZQ(Xt+k\taut+k|t) (2a)

et N1t k=0
st Xeph1)t = f (Xeqr|ts Wanpe), K =0,..., N—=1 (2b)
Xkt € XsWqpe €U, k=0,..., N=1 (2c)
(2d)
Xi+N|t € X¥, (2e)
9(X¢qk)e) >0, k=0,..., N—1. (2f)

Ji (%) =

Xt|t = Xt

Here x;,,; denotes the state vector at time step ¢ + k
predicted at time step ¢ obtained by starting from the current
state x; (2d), and applying the input sequence u;.; y_1j¢ tO
the system dynamics (2b). In (2a), the terms q(x; x|, qu‘t)
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and p(x;; ;) are referred to as stage cost and terminal
cost respectively, and N is the time horizon. The state and
input constraints are given by (2c), and distance constraints
for safety criteria are represented by function g, in (2f),
which could be defined under various Euclidean norms. The
terminal constraint is enforced in (2e).

Let u;‘:tJerl.‘t = {uf‘t, ...,u;‘JrNil‘t} be. the optirpal S0-
lution of (2) at time step ¢. The resulting optimized trajectory
using uy, No1|t is referred as an open-loop trajectory. Then,
the first element of u’;t N1 is applied to system (1). This
feedback control law is given below,

u(t) = uy),(xe). 3)

The finite-time optimal control problem (2) is repeated at
next time step ¢t + 1, based on the new estimated state
Xi+1|t4+1 = Xty1. It yields the model predictive control
strategy. The resulting trajectory using (3) is referred as a
closed-loop trajectory. More details can be referred to in [18].

B. Control Barrier Functions

We now present discrete-time control barrier functions that
will be used together with model predictive control for our
control design, which will be introduced in Sec. III.

For safety-critical control, we consider a set C defined as
the superlevel set of a continuously differentiable function
h: X CR" = R:

C={xeXCR":h(x)>0. )

Throughout this paper, we refer to C as a safe set. The

function A is a control barrier function (CBF) [1] if on #0
X

for all x € OC and there exists an extended class Ko

function ~ such that for the control system (1), h satisfies
Ju st h(x,u) > —y(h(x)), 7€ Kuo. (5)

This condition can be extended to the discrete-time domain
which is shown as follows

Ah(xg,ug) > —yh(xz), 0 <y <1, (6)

where Ah(xy, ug) := h(xg4+1)—h(xy). Satisfying constraint
(6), we have h(xyy1) > (1 —)h(xk), i.e., the lower bound
of control barrier function h(x) decreases exponentially with
the rate 1 — ~.

Remark 1: Note that in (6), we defined v as a scalar
instead of a K, function as in (5). Generally, for the discrete-
time domain, y could also be considered as a class X function
that also satisfies 0 < 7(h(x)) < h(x) for any h(x).
However, we will continue to use the scalar form ~ in this
paper to simplify the notations for further discussions.

Besides the system safety, we are also interested in sta-
bilizing the system with a feedback control law u under a
control Lyapunov function V/, i.e.,

Just V(x,u) < —a(V(x)), ack. (7)
We can also generalize it to the discrete-time domain,

AV (xg,u;) < —aV(xg), 0<a <1, (8)

where AV (xp,ur) = V(xXg41) — V(xg). Similarly as
above, the upper bound of control Lyapunov function de-
creases exponentially with the rate 1 — a.

The discrete-time control Lyapunov function and con-
trol barrier function can be unified into one optimiza-
tion program (DCLF-DCBF), which achieves the control
objective and guarantees system safety. This formulation
was first introduced in [2] and is presented as follows

DCLF-DCBF:

uj = argmin  ui H(x)uy +1- 6> (92)
(ug,6)eRm+1

AV (xg,ui) + aV(xg) <06, (9b)

Ah(xg,ug) + vh(xg) > 0, (9¢)

u, €U, (9d)

where H(x) is a positive definite matrix, that is pointwise
differentiable in x. [ is positive, and § > 0 is a slack variable
that allows the control Lyapunov function to grow when the
CLF and CBF constraints are conflicting. The safe set C
in (4) is invariant along the trajectories of the discrete-time
system with controller (9) if A(x¢) > 0and 0 < v < L.

III. CONTROL DESIGN

After presenting a background of model predictive control
and control barrier functions, we formulate the safety-critical
model predictive control logic in this section.

A. Formulation

Consider the problem of regulating to a target state
for the discrete-time system (1) while ensuring safety in
the context of set invariance. The proposed control logic
MPC-CBF solves the following constrained finite-time op-
timal control problem with horizon N at each time step ¢

MPC-CBF:
N-1

P(Xeq )+ q(Xiq ]t Wegre]t)
k=0

Iy (xt)=

min
Ug:t4N—1]t
(10a)
St Xyppqi)t = f(Xeqr)er Wetr)e), £ =0,..., N—1 (10b)
Xekt € X gy €U, k=0,..., N—1 (10c)
(10d)
Xesnpe € Xy, (10¢)
Ah(Xppkft, Ueprft) > =Y Xpk)e), k= 0,..., N=1 (10f)

Xt|t = Xt

where (10d) represents the initial condition constraint,
(10b) describes the system dynamics, and (10c) shows the
state/input constraints along the horizon. The terminal set
constraint is imposed in (2e). The CBF constraints in (10f)
are designed to guarantee the forward invariance of the
safe set C associated with the discrete-time control barrier
function, where Ah is as introduced in (6). Here we have

Ah(xt+k|t7 ut+k\t) = h(xt+k+1|t) - h(xt+k|t)~
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Fig. 2: Feasibility of MPC-CBF. The reachable set R propagates
along the horizon from the initial condition x;. For horizon step k
in the open-loop, the level sets OScur,,; are shown in different colors
with three choices of v and each corresponding Scpr,, lies on the
left hand side of level sets, indicated by the arrows in different
colors.

The optimal solution to (10) at time ¢ is a sequence of
inputs as uy ., n_, = [uz‘|t,...,u2‘+N_1‘t]. Then, the first
element of the optimizer vector is applied

Y

This constrained finite-time optimal control problem (10) is
repeated at time step ¢ + 1, based on the new state X; 1141,
yielding a receding horizon control strategy: safety-critical
model predictive control (MPC-CBF).

The dynamics constraint in (10b) could be linear if we
have a linear system, and (10c) could also be linear if X
and U/ are defined as polytopes in the state and input space,
respectively. The discrete-time control barrier functions con-
straints in (10f) are generally non-convex unless the CBFs are
linear. This makes the whole optimization in (10) generally
become a nonlinear programming problem (NLP).

u(t) = uy,(xt).

B. Stability

In DCLF-DCBF, control Lyapunov functions are intro-
duced as optimization constraints (9b) with corresponding
slack variable as additional term in the cost function (9a).
This allows for the achievement of control objectives rep-
resented by CLFs and unifies the formulation under one
optimization with CBFs. In our MPC-CBF control design, we
have the terminal cost p(x;; ¢) in (10a) as a control Lya-
punov function, which can be used to guarantee the stability
of the closed-loop system by satisfying mild assumptions in
the context of linear systems [18, Thm. 12.2]. In general, a
rigorous proof of nonlinear MPC stability as well as MPC-
CBEF still remains an open challenge. More detailed analysis
could be found in [19].

C. Feasibility

Recursive feasibility is generally not guaranteed for MPC-
DC defined in (2) [18], [20] and other general NLP [21,
Chap. 11]. In this paper, we qualitatively analyze the feasi-
bility problem of MPC-CBF based on set analysis. Since the
optimization (10) could be a NLP, we are interested in finding
under which circumstances this optimization becomes feasi-
ble, i.e., the feasible set under the constraints (10b)-(10f) is
not empty.

Given the current state x; in (10d), the reachable set
at horizon step k is defined as a reachable region in the
state space, satisfying system dynamics in (10b), input/state
constraints in (10c) and initial condition in (10d). This
reachable set Ry, is defined as follows for the horizon step
k:

Ry = {Xt+k\t eX:Vi=0,...,k—1,

Xtit1t = f(XtJri\ta ut+i\t)7
Xpyilt € X, Wppip € Uy Xy e = X¢ )

(12)

We also define the set of state space satisfying the CBF
constraints in (10f) and initial condition in (10d) as

Scbfyk = {X eX:
h(x)—=h(Xpsp—1)0) > —Yh(Xeh-11t) } 5

where St describes superlevel sets of h satisfying the
control barrier function constraints (10f) at each time step
along the open-loop trajectory. Scpr,r also depends on the
value of optimal value x; j_;;, which depends on the states
and the inputs of previous nodes before the index k£ — 1.

We illustrate Ry, and Scpr 1, in the state space shown in Fig.
2, given the initial condition x;. Then, the feasibility of the
optimization in (10) turns out to be whether the intersection
between the feasible set at each horizon step, Ry, and the
superlevel set of h(x) satisfying the CBF constraints, Scyf, .
is nonempty for all £ =1, ..., N.

Remark 2: Note that Scr, 1 is not empty when h is a valid
control barrier function. Furthermore, R, is also guaranteed
to be nonempty, if we choose A" as a control invariant set as
discussed in [18, Thm. 11.2].

In order to better understand this problem, we illustrate
the level sets of control barrier function constraints as

OSetr = {r € X : h(x) = (1 = ¥)h(Xppn-1)t) }»

with several choices of 7. The superlevel set S, are the
regions illustrated on the left hand side of these level sets,
with an example where the robot approaches the obstacle
from the left to the right, shown in Fig. 2. We can see that,
if v becomes relatively small, Seprr, Will be smaller. In this
case, the system tends to be safer as the decar-rate of CBF
becomes smaller, but the intersection between Ry and Sc
might be infeasible if v becomes too small. When the
becomes larger, the region of Scr . in the state space will
be increased. This will make the optimization more likely
to be feasible, however, the CBF constraints might not be
active during the optimization, if v is too large. In this case,
Ry, will become a proper subset of Scpr, .

Remark 3: When ~ becomes relatively small, the MPC-
CBF controller makes a smaller subset of the safe set C in
(4) invariant, and thus is more safer, but this might also make
the optimization infeasible. A larger v will make the opti-
mization more likely to be feasible, but the CBF constraints
might not be active during the optimization. We expect that
v is chosen appropriately, such that the intersection between
these two sets will not be empty and becomes a proper subset
of Ry. This leads to a tradeoff between safety and feasibility

(13)
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= Reachable set: Ry = CBF constraints level sets: 0Scb, i

Distance constraints inactive: h (x,+k+1‘t 0

(a) When robot is far away from obstacles

= Feasible set for MPC-DC: R NC @ Feasible set for MPC-CBF: R, N Sebt,k

z C={xeX CR":h(x)>0}

C={xe X CR":h(x)>0}

Distance constraints active: h(X¢pps1e) =0

(b) When robot is close to obstacles

Fig. 3: For MPC-CBF, the feasible set at each horizon step k is the intersection between R and Sef,x, colored in yellow. For MPC-DC,
the feasible set at each horizon step is the intersection between Ry and C, colored with borders in red. We clearly see that MPC-CBF is
safer than MPC-DC with smaller set invariance. Moreover, distance constraints might be inactive when the robot is still far away from
obstacles, illustrated in (a), where Ry is a subset of C. CBF constraints could still confine the robot’s reachable set R with appropriate
choices of v even when the robot is far away from obstacles, shown in (a) and (b).

in terms of the choice of . However, it still remains an open
challenge for how to automatically choose the ~.

Remark 4: Given x;, X, U, we could pick a value of
to find a tradeoff between safety and feasibility. However,
when the system evolves, this 7 might no longer satisfy
our safety demand or guarantee the optimization feasibility.
Therefore, for a given fixed =, we generally only have
pointwise feasibility and a persistently feasible formulation
is still an open problem and is part of future work.

D. Relation with DCLF-DCBF

When N = 1, the formulation in (10) could be simplified
as an optimization over one step system input uj

uj; = argmin - p(f(xp, wr)) + q(xx, ug) (14a)
uig €ER™

Ah(xg, ) + vh(xg) > 0, (14b)

u, €U, (14c)

where p(f(xx,u;)) and ¢(xg, uy) are the terminal cost and
stage cost which we have seen previously in (10a). The
optimization (14) is similar to the DCLF-DCBF formulation
(9). The stage cost g(xx,u;) minimizes the system input,
similar as uf H(x)uy, in (9a). The terminal cost minimizes
the control Lyapunov function p( f (x, uy)) in (14a), instead
of using CLF constraints as (9b). As we no longer use the
CLF constraint, we do not need a slack variable, such as ¢
in (9a), to guarantee the feasibility.

Remark 5: As the CLF constraints in (9b) are transferred
into the cost function in (14) with N = 1, the formulation in
(14) becomes similar to DCLF-DCBF. To sum up, our MPC-
CBF formulation operates in a similar manner of DCLF-
DCBF with prediction N = 1.

E. Relation with MPC-DC

When ~ approaches its upper bound of 1,
constraints in (10f) becomes,

h(X¢yrq1pe) > 0.

If g(x) in (2f) and h(x) are the same, these CBF constraints
are almost the same as distance constraints defined in (2f)

the CBF

except for one horizon step difference. In other words, the
CBF constraints are at the next predicted horizon step instead
of the current horizon step. Moreover, the feasible set at
each horizon step k£ in MPC-DC formulation becomes Ry N
C. While, as we have seen previously, the feasible set in
MPC-CBF formulation at each horizon step k is Ry NScpr, k.-
Note that Seyr i is a subset of C. Therefore, the MPC-CBF
formulation in (10) has a smaller safe set than MPC-DC.

In the case the reachable set Ry is a proper subset of
the safe set C, then the distance constraints in (2f) are not
active in the optimization (2), as shown in Fig. 3a. In other
words, the distance constraints will not be active in the
optimization (2) until the reachable set along the horizon
intersects with the unsafe regions, i.e., the reachable set
intersects the obstacles as shown in Fig. 3b. Using our MPC-
CBF formulation, the CBF constraints in (10f) could always
confine the reachable set R with an appropriate choice of
~ whenever the robot tends to approach the obstacles. In this
case, even when the reachable set Ry is a proper subset of
the safe set C, the reachable set could still be constrained by
its intersection with Sy, as shown in Fig. 3a.

Remark 6: We discuss the constraint activation only in the
cases when the robot is moving towards the obstacles, i.e.,
there exists a control input u such that h(f(x,u)) < h(x).
When the robot is moving away from the obstacles, both
distance constraints and CBF constraints are inactive, which
is intuitive since the robot is always safe in this case.

Remark 7: Our MPC-CBF formulation is safer than MPC-
DC in the context of smaller set invariance, where we can
see that Ry, N Sepr,k is a proper subset of Ry NC, as shown
in Fig. 3.

Remark 8: In practice, we may need to use a smaller
horizon for speeding up the optimization. To achieve a
similar performance compared to the MPC-DC formulation
in (2), we could apply smaller v in our MPC-CBF control
design in (10) and use a smaller horizon. This could help
us to reduce the complexity of the optimization for obstacle
avoidance, as will be shown in Fig. 4e.
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Fig. 4: A 2D double integrator avoids an obstacle using different control designs. The obstacle is represented by a red circle and the start
and target positions are located at (—5, —5) and (0, 0), labelled as blue and red diamonds, respectively. (a) a DCLF-DCBF controller;
(b) a MPC-CBF controller with N = 1; (c) a MPC-CBF controller with N = 8 and v = 0.5; (d) a MPC-DC controller with N = 8 and
four MPC-CBF controllers with N = 8 and different choices of ~; (e) three MPC-CBF controller with N = 5 and different values of ~y
and three MPC-DC controllers with different values of horizon N. Notice that for N = 5, MPC-DC becomes infeasible when the state
is close to the boundary of the obstacle, whose trajectory is therefore excluded from (e).

IV. EXAMPLES

Having presented the MPC-CBF control design, we now
numerically validate it using a 2D double integrator for
obstacle avoidance and analyze its properties. We also apply
this controller to a competitive car racing problem. We use
the solver IPOPT [22] in MPC-CBF/MPC-DC/DCLF-DCBF
problems [23].

A. 2D Double Integrator for Obstacle Avoidance

Consider a linear discrete-time 2D double integrator

Xp+1 = Axyg + Buy, (15)

where the sampling time At is set as 0.2s.

A MPC-CBF is designed as in (10) and (11) for 2D double
integrator to avoid an obstacle, where the stage cost and and
terminal cost are

q(xk, ug) = x,Qx5, + upRuy, p(xn) =xyPxy, (16)

where Q = 10-Z4, R = 75 and P = 100 - Z4. The system
is subject to state constraint X and input constraints {4,

X = {Xk eR™: Xmin < Xk < Xmax}a
U= {uk € R™: Upin < u < umax}~

The lower and upper bounds are
Xmaxs Xmin = T9 * Z4x1, Wmax, Umin = TLox1-

For discrete-time control barrier function constraint (10f), we
choose a quadratic barrier function for obstacle avoidance
hie = (xk(1) = Zobs)? + (X0 (2) = Yobs)® = 1ops (17
where Zps, Yobs, and ryps describe x/y-coordinate and radius
of the obstacle with z,,s = —2m, Yops = —2.25m and
Tobs = 1.Dm, shown as a red circle in Fig. 4. The start and

target positions are (—5, —5) and (0, 0), which are labelled
as blue and red diamonds in Fig. 4, respectively.

1) Comparison with DCLF-DCBF: In order to com-
pare the performance between our proposed MPC-CBF and
DCLF-DCBF, we develop a DCLF-DCBF controller for the
same obstacle avoidance task, which is based on (9).

For the design of DCLF-DCBF, we use R in (16) as H in
(9) to ensure that we have the same penalty on inputs. The
discrete-time CBF constraints of DCLF-DCBF are the same
as the ones used in MPC-CBF. Since the terminal cost p in
the model predictive control serves as a control Lyapunov
function, we choose p in MPC-CBF example as the control
Lyapunov function that is used to construct the discrete-
time CLF constraints in (9). Based on these choices, it is
fair to compare a DCLF-DCBF controller with a MPC-CBF
controller.

The simulation result of MPC-CBF and DCLF-DCBF
comparison is shown in Fig. 4a, 4b and 4c. The trajectory
is denoted in black line with small circles representing each
step. The trajectory of DCLF-DCBF controller with v = 0.4
is presented in Fig. 4a, where the system does not start to
avoid the obstacle until it is close to it. Fig. 4b shows the
trajectory for MPC-CBF controller with horizon N = 1
and v = 0.4. This trajectory is similar to that of DCLF-
DCBF controller. Based on our analysis in Sec. III-D, the
performances of DCLF-DCBF and MPC-CBF with N =1
are almost the same, which is validated in this simulation.
Fig. 4c shows the trajectory of MPC-CBF controller with
horizon N = 8 and v = 0.4. We can see that this controller
can drive the system to avoid the obstacle earlier than the
DCLF-DCBF controller. Also, among these three controllers,
it is the only one that can reach the goal position in the
limited simulation time.

2) Comparison with MPC-DC: A MPC-DC controller
is developed based on (2) using the same parameters as
MPC-CBF presented before except for the discrete-time CBF
constraint, which is replaced by a Euclidean norm distance
constraint g shown in (2f). The function g has the same
expression as h, defined in (17).

Fig. 4d and 4e show the simulation result of the compari-
son between MPC-CBF and MPC-DC. In Fig. 4d, MPC-CBF
controllers with v = 0.1, 0.2, 0.3, 1.0 are described in blue,
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controller status N v mean/std (s) min dist cost
MPC-CBF | solved 5 0.1 | 0.0284+0.012 1.483 7.620
MPC-CBF | solved 5 0.2 | 0.028+0.011 0.791 7.464
MPC-CBF | solved 5 0.3 | 0.028+0.011 0.441 8.314
MPC-CBF | solved 5 0.4 | 0.0284+0.011 0.288 8.292
MPC-CBF | solved 5 0.5 | 0.0284+0.010 0.110 8.813
controller status N mean/std (s) min dist cost
MPC-DC infeas. 5 NaN NaN NaN
MPC-DC solved 7 0.0331+0.013 0.000 9.102
MPC-DC solved 15 0.04840.016 0.000 8.537
MPC-DC solved 30 0.062+0.031 0.000 8.528

TABLE I: MPC-DC and MPC-CBF benchmark in terms of pre-
diction horizon, computational time, minimal distance with respect
to obstacle and cost integral. We need larger horizon for MPC-
DC, otherwise the system only has noticeable obstacle avoidance
behavior when it’s close to the obstacles.

orange, yellow and purple lines, respectively. The trajectory
of MPC-DC controller is shown in black dashed line. As
~ decreases, the system starts to avoid the obstacle earlier,
which means a smaller safe set as analyzed in Sec. III-C,
while on the other hand the trajectory of MPC-DC is the
closest to the obstacle. We also notice that the trajectories of
MPC-DC and MPC-CBF with v = 1 are almost the same,
which validates our analysis in Sec. III-E.

The trajectories of MPC-CBF controllers with N = 5
and different choices of v and MPC-DC controllers with
different values of horizon /N are shown in Fig. 4e. We notice
that MPC-CBF controller with smaller v and MPC-DC with
larger horizon N can make the system avoid obstacles earlier.
This verifies our analysis in Sec. III-C, since smaller ~
in MPC-CBF and larger horizon N in MPC-DC make the
trajectory deviate from obstacles earlier. We also observe that
even with an extremely large horizon N, e.g. N = 30, the
system only has noticeable obstacle avoidance behavior when
it is close to obstacles. In contrary, a relatively small y is
able to make the system avoid obstacles even when far away
from obstacles.

In Fig. 4e, MPC-CBF with N =5 and « = 0.25 starts to
turn to avoid the obstacle with a similar behavior as MPC-
DC with N = 7. This property is discussed in Remark 8.
Since discrete-time CBF enforces the invariance of safe set, it
allows a smaller IV for MPC-CBF with a smaller - to achieve
a comparable performance as MPC-DC with a larger N.

In Table I, we benchmark the MPC-CBF and MPC-DC
in terms of prediction horizon, computation time, minimal
distance to the obstacle and cost integral ), uFug At over
the trajectory. We can observe that less prediction horizon
of MPC-CBF leads to less computational time. MPC-DC
always reaches to the boundary of the obstacle, however,
MPC-CBF could automatically set a safety margin depending
on different choices of ~y. For this specific scenario, the cost
integral over the trajectory of MPC-CBF is generally less
than the one of MPC-DC.

B. Competitive Car Racing

We have evaluated the MPC-CBF design using a 2D
double integrator and compared its performance with DCLF-
DCBF and MPC-DC. We proceed to implement MPC-CBF

in a more complex scenario: competitive car racing. In
some previous car racing control work [24], [25], they only
consider static obstacles on the track while we deal with
dynamic obstacles such as other cars using MPC-CBF.

1) Vehicle Model: We use curvilinear coordinates to de-
scribe vehicle states of the ego and other cars in a racing
competition. In this paper, we use the nonlinear lateral
vehicle dynamics model in [26, Ch. 2] for system dynamics

Xi4+1 = f(XnUt), (18)

where x; and u; represent the state and input of the vehicle
at time step ¢ and their definitions are as follow

Xt = [Vsys Vyor Bty €ops Sty €y)7 s W = [ag, 07, (19)

where s; represents the curvilinear distance travelled along
the centerline of the track, e,, and ey, are the deviation dis-
tance and heading angle error between vehicle and path. v,,,
vy,, ¢¢ are the vehicle longitudinal velocity, lateral velocity
and yaw rate in the curvilinear coordinates, respectively. A
representation of the state in the curvilinear coordinate is
shown in Fig. 5. The inputs are longitudinal acceleration
a; and steering angle J;. In the car racing, we assume to
have K racing cars competing with the ego car, and we
use the superscript ¢ to distinguish the i-th (z = 1,2, ..., K)
competiting vehicle from the ego one, shown in Fig. 5.

front car

i
€y

path origin

Fig. 5: Representation of the ego car and front car in the curvilinear
coordinate frame.

2) Control Design: A MPC-CBF is developed for this
competitive car racing example using (10). The stage cost
function is designed as follows

Q(Xt+k|ta ut+k|t) :(Xt+k|t - Xv-)TQ(Xt+k\t —X;)

T
+uy e Ry g

where x, = (v4,0,0,0,0,0), @ = diag(10,0,0,0,0,10)
and R = diag(1, 1). This cost function allows the ego car to
track the centerline with a target speed v; while minimizing
the tracking error from the centerline.

The motion of overtaking other racing cars is considered
as CBF constraints in (10f). At time step ¢, each CBF hi
represents the safety criterion between ego car at (s¢, e, ) and
i-th other racing car at (s{, ¢}, ), described in the curvilinear
coordinates, shown in Fig. 5. We choose CBF in a quartic
form as follows

(20)

Bi— (sc—si)* | (e —€y,)" 1
LT ) @k

21
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Fig. 6: Speed profile during the car racing competition in one lap
of the simulation. The dashed black line shows the desired speed
v = 0.6m/s.

where we assume all racing cars including ego car hold the
shape of rectangle with a length as 2[; and width as 2Is.
Notice that we assume that we have perfect estimation about
(st,ey,) and (s}, el,).

3) Simulation & Results: During the competition, we
expect ego car to track the centerline with a target speed
vy = 0.6m/s. MPC-CBF with a horizon N = 12 updates
at 10 Hz. The system dynamics is simulated at 1000 Hz
and the controller sampling time is 0.1s. Our ego vehicle is
simulated with the nonlinear lateral vehicle dynamics model
and we use the linearized dynamics along the centerline to
formulate our control design. In the simulation, we deploy
several racing cars to compete with ego car. In order to better
illustrate results, a snapshot of overtaking motion with a
zoom-in view is shown in Fig. 1. Ego car begins with an
initial speed v9 = 0.2 m/s at the origin of the centerline and
two other racing cars start in front of the ego car. Two cars
are simulated to move at 0.2 m/s while keeping a constant
distance deviation ez from the centerline, where 631/ =01m
and eg = —0.1 m. Fig. 1 demonstrates that the MPC-CBF
allows ego car to safely race and overtake other cars in both
left and right directions. Fig. 6 shows the speed profile, where
the dashed black line shows the desired speed. We can see
that ego car always tries to catch up to the target speed during
the competitive car racing. In Fig. 1, we observe two motions
of overtaking front racing cars. Since two racing vehicles
hold opposite distance deviations from the centerline, ego
car overtakes them with right and left turns respectively.

V. CONCLUSION

A safety-critical model predictive control design is pro-
posed in this paper, where discrete-time control barrier
function constraints are used in a receding horizon fashion
to ensure safety. We present an analysis of its stability
and feasibility, and describe its relation with MPC-DC and
DCLF-DCBF. To verify our analysis, we use a 2D double
integrator for obstacle avoidance, where we can see that
MPC-CBF outperforms both MPC-DC and DCLF-DCBE.
The proposed control logic is also applied to a more complex
scenario: competitive car racing, where our ego car can race
and safely overtake other racing cars.
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