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Crowdsourcing is popular for large-scale data collection and labeling, but a major challenge is on detecting

low-quality submissions. Recent studies have demonstrated that behavioral features of workers are highly

correlated with data quality and can be useful in quality control. However, these studies primarily leveraged

coarsely extracted behavioral features, and did not further explore quality control at the fine-grained level,

i.e., the annotation unit level. In this paper, we investigate the feasibility and benefits of using fine-grained

behavioral features, which are the behavioral features finely extracted from a worker’s individual interactions

with each single unit in a subtask, for quality control in crowdsourcing. We design and implement a framework

named Fine-grained Behavior-based Quality Control (FBQC) that specifically extracts fine-grained behavioral

features to provide three quality control mechanisms: (1) quality prediction for objective tasks, (2) suspicious

behavior detection for subjective tasks, and (3) unsupervisedworker categorization. Using the FBQC framework,

we conduct two real-world crowdsourcing experiments and demonstrate that using fine-grained behavioral

features is feasible and beneficial in all three quality control mechanisms. Our work provides clues and

implications for helping job requesters or crowdsourcing platforms to further achieve better quality control.
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1 INTRODUCTION

With the increasing popularity and use of crowdsourcing platforms (such as Mechanical Turk of
Amazon [28] and Figure Eight of Appen [1]) in the AI era [2, 36], quality control has become more
critical and challenging than before due to the heterogeneous nature of workers [12, 22] and the
existence of malicious workers or attackers [3, 6, 7, 20]. Much research effort has been made in these
years to develop quality control approaches in crowdsourcing. One popular approach is to compare
a worker’s submissions against a set of labeled high-quality data (i.e., the Gold Standard) [39].
Another widely employed approach is to introduce redundancy, which involves assigning the
same subtask to a number of workers and then inferring the consensus label by using aggregation
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methods, such as Majority Voting [21] and the Dawid-Skene model [5]. However, constructing the
gold standard requires a considerable amount of human effort, and massive redundancy makes a
data annotation task costly. Moreover, these two approaches are often not applicable to tasks such
as opinion polls and surveys that are subjective in nature.

Recently, there is an increasing interest in estimating data quality by analyzing worker behaviors
[6, 18, 34]. This approach tracks worker activities (e.g., mouse clicks and keypresses) during the
task execution, and then estimates the quality of submissions by analyzing workers’ behavioral
data. Compared to the gold standard and the redundancy analysis approaches, this approach can
help reduce costs (in terms of time and money) and be feasible for scaling up.

1.1 Coarse vs. Fine-Grained Behavioral Features

On a crowdsourcing platform, a requester would publish a task that could be broken down into
multiple subtasks. Each individual subtask can be further split into multiple units, each of which
is usually a simple atomic annotation or response from a worker. Therefore, the annotations
collected from workers could be divided into different levels of granularity: unit level, subtask
level, and task level. Specifically, we define unit data (i.e., unit level data) as a single annotation
or response provided by a worker in a subtask; we define subtask data (i.e., subtask level data)
as all annotations provided by a worker in a subtask; we define task data (i.e., task level data)
as all annotations provided by a worker in an entire task. It is worth to highlight that having
multiple units in a subtask has become very common in many types of crowdsourcing tasks such as
image segmentation, emotion recognition, text annotation, relevance judgment, and survey with the
corresponding units being segmented objects in an image, utterances in a dialogue, annotated words
in a paragraph, query-document pairs, and survey questions, respectively; meanwhile, different
subtasks of a task may consist of different numbers of units.

Correspondingly, the quality of the crowdsourced data can be estimated or controlled at different
granularities. In this paper, we use the term fine-grained to represent the unit level, and use the
term coarse-grained to represent subtask and task levels. The quality of the unit data is specific
to each individual annotation or response unit (e.g., in terms of correctness), while the quality of
the subtask data or task data is ratio of high-quality to all annotations or responses in a subtask
or the entire task, respectively. We define coarse-grained behavioral features as the behavioral
features coarsely extracted from a worker’s overall interactions with each entire subtask, such
as the total completion time and the number of mouse clicks in an entire subtask. We define
fine-grained behavioral features as the behavioral features finely extracted from a worker’s
individual interactions with each single unit in a subtask, such as the time spent and the number
of mouse clicks on each single unit. These two types of behavioral features can both be extracted
when a job requester or a crowdsourcing platform embeds JavaScript code to the task webpages.
However, they differ in the granularities at which they are extracted, and consequentially at which
they inform us about a worker’s behavior and data quality.

1.2 Fine-grained Behavior-basedQuality Control

Existing behavior-based quality control studies such as [6, 18, 34] mainly focus on estimating
the overall quality of a subtask by extracting and analyzing coarse-grained behavioral features.
Unfortunately, coarse-grained behavioral analysis can lead to the inclusion of low-quality

data, exclusion of high-quality data, and/or manipulation by malicious workers because
it ignores a worker’s time-varying behaviors among annotation units in the same subtask. For
example, a worker may carefully perform the first half annotation units in a subtask, but become
sloppy and try to complete the rest annotations quickly due to decreasing interest. This results in
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high-quality for the first half annotations in a subtask but low-quality for the rest. And a coarse-
grained behavioral analysis would label the entire subtask either as high-quality thus including a
sizable proportion of low-quality annotations into the dataset, or as low-quality thus wasting many
high-quality and valuable annotations. Meanwhile, a coarse-grained behavioral analysis would be
evaded by malicious workers because they can easily emulate a legitimate worker’s overall behavior
in a subtask. For example, they would spend enough time on some annotations in a subtask, but
use tools to automatically complete the rest annotations.
Towards addressing these limitations in coarse-grained behavioral analysis, we investigate

the feasibility and benefits of using fine-grained behavioral features for quality control

in crowdsourcing. Especially, we consider two major uses of behavioral features for quality
control in crowdsourcing. One is quality estimation, which includes mechanisms such as quality
prediction that often builds models to directly predict the quality of a certain piece of data, and
suspicious behavior detection that often uses heuristics or rules to detect suspicious (or abnormal)
behaviors of workers. These two mechanisms can help a job requester or a crowdsourcing platform
estimate the quality of the submitted data, exclude low-quality data, and even prompt workers in
real-time for more careful data submission. The other use (with the corresponding mechanism) is
worker categorization, which is performed either manually or automatically. The categorization
results can help a job requester or a crowdsourcing platform identify different types of workers for
proactive worker pre-selection, better worker-task matching, and malicious worker exclusion. We
hypothesize that in both uses or the three mechanisms, leveraging fine-grained behavioral features
can contribute to better quality control.

In terms of quality estimation, we emphasize that it should be performed differently for objective
tasks vs. subjective tasks because ground-truths typically exist for the former while not for the
latter. Prior studies mainly focused on utilizing coarse-grained behavioral features in objective tasks
(Section 2). Instead, we consider leveraging fine-grained behavioral features to perform quality
prediction for objective tasks and perform suspicious behavior detection for subjective tasks. In
terms of worker categorization, we emphasize that unsupervised categorization is desirable because
crowd workers are so diverse in terms of their backgrounds, intentions, and behaviors. A few
prior studies manually categorized workers based on different criteria (Section 2). Researchers
in a recent study [6] extracted coarse-grained behavioral features and built supervised machine
learning models to predict worker types at the subtask level. However, it can be expensive to collect
sufficient labeled data for different types of workers; meanwhile, the authors did not analyze the
time-varying behaviors of a worker across the subtasks within a task. Instead, we explore to use
fine-grained behavioral features to categorize workers at the whole task level in an unsupervised
manner, which can be beneficial for the overall quality control such as task assignment based on
worker types and identification of malicious workers.

In particular, we design and implement a framework named Fine-grained Behavior-based Quality
Control (FBQC). This framework aims to assist job requesters and crowdsourcing platforms for
better quality control at different granularities by specifically extracting and analyzing fine-grained
behaviors of workers. It consists of three components. The first component, fine-grained behavior
monitoring, is designed to collect workers’ fine-grained behavioral traces by specifically logging
their interactions with the individual units of each subtask; it also collects workers’ coarse-grained
behavioral traces at the subtask level. The second component, feature extraction at multiple granu-

larities, is designed to extract workers’ fine-grained behavioral features (referred to as UB features,
i.e., Unit Behavioral features) and coarse-grained behavioral features (referred to as TB features, i.e.,
subTask Behavioral features) by using the traces logged in the first component; it also extracts the
task attributes of individual units and subtasks as UA (Unit Attribute) features and TA (subTask At-
tribute) features, considering their potential effects on data quality. The third component, multiway
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quality control, is designed to analyze the extracted features and perform (1) quality prediction for
objective tasks at both the fine-grained and coarse-grained levels, (2) suspicious behavior detection
for subjective tasks at both the fine-grained and coarse-grained levels, and (3) unsupervised worker
clustering at the task level.

To evaluate the effectiveness of FBQC, we conducted two real-world crowdsourcing experiments
on the popular Figure Eight crowdsourcing platform of Appen [1]. First, we designed an image
task of visual object detection, which is an objective task, to evaluate FBQC’s quality prediction
performance. The experimental results based on 258 workers demonstrate the feasibility and
benefits of using fine-grained features to predict data quality at the fine-grained level. Specifically,
our model performs the best by leveraging both UB and UA features; it predicts the quality of
unit data with a 28.7% reduction in Mean Square Error (MSE) compared to a baseline model, and
identifies low vs. high quality unit data with a 70.0% accuracy, which is 9.2% higher than the baseline
model. Meanwhile, the experimental results also validate the usefulness of leveraging fine-grained
behavioral features for predicting data quality at higher levels. For example, leveraging TB, UB,
and TA features together, our model performs the best and achieves 9.4% to 18% improvement in
identifying low vs. high quality subtask data compared to prior works [8, 34]. These results also
imply that not only the worker behavior but also the task characteristics should be considered in
data quality prediction. Second, we designed a text task of textual emotion recognition, which is a
subjective task, to evaluate FBQC’s suspicious behavior detection performance on 427 workers.
Manual examination results show that our method achieves a 90.0% accuracy in detecting suspicious
behavior at the fine-grained level. Meanwhile, we find that majority of the suspicious behaviors are
related to tool usages. Finally, we build unsupervised clustering models to categorize workers at the
task level. The evaluation results demonstrate that fine-grained behavioral features perform better
than coarse-grained behavioral features in distinguishing different types of workers. To facilitate
the adoption of our framework, we implemented a JavaScript library1 that can be easily used by
job requesters to obtain fine-grained behavioral features from different types of task webpages.
To summarize, we make the following major contributions in this paper:

(1) We propose to explore quality control in crowdsourcing by specifically extracting and ana-
lyzing fine-grained behavioral features.

(2) We design and implement the FBQC framework that a) performs quality prediction for
objective tasks and suspicious behavior detection for subjective tasks at different granularities,
and b) clusters different types of workers at the whole task level in an unsupervised manner.

(3) We design and conduct two crowdsourcing experiments to validate the feasibility and benefits
of using fine-grained behavioral features in quality control, and demonstrate the effectiveness
of our FBQC framework.

The rest of this paper is organized as follows. Section 2 reviews the related work and further
justifies the uniqueness of our work. Section 3 describes the design of the FBQC framework and
experiments. Section 4 evaluates the effectiveness of our framework in quality prediction and
suspicious behavior detection. Section 5 explores and analyzes task-level worker categorization.
Section 6 further discusses our study from multiple perspectives including (1) workers’ tool usages
in our tasks, (2) generalizability, deployability, and scalability of the FBQC framework, and (3)
limitations and future work. Section 7 concludes this paper.

2 RELATED WORK

Quality Control in Crowdsourcing. There are three major approaches to quality control in
crowdsourcing: gold standard [39], redundancy analysis [5, 21], and worker behavior analysis [8,

1https://github.com/weipingpei/Crowdsourcing-Quality-Control-FBQC
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13, 34]. Our work resides in the third approach, which is a non-intrusive approach that can help
reduce costs (in terms of time and money) and be feasible for scaling up. We focus on reviewing
this category of work.
Rzeszotarski et al. [34] first proposed to utilize workers’ behavioral traces, referred to as task

fingerprints, to predict the quality of subtask data. They conducted experiments on word classi-
fication, image tagging, and reading comprehension tasks, and showed that behavioral features
could be used to estimate the quality of subtask data and detect potential cheaters. Since then,
worker behavior analysis has been widely explored in different types of tasks such as relevance
judgment [8], video quality-of-experience assessment [27], and object segmentation [11]. Moreover,
Han et al. [9] demonstrated the better performance of worker behavior analysis in quality prediction
compared to the conventional method that is based on workers’ historical performance signals. To
further improve the performance of worker behavior analysis, Kazai et al. [18] proposed to train
a classifier based on gold judges’ behavioral signals which are generated by trained professional
judges. Their experimental results demonstrated that gold behaviors help improve the accuracy
of worker quality prediction. While in these studies behavioral features have been demonstrated
to be highly correlated with data quality, behavior-based quality control may fail in tasks that
are too simple to capture sufficient behavioral features. Suzuki et al. [37] tackled this problem by
requesting a worker to perform extra operations in a task.
These prior studies primarily focus on estimating the overall quality of coarse-grained subtask

data and task data by extracting and analyzing coarse-grained behavioral features. In contrast, we
specifically extract and analyze fine-grained behavioral features; meanwhile, our study involves the
quality estimation of not only coarse-grained data but more importantly fine-grained data (i.e., unit
data). Although studies such as [8, 11] seem to be close to the fine-grained quality prediction, their
proposed features are still extracted at the subtask level. In addition, prior studies did not consider
the situation that the subtasks of many types of tasks often contain varying numbers of units. We
consider this situation and conduct experiments on two crowdsourcing tasks that naturally have
varying numbers of units in each subtask.

Crowd Worker Categorization. Considering the heterogeneous nature of workers in crowd-
sourcing, categorizing workers based on their behaviors or characteristics can be helpful in iden-
tifying the desired workers to improve quality control. Worker categorization can be performed
either manually or automatically.
Prior studies proposed different definitions of worker types based on different criteria. Kazai

et al. [17] defined five worker types based on the task completion time and historical quality of
annotations: spammer (malicious workers delivering unacceptable responses), sloppy (workers
completing a task as fast as possible), incompetent (workers lacking of skills or competencies),
competent (efficient and effective workers), and diligent (workers completing a task carefully).
Vuurens et al. [38] introduced four worker types simply based on the quality of annotations: diligent
workers, sloppy workers, random spammers, and uniform spammers. To gain further insights
into malicious activities, Gadiraju et al. [7] manually categorized untrustworthy workers into five
types based on their responses to a survey: ineligible workers, fast deceivers, rule breakers, smart
deceivers, and gold standard preys.

Recently, workers’ behavioral traces have been used for worker categorization. Gadiraju et al. [6]
proposed to combine behavior, motivation, and performance data to typecast workers. They built
supervised machine learning models to predict worker types based on the behavioral features
extracted at the subtask level. In contrast, we leverage fine-grained behavioral features to cluster
crowd workers by using unsupervised machine learning techniques. Meanwhile, they did not
analyze the time-varying behaviors of a worker across the subtasks within a task. Instead, we
categorize workers at the whole task level to capture such behaviors, which can be beneficial for
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the overall quality control such as task assignment based on worker types and identification of
malicious workers.

Table 1 summarizes the comparison with the aforementioned related studies on behavior analysis
in crowdsourcing from the feature usage, quality control mechanism, and task design perspectives.
In addition to behavioral features, this table also considers task attribute features which are taken
into account in our framework and will be detailed in Section 3.2. While related studies primarily
leverage features extracted at the subtask level, our FBQC framework specifically takes behavioral
features at the unit level into account. Meanwhile, our FBQC framework is applicable for quality
estimation in subjective tasks, and our study considers the situation that subtasks often contain
multiple and varying numbers of units.

Table 1. Comparison with Related Studies on Behavior Analysis in Crowdsourcing.

Behavioral Features Task Attribute Features Quality Control Mechanism Task Design

Unit

Level

Subtask

Level

Task

Level

Unit

Level

Subtask

Level

Quality Estimation Worker

Categorization

# Units

Per SubtaskObjective Task Subjective Task

[34] ✓ ✓ multiple

[18] ✓ ✓ ✓ multiple

[27] ✓ ✓ multiple

[8] ✓ ✓ one

[11] ✓ ✓ ✓ one

[6] ✓ ✓ multiple

FBQC ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ multiple & varying

3 DESIGN OF THE FRAMEWORK AND EXPERIMENTS

3.1 Framework Design and Its Rationale

To explore whether finer details provided by fine-grained behavioral features can facilitate the
quality control in crowdsourcing, we propose a framework named FBQC, representing Fine-grained
Behavior-based Quality Control. The goal of this framework is to help its users including job
requesters and crowdsourcing platforms effectively control the quality of crowdsourced data at
different granularities by specifically extracting and analyzing fine-grained behaviors of workers.

As shown in Figure 1, our FBQC framework consists of three components. The first component,
fine-grained behavior monitoring, is designed for collecting workers’ fine-grained behavioral traces
by specifically logging their interactions with the individual units of each subtask; it also collects
workers’ coarse-grained behavioral traces at the subtask level. With the logged traces from the
first component, the feature extraction at multiple granularities component extracts workers’ fine-
grained behavioral (i.e., UB or Unit Behavioral) features and coarse-grained behavioral (i.e., TB or
subTask Behavioral) features. Meanwhile, considering the potential effects of task attributes on
data quality, this component also extracts UA (i.e., Unit Attribute) features and TA (i.e., subTask
Attribute) features by analyzing task attributes at the unit level and the subtask level, respectively.
We will soon introduce how the extracted UB and TB features can be aggregated to derive statistical
behavioral features at the subtask and task levels.
Extracted features will be used in the last component, multiway quality control, which consists

of two sub-components and provides three mechanisms for quality control. The quality prediction

& suspicious behavior detection sub-component provides the quality prediction mechanism for
objective tasks and the suspicious behavior detection mechanism for subjective tasks at both the
fine-grained and coarse-grained levels. The task-level worker clustering sub-component provides
the worker categorization mechanism in an unsupervised manner at the task level. Based on the
output or feedback from the first sub-component, a job requester or a crowdsourcing platform can
estimate the quality of the submitted data, exclude low-quality data, and even prompt workers
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UB and UA features can be directly used to perform the fine-grained level (i.e., unit level) quality
control. Correspondingly, TB and TA features can be directly used to perform the subtask level
quality control. However, since different subtasks may contain different numbers of diverse units,
it would be beneficial to capture such information and further incorporate UB features into the
subtask level quality control. This requires us to aggregate UB features of all units in a subtask
to derive statistical behavioral features, for which we used the mean, median, standard deviation,
minimum, and maximum statistical calculations in our implementation. We use UB∗ to denote
these statistical UB features that are aggregated at the subtask level. We will use UB∗ features
together with TB and TA features for the subtask level quality control.

Similarly, different workers may complete different numbers of diverse subtasks. To capture the
time-varying behaviors of a worker across the subtasks within a task, we can aggregate UB features
of all units completed by the worker in the task to derive statistical UB features in a similar way (i.e.,
statistical calculations); we can also aggregate TB features of all subtasks completed by the worker
in the task to derive statistical TB features in a similar way. We use UB# to denote these statistical
UB features that are aggregated at the task level, and use TB# to denote these statistical TB features
that are aggregated at the task level. We consider UB# and TB# features as task behavioral features
of a worker, and will use them together for the task level quality control.

3.1.3 Multiway Quality Control. With features extracted at different granularities, this last compo-
nent provides three mechanisms to help job requesters or crowdsourcing platforms control data
quality at different levels. Its quality prediction & suspicious behavior detection sub-component
aims to estimate the quality of data at different granularities. However, we emphasize that quality
estimation should be performed differently for objective tasks vs. subjective tasks. Objective tasks
are supposed to have the ground-truths, and annotations that are close to the ground-truths can
be considered and measured as high-quality. Whereas, subjective tasks permit many reasonable
annotations and there is no or no solid ground-truth; therefore, reliable or non-suspicious (i.e., less
likely coming from malicious or irresponsible workers) data can be considered as high-quality. To
enable quality estimation and corresponding control for different types of tasks, our framework
therefore performs quality prediction for objective tasks and performs suspicious behavior detec-
tion for subjective tasks. The task-level worker clustering sub-component constructs unsupervised
models for task-level worker categorization. It identifies different clusters of similar workers based
on their task behavioral features. We expect that our task-level worker categorization could help
capture the overall behavior of a worker for a given type of task, thus facilitating the effective
assignment of different tasks to different workers and the identification of malicious workers.

3.2 Experimental Design and Setup

To evaluate the utility and effectiveness of our FBQC framework, we conducted two real-world
experiments on the popular Figure Eight crowdsourcing platform of Appen [1].

3.2.1 Task Design. Text and image annotations are still the main types of tasks performed on
crowdsourcing platforms [15]. Besides, our framework is designed to be applicable to both objective
tasks and subjective tasks. Therefore, we design an image task of visual object detection as the
objective task, and a text task of textual emotion recognition as the subjective task in our experiments.
Visual Object Detection. This task is designed based on the public Open Image dataset [19],

and we focus on object detection, which is one of the fundamental problems in visual recognition.
Specifically, in our task, each subtask presents an image and workers are asked to draw bounding
boxes to locate all people in the image as shown in Figure 2a. In our task description, we provided a
detailed instruction on using the bounding box tool, and exemplified some high-quality annotations.
In this case, each created bounding box corresponds to a piece of unit data, while all created
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Table 4. Coarse-Grained Features Extracted for Each Subtask

Feature Type Feature Name Description

subTask Behavioral

(TB) Features

time_on_subtask Total time spent on a subtask, i.e., an image or a dialogue.

total_[X]_events The number of logged events of type X for a subtask where X could be one in {create, remove}

in the image task, or {clicks, keypresses, checks} in the text task.

time_on_instruction Time spent by a worker on reading the task instruction before starting the first unit.

tBeforeInput Time taken by a worker before creating the first bounding box or choosing the first option in a

subtask.

subTask Attribute

(TA) Features
subtask_attributes The attributes of a subtask, i.e., the size and entropy of an image in the image task, or the

number of utterances of a dialogue in the text task.

ground-truths that are less influenced by personal feelings or interpretations, quantitatively mea-
suring the quality of workers’ submissions is both feasible and highly desirable. Correspondingly,
we propose to construct machine learning models to provide quality prediction for objective tasks
at both the fine-grained and coarse-grained levels. Different from objective tasks, there is no or no
solid ground-truth for subjective tasks, and obtaining reliable (i.e., less likely coming from malicious
or irresponsible workers) submissions is more feasible and meaningful. Thus, we propose to detect
suspicious behaviors of workers for subjective tasks. This detection will provide a useful indication
of the submission quality and reliability for potentially removing suspicious submissions. In this
section, we evaluate the effectiveness of our FBQC framework on quality prediction and suspicious
behavior detection for the aforementioned image task and text task, respectively.

4.1 Quality Prediction for the Image Task

The image task we designed and described in Section 3 is largely an objective task. Therefore, we
build machine learning models to predict the data quality for this image task, and evaluate their
performance at the fine-grained and coarse-grained levels.

4.1.1 Fine-Grained Level Prediction. The goal of the fine-grained level quality prediction is to
predict the quality of a unit, which is an annotated bounding box in the image task. We leverage
fine-grained features (i.e., UB and UA features listed in Table 3) to build supervised machine learning
models, and evaluate their performance for the fine-grained level quality prediction. In the image
task, we use the Intersection over Union (IoU) [33] to measure the quality, which is defined as
the size of the intersection between the submitted bounding box and the ground-truth bounding
box divided by the size of their union. The quality can be predicted in two ways: using regression
models that estimate the continuous IoU values, and using classification models that identify low
vs. high quality units. Specifically, regression models output the continuous IoU values for units in
which a higher predicted IoU value indicates a higher quality, while classification models directly
output whether the unit data is high-quality or low-quality based on some predefined criterion
such as a qualification threshold. In our experiments, we define low-quality units as those with IoU
values falling below the average IoU value across all bounding boxes, and use this definition for
labeling the units. A similar definition of low-quality can be found in [18].
Metrics and Models. Regarding the evaluation metrics, we report themean-squared error (MSE)

for the regression models and accuracy for the classification models. For regression, we train and
test a support vector (machine) regression (SVR) model and a random forest regression (RFR) model.
For classification, we train a support vector (machine) classifier (SVC) and a random forest classifier
(RFC). Note that our framework is not limited to these models and other models could also be
used. We use a grid search for hyperparameters in the candidate sets as follows: (1) the maximum
number of features is searched from (2, 3, log2) and the number of estimators is searched from (2, 4,

6, 8, 10, 20) for the random forest related models (RFR and RFC); (2) the regularization parameter is
searched from (1, 5, 10) for the support vector machine related models (SVR and SVC).
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Five-fold cross validation is applied and we partition the data via images such that all unit data
from the same image would appear only in the training data or in the testing data. Specifically, in
each iteration of the five-fold cross validation, 80% (i.e., 160 out of the total 200) images are used
for training and 20% images are used for testing. Here for the unit level prediction, we train models
using all collected unit data (with their UB and UA features) of the training images, and evaluate
models on all collected unit data (with their UB and UA features) of the testing images.
Since we are the first to investigate quality prediction at the unit level, there are no literatures

studying this problem for comparison. Thus, we compare our models with two baseline models
for regression and classification, respectively. The baseline model for regression always outputs
a single value, which is the mean of IoU values of all units (i.e., bounding boxes) in the training
images. The baseline model for classification always outputs the label of the majority class of all
units in the training images. That is, if the majority of units in the training images are high-quality,
this model outputs łhigh-qualityž; if the majority of units in the training images are low-quality,
this model outputs łlow-qualityž. While appearing to be straightforward, these two baseline models
are still strong because they leverage the overall knowledge of the training images. Considering that
training data and testing data should come from the same distribution in the supervised learning
(as we do here), this overall knowledge of the training images enable the two baseline models to
easily outperform a random guessing model. For example, in our experiments, the baseline model
for classification always outputs łhigh-qualityž for predicting the quality of each piece of unit data
in the testing images, and can achieve a 60.8% testing accuracy as shown below in Table 5.
Overall Results and Analysis. We present the fine-grained (i.e., unit level) quality prediction

results using different types of features as listed in Table 5. We can see that by combining UB
(Unit Behavioral) features with UA (Unit Attribute) features, which corresponds to UB&UA in the
table, the RFR model achieves the best result (0.0184 MSE), which is 28.7% lower than the baseline
model (0.0258 MSE) in predicting IoU values. Moreover, the RFC model with UB&UA performs
the best for identifying low vs. high quality units, which achieves a 70.0% accuracy. These results
confirm that it is both feasible and beneficial to leverage fine-grained behavioral features to predict
data quality at the fine-grained level. They also imply that not only the worker behavior on the
units but also the characteristics of the units should be considered in the fine-grained level quality
prediction. Meanwhile, using unit behavioral features exclusively performs better than using unit
attribute features exclusively, which indicates that the former is more relevant than the latter
in helping predict data quality for the image task. While we report results on those traditional
learning models, one might wonder whether a modern neural network approach could achieve
better performance. To investigate this, we experimented with the LSTM model [14], but did not
observe a better performance (e.g., at most a 67.3% accuracy in classification) likely due to the
limited training data size.

Table 5. Unit Level Quality Prediction (UB - Unit Behavioral Features, UA - Unit Attribute Features)

Model Type Baseline SVR/SVC RFR/RFC

Features - UB UA UB&UA UB UA UB&UA

Regression (MSE×100) 2.58 2.29 2.86 2.23 1.94 2.15 1.84

Classification (Accuracy) 60.8% 69.6% 63.6% 69.9% 69.5% 61.2% 70.0%

Predictive Features. To gain further insights into the effects of the selected features on building
a model to predict quality, we analyzed the correlation between each individual feature and the
predicted quality. Table 6 shows the features with positive and negative correlation coefficients
with the annotation quality predicted by the trained RFR model2. We can see that time_on_unit

2This model achieves the best performance.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 442. Publication date: October 2021.



Quality Control in Crowdsourcing based on Fine-Grained Behavioral Features 442:13

is positively correlated with the quality, which suggests that the more time a worker spends on
creating a bounding box, the higher the annotation quality would be. We can also observe that
unit attribute features bbox_size and bbox_entropy (i.e., the size and entropy of a created bounding
box) also have positive correlation with the quality, indicating that it is easier to get a higher IoU
value for a larger target in an image and for a target with richer details. We found that most of the
mouse speed related features are negatively correlated with quality. This is also reasonable because
lots of adjustments before a worker starts or finishes drawing a bounding box for ensuring high
quality would slow down the mouse speed. Overall, these results suggest that the quality of a unit
is well reflected by a worker’s annotation behavior for the unit and by the attributes of the unit.

Table 6. Features with Positive and Negative Correlation Coefficients

Features with Positive Coef. Features with Negative Coef.

Feature Coef. Feature Coef.

time_on_unit
bbox_size
events_around_end_point
bbox_entropy
events_around_start_point

0.460
0.252
0.224
0.223
0.218

median_speed_before_end_point
median_speed_before_start_point
mean_speed_before_start_point
mean_speed_before_end_point
std_speed_before_start_point
median_speed_bbox
canny
mean_speed_bbox
std_speed_before_end_point
std_speed_bbox

-0.481
-0.473
-0.453
-0.351
-0.316
-0.187
-0.175
-0.169
-0.155
-0.155

4.1.2 Coarse-Grained Level Prediction. The coarse-grained level quality prediction includes the
prediction of the subtask data quality and the task data quality. Here, subtask data correspond
to all bounding boxes provided by a worker for a given image, while task data correspond to all
bounding boxes for all images provided by a worker in the entire image task. The quality of subtask
data or task data is measured as the average IoU value of all involved bounding boxes, respectively.
Similar to that in Section 4.1.1, we train regression models to estimate the continuous average IoU
values, and train classification models to identify low-quality vs. high-quality data, but now the
models are working at the subtask and task levels.
Metrics and Models. We use the same metrics, train similar models, apply five-fold cross

validation, and create similar baseline models as in the fine-grained level prediction in Section 4.1.1.
However, here we partition the data by unique images for the subtask level quality prediction, but
by unique workers for the task level quality prediction. The baseline model for regression at the
subtask level (or task level) always outputs a single value, which is the mean of the average IoU
values of all subtask data (or task data) in the training images. The baseline model for classification
at the subtask level (or task level) always outputs the label of the majority class of all subtask data
(or task data) in the training images. Similarly, these baseline models are straightforward yet still
strong for the same reason that they leverage the overall knowledge of the training images. For
example, in our experiments, the baseline model for classification at the subtask level (or task level)
also always outputs łhigh-qualityž for predicting the quality of an entire subtask data (or an entire
task data of a worker) in the testing images, and can achieve a 66.3% (or 72.0%) testing accuracy as
shown below in Tables 7 and 8. Moreover, at the subtask level, we further compare our models
with those in [8, 34], which are two representative behavior-based prior studies for predicting the
quality of the subtask data. Specifically, we implement their proposed models: Decision Tree with
Aggregate Features (DT-AF), Random Forest with Aggregate Features (RF-AF), and Random Forest
with Sequence Features (RF-SF).
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At the task level, we further compare our models with a widely used quality control approach,
Gold Standard, which estimates the quality of unlabeled data by comparing collected data against a
set of labeled data (i.e., gold questions with the ground-truths). We analyze that if the first subtask
completed by a worker were used as a gold question3 to predict the quality of the rest subtasks
completed by the worker, what would be prediction performance. Specifically, the Gold Standard
model for regression always uses the average IoU value of all bounding boxes completed by a
worker for the first image (i.e., the gold question or gold image) as the predicted IoU value for all
the rest images completed by the same worker; similarly, the Gold Standard model for classification
always uses the quality (either high-quality or low-quality) of a worker’s annotation of the first
image as the predicted quality for all the rest images completed by the same worker. Note that
although these two models are based on a hypothetical scenario, their prediction performance
indeed represents their capability if they were in use in practice. Also note that it is typically
inappropriate to directly use one worker’s response to a gold question to predict the data quality of
another worker. Therefore, our comparison with the Gold Standard approach is only at the task
level for each individual worker.
Overall Results and Analysis. Table 7 presents the subtask level quality prediction results

using different types of features and different models. Due to their comparable performance to
RFR and RFC, we do not present the results of SVR and SVC in the table. We can see that the
baseline model for regression (0.0416 MSE) performs worse than all other behavior-based regression
models. Moreover, we can observe that by combining fine-grained behavioral features (here more
specifically the UB∗ statistical features) and coarse-grained features (TB and TA features), the
RFR model achieves the best performance with 0.0076 MSE for predicting average IoU values.
This result is 49.3% lower than that of RF-SF, which achieves the best performance among models
in the prior studies. With the same combination of features, the RFC model obtains the highest
prediction accuracy 83.4% with 9.4% higher than that of RF-AF, which achieves the best performance
among models in the prior studies for identifying low vs. high quality subtask data. These results
validate the usefulness of fine-grained behavioral features and the benefits of including subtask
characteristics in the subtask level quality prediction. Moreover, using fine-grained behavioral
features exclusively performs better than using coarse-grained behavioral features exclusively in
all our models, which further confirms the strong relevance between the fine-grained behavioral
features and the data quality.

Table 7. Subtask Level Quality Prediction (TB - subTask Behavioral Features, UB - Unit Behavioral Features,
TA - subTask Attribute Features. Here UB∗ features are statistical features derived from UB features of all
units in a subtask as described in Section 3.1.2.)

Model Type Baseline
DT-AF
[8, 34]

RF-AF
[8]

RF-SF
[8]

RFR/RFC

Features - - - - TB UB∗ TB&UB∗ TA TB&UB∗&TA

Regression (MSE×100) 4.16 3.1 1.8 1.5 1.57 0.89 0.90 1.07 0.76

Classification (Accuracy) 66.3% 65.4% 74.0% 73.9% 67.8% 83.1% 82.7% 75.8% 83.4%

Table 8 presents the task level quality prediction results using different types of features. We
can see that baseline and Gold Standard models perform worse than all our models. Meanwhile,
by using both unit behavioral features (here more specifically the UB# statistical features) and
subtask behavioral features (here more specifically the TB# statistical features), our RFR model
achieves the lowest MSE (0.009 MSE) in regression and our RFCmodel achieves the highest accuracy

3Appen [1] usually places a test subtask (i.e., a gold question) as the first subtask to a worker.
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the quality of the large portion of subtasks and their units, and finally (5) remove low-quality
submissions (e.g., at either the unit level or the subtask level) to improve the overall quality of the
collected annotations or responses.

We acknowledge that a training dataset with the ground-truth labels must be constructed for our
quality prediction models because they use supervised machine learning methods. We demonstrated
in the experiments above that our models can achieve a good performance with a relatively small
training dataset, and the same dataset can be used to train several models at different levels. We
also highlighted that once a model is trained, a job requester can use it to predict the quality of
much more subtasks and their units. To further analyze the impact of the training dataset size
on the prediction performance, we trained our models using smaller datasets of different sizes.
Figure 5 presents the classification accuracies of the RFC models and the regression MSEs of the
RFR models with varying numbers of training images or workers.
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(a) Classification at Unit Level.
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(b) Classification at Subtask Level.
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(c) Classification at Task Level.
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(d) Regression at Unit Level.
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(e) Regression at Subtask Level.
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(f) Regression at Task Level.

Fig. 5. Classification accuracy and regression MSE with varying numbers of training images or workers at
three different levels. Red dots and blue sticks on those curves indicate the mean and standard deviation
values, respectively.

Recall that in our five-fold cross validation experiments at the unit level (Section 4.1.1) and
the subtask level (Section 4.1.2), we used 80% (i.e., 160 out of the total 200) images and their
annotations for training. Specifically, the models at the subtask level are trained with 160 images ×
10 subtasks/image = 1600 subtasks, the models at the unit level are trained with around 9,000 units
(images have varying numbers of units). Meanwhile, the models at the task level (Section 4.1.2) are
trained with all images annotated by 206 workers (80% of the 258 workers). Now from the unit
level results shown in Figures 5a and 5d, we can observe that with only 40 training images, the
classification model still achieves a good accuracy (69.6%) and the regression model obtains a low
MSE (0.02). Similarly at the subtask level as shown in Figures 5b and 5e, our models still achieve
more than 80% accuracy for classification and obtain less than 0.01 MSE for regression by only
using 40 training images. At the task level as shown in Figures 5c and 5f, our models still achieve a
high accuracy (80%) for classification and a low MSE (0.012) for regression by only using the data
of 100 workers (a very small portion of workers on a popular crowdsourcing platform) for training.
These results imply that in practice a job requester may just need to build a small labeled dataset in
order to train a model of good performance, and one reason is that we used traditional learning
instead of neural network models as analyzed in Section 4.1.1. This investment on a small dataset
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will be well worth it especially if the requester’s actual task contains a much larger number of
subtasks and units to be labeled.

4.2 Suspicious Behavior Detection for the Text Task

The text task we designed and described in Section 3 is largely a subjective task that is difficult to
build a model for predicting the data quality. Therefore, we consider detecting suspicious behaviors
in a heuristic manner. Specifically, we design rules for detecting suspicious behaviors of workers at
the fine-grained level, with the detection results being usable for excluding suspicious annotations
at different levels.

4.2.1 Fine-Grained Level Detection. By obtaining behavioral features on a per unit basis, we are
able to identify suspicious (or abnormal) behaviors because some normal behaviors of a worker on a
unit are expectable in advance. For example, we expect that a mouse click event or a keypress event
will be triggered and the interaction duration should be sufficient if a worker manually checks or
unchecks a radio button in the text task. For the text task, our framework automatically detects
suspicious behaviors using the following rules: (1) the time spent on a unit (time_on_unit) is less
than a threshold tr ; (2) there is no mouse click or keypress observed in a unit; (3) none of radio
buttons in a unit has been put on focus during the subtask execution. If all conditions in these three
rules are fulfilled, our framework detects a worker’s behavior on this unit as suspicious. It is worth
to note that the conditions in the rules may vary depending on the task, for example, other types
of elements instead of radio buttons may appear in a unit.
Overall Results and Analysis.With different time threshold tr values, this rule-based method

detected different percentage of suspicious behaviors over the total 49,395 completed units as shown
in Table 9. A job requester has the choices to apply a stricter standard or a looser one, depending
on which direction would be more appropriate for the corresponding task.

Table 9. Suspicious Behavior Detection Results over the Total 49,395 Completed Units based on Different
Time Threshold tr Values

tr = 0.1 second tr = 0.2 second tr = 0.3 second tr = 0.4 second tr = 0.5 second

Suspi. Non-Suspi. Suspi. Non-Suspi. Suspi. Non-Suspi. Suspi. Non-Suspi. Suspi. Non-Suspi.

47.8% 52.2% 52.1% 48.8% 52.9% 47.1% 54.1% 45.9% 54.9% 45.1%

We can observe that a great percentage (over 50% on average) of the completed units are detected
as suspicious in the text task. This result is surprising but understandable because such a simple and
subjective text task provides many opportunities for workers to make irresponsible submissions
by using tools. To verify the effectiveness of our rule-based method, we randomly sampled and
carefully inspected 200 suspicious units and 200 non-suspicious units identified with tr = 0.5.
Especially, we inspected a worker’s behavioral traces in a whole subtask, the utterance content,
and the created annotations to identify behaviors that are obviously suspicious. Table 10 shows the
overall performance and the confusion matrix of our method for detecting suspicious behaviors on
the 400 sampled units. We can see that our method achieves a 90.0% accuracy, which confirms the
feasibility and usefulness of detecting suspicious behaviors at the fine-grained level.
Case Study. During manual inspection, we found that majority of the detected suspicious

annotation units are impossible to be made by humans assuming an utterance must be read before
being annotated. Take Figure 6 as an example, all 14 radio buttons for 14 utterances are checked
with łneutralž within 0.1 second after a łright_clickž mouse event is triggered, resulting in a series
of consecutive łcheck_optionž events which are suspicious. No relevant events such as mouse
movements on any individual unit are observed because in this example those radio buttons were
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Table 10. Performance of Fine-Grained Level Suspicious Behavior Detection

(a) Confusion Matrix.

Manual Inspection
Suspi. Non-Suspi.

Automated
Detection

Suspi. 186 14
Non-Suspi. 26 174

(b) Overall Performance.

Accuracy Precision Recall F1 score

90.0% 93.0% 87.7% 90.3%

[event_id]      [event type] [event subtype] [mouse position] [timestamp]

[88] mouse_click right_click (  168, 597) 30.299

[89] mouse_enter utterance3_margin (  168, 597) 32.411

[90] mouse_move utterance3_margin (1023, 636) 32.414

[91] check_option utterance0_option_neutral (1023, 636) 32.462

[92] check_option utterance1_option_neutral (1023, 636) 32.471

[93] check_option utterance2_option_neutral (1023, 636) 32.485

……

[103] check_option utterance12_option_neutral (1023, 636) 32.551

[104] check_option utterance13_option_neutral (1023, 636) 32.555

[105] mouse_move utterance3_margin (  993, 661) 32.565

Fig. 6. Logged Events of Suspicious Behaviors. A series of consecutive łcheck_optionž events are suspicious
and are highlighted in red.

not manually checked by a human; this assures us that some tools must be in use for this low-
quality or irresponsible submission. In another example which also has 14 utterances, we found
that all utterances are checked with łneutralž when the page is loaded without capturing a series
of consecutive łcheck_optionž events as shown in Figure 6. The worker spent sufficient time to
carefully revise the first three utterances and then directly scrolled down the webpage to submit
the annotations. This example illustrates the fact that even in the same subtask, it is possible that
partial units are annotated suspiciously while the rest units are annotated normally. By specifically
capturing workers’ behavioral features at the unit level, our framework is able to identify suspicious
units in a subtask and then excludes them for quality control.
As shown in Table 10a, there are 14 false positives (i.e., detected as suspicious but verified as

non-suspicious) and 26 false negatives (i.e., detected as non-suspicious but verified as suspicious). By
analyzing those false positives, we found that our method was confused by some efficiency-driven
tool-using cases as suspicious. It is worth to note that we should not always consider tool-using
cases as suspicious. For example, we observed that some efficient workers used tools to select a
default option and then made changes. In terms of false negatives, some units manually completed
by a worker without utilizing tools are detected as non-suspicious but verified as suspicious because
the corresponding responses are largely invalid. For example, a worker manually annotated the
units in some obvious patterns, such as checking łangerž for all the utterances in one subtask while
checking łjoyž for all the utterances in another subtask.

4.2.2 Coarse-Grained Level Detection. As we have seen above, our framework is able to detect
suspicious behaviors at the fine-grained level with high accuracy. This is important and beneficial
because suspicious annotations on individual units can then be confidently removed to improve
the overall data quality. We should note that it can be straightforward to extend our fine-grained
suspicious behavior detection to coarse-grained subtask and task levels by aggregating fine-grained
detection results. For example, a job requester could set a suspicious rate threshold to filter out
the data at the entire subtask or even task level. The suspicious rate is defined as the ratio of units
performed with suspicious behaviors to all units in either a subtask or a task. In other words, if a job
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requester considers the suspicious rate in a subtask performed by a worker as too high, this entire
subtask submission of the worker can be discarded; if the suspicious rates in multiple subtasks
performed by a worker are too high, the entire task submission of the worker can be discarded.
These flexible decisions are up to job requesters or crowdsourcing platforms (if they would remove
suspicious submissions on behalf of job requesters), so we do not further discuss them in this paper.
AComparisonwithUsing theAttentionCheckMechanism.Attention check questions [29]

have been widely used in quality control for subjective tasks such as surveys [26, 30]. However, the
attention check mechanism has a limited capability and may not often be an appropriate choice for
at least two reasons. First and foremost, we should realize that each attention check question is an
interaction unit by itself, and its use is at the subtask level. That is, based on a worker’s answer to an
attention check question, the entire subtask data would typically be accepted for the correct answer
or discarded for an incorrect answer. In other words, the attention check mechanism is not able to
achieve what our fine-grained level detection can achieve (as just presented in Section 4.2.1). Second,
we should note that even at the subtask level, it is less applicable to use attention check questions
in some types of tasks such as the textual emotion recognition task [4, 32]; this is because inserting
an attention check question between utterances would break the continuity of the entire dialogue
and induce an interruption that may affect workers’ judgments. On crowdsourcing platforms, it
is indeed unusual to identify the use of attention check questions in such types of data labeling
tasks. Moreover, this mechanism could be vulnerable because attention check questions can be
automatically answered by machine learning models [31].

To further explain the incapability of the attention check mechanism on detecting the quality of
the unit data, we analyzed the consistency of the unit data quality in each of the 4,451 completed
subtasks in our text task.We found that 35.03% of these completed subtasks containmixed suspicious
and non-suspicious unit data, 35.16% of them only contain non-suspicious unit data, and 29.81% of
them only contain suspicious unit data. This result indicates that workers’ efforts and behaviors
indeed vary a lot within a subtask. Let us consider a hypothetical scenario by assuming that the
attention check mechanism was in use in our task. When an attention check question in a subtask is
incorrectly answered, all the high-quality unit data in the subtask would be discarded thus wasted;
this undesirable situation would occur to all those 35.03% mixed subtasks and even to those 35.16%
subtasks that only contain non-suspicious unit data. On the other hand, when an attention check
question in a subtask is correctly answered, all the low-quality unit data in the subtask would
be unfortunately accepted; this undesirable situation would occur also to all those 35.03% mixed
subtasks and even to those 29.81% subtasks that only contain suspicious unit data.

4.2.3 Guideline on Using FBQC for Suspicious Behavior Detection. For job requesters who have
textual emotion recognition or other subjective tasks such as surveys and content quality assessment,
they simply need to follow the procedure that we used in our text task experiments to perform
either fine-grained or coarse-grained level suspicious behavior detection. In short, they need to: (1)
enable the collection of fine-grained behavioral features (e.g., by including our JavaScript library
into their task webpages), (2) define some rules based on the heuristics (e.g., expected interactions
with certain web elements) that are relevant to their tasks, (3) run simple scripts to inspect if a
worker’s behavior follows the defined rules, and finally (4) remove submissions with suspicious
behaviors (e.g., at either the unit level or the subtask level) to improve the overall quality of the
collected annotations or responses. Note that unlike that in quality prediction for objective tasks,
no training is needed here in suspicious behavior detection for subjective tasks.
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5 UNSUPERVISEDWORKER CATEGORIZATION

Prior research studies have demonstrated that categorizing workers into several types and then
adopting different quality control strategies accordingly can be very helpful (Section 2). However,
automatically identifying different types of workers is challenging. As mentioned in Section 1,
we propose to identify different types of workers at the overall task level based on fine-grained
behavioral features by using unsupervised clustering techniques.

5.1 Task-level Worker Categorization

In prior studies, researchers labeled workers based on the subtask data [6, 7, 17], thus their proposed
worker types represent the subtask level behaviors of workers. Instead of staying at the subtask
level, we propose to categorize workers based on time-varying fine-grained behaviors, submission
quality, and subtask attributes by considering all subtasks together with their corresponding units
completed by a worker in a task. We expect that our task level worker categorization could help
capture the overall behavior of a worker for a given type of task, which can facilitate the effective
assignment of different tasks to different workers and the identification of malicious workers.
We first performed an exploratory analysis of the data collected from the image and text tasks

(described in Section 4) in terms of the task level behavior. We then carefully identified the following
four categories of workers at the task level.
Competent Workers. These workers provide high-quality submissions for all their subtasks

regardless of the completion time. Specifically, their average IoU value or ratio of non-suspicious
unit data in each subtask is higher than 50% workers’ average IoUs or ratios in the same subtask.
Besides, no suspicious behavior is detected on every unit they completed.
Malicious Workers. These workers seem to be purely money-driven, and attempt to compete

each subtask with the least time or effort, i.e., their completion time in each subtask is less than 50%
workers’ completion time in the same subtask. Meanwhile, in the image task, malicious workers
always obtain lower IoU values than other workers, i.e., their average IoU value in a subtask is
lower than 50% workers’ average IoUs in the same subtask. In the text task, malicious workers
always use autofilling tools to complete all units or manually provide lots of invalid responses. For
example, a worker has completed 50 dialogues in our text task by always using tools to autofill
options. This worker stayed active on each dialogue within about 10 seconds, and annotated all
utterances with the same option łneutralž. Although the autofilled option łneutralž is reasonable
for many utterances, this worker still falls into this category.
Less-competent Workers. These workers appear to have a genuine intent to complete all

subtasks successfully by spending sufficient time in each subtask, i.e., their completion time in each
subtask is more than 50% workers’ completion time in the same subtask. However, majority of their
subtask submissions are low-quality for an objective task (i.e., their average IoU value in a subtask
is lower than 50% workers’ average IoUs in the same subtask), or less reliable for a subjective task
(i.e., their ratio of non-suspicious unit data in a subtask is lower than 50% workers’ ratios in the
same subtask). These workers’ behaviors and less-competent performance might be caused by their
lack of necessary skills or their unclear understanding of task instructions.
Inconsistent Workers. These workers act like a competent or less-competent worker in some

subtasks while act like a malicious worker in others. The varying behaviors and performance
of these workers could be related to their time-varying intentions. For example, a worker spent
sufficient time and provided high-quality in the first few subtasks, but started to be malicious by
using tools to autofill the rest subtasks.
While some worker types such as competent workers seem similar to that proposed in [6], we

highlight that our worker types are defined at the task level which is essentially different from
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[6]. For example, a worker who completes multiple subtasks will be considered as competent only
if the worker is competent in all subtasks. However, in [6] a worker is identified as competent
as long as the worker is competent in a subtask. Besides, we introduce inconsistent workers as
a new type to reveal a worker’s time-varying behaviors across all subtasks within a task. Based
on the rubrics above, we manually inspected and identified (or labeled) 85 randomly sampled
workers in the image task and 103 randomly sampled workers in the text task as shown in Table 11.
To investigate if unsupervised clustering techniques can help properly group workers into four
categories, we measure how those manually labeled workers will be distributed after applying
clustering techniques with 4 as the number of clusters.

Table 11. Manually Identified or Labeled Types for Sampled Workers

Task (# workers) Competent Malicious Less-competent Inconsistent

Image (85) 34 13 30 8

Text (103) 39 38 20 6

5.2 Evaluation of Worker Clustering

We apply the popular K-Means clustering technique (n_cluster = 4) on task level data with different
types of behavioral features, and evaluate the performance of the clustering method based on the
randomly sampled and manually labeled workers listed in Table 11. At the high-level, an effective
clustering method should accurately group similar entities together while separating different ones.
In particular, we use purity [24] as the metric to measure the extent to which each cluster contains
a single category. Purity is defined as the percentage of the total number of data points that are
correctly grouped; the higher the purity score, the better the performance. Figure 7 shows the
distribution of the manually labeled workers on four clusters in six different experiments.
In the image task, majority of the labeled workers are in Cluster #1 and Cluster #2 as shown

in Figure 7a when we use TB# features (described in Section 3.1.2). We have lots of competent
workers as well as many less-competent and malicious workers in Cluster #1. We have majority of
malicious workers as well as many less-competent and competent workers in Cluster #2. When
we cluster workers with UB# features (described in Section 3.1.2), we have a clearer distinction
among malicious workers (Cluster #1), less-competent workers (Cluster #2), and competent workers
(Cluster #3 and Cluster #4) as shown in Figure 7b than that in Figure 7a. But when we combine all
behavioral features, different types of workers are mixed again as shown in Figure 7c. Meanwhile,
the average purity is 0.500 with TB# features, 0.643 with UB#, and 0.536 with combined TB# and
UB# features. These results indicate that clustering workers with unit behavioral features performs
best in distinguishing different types of workers in the image task.
In the text task, when we cluster workers with TB# features, majority of labeled workers are

located in Cluster #1 as shown in Figure 7d. This cluster mixes malicious workers with other
workers, which is especially undesirable. When we cluster workers with UB# features, majority of
malicious workers are in a single cluster (Cluster #4) as shown in Figure 7e. This result validates that
clustering with UB# features performs better than with TB# features in distinguishing malicious
workers from other workers. When we combine all behavioral features, more malicious workers
are in Cluster #4 as shown in Figure 7f. Meanwhile, the average purity is 0.578 with TB# features,
0.650 with UB# features, and 0.667 with combined TB# and UB# features. These results indicate that
using unit behavioral features is also helpful in task-level worker clustering in the text task.
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6 DISCUSSION

In this section, we discuss (1) workers’ tool usages in our tasks via a survey study, (2) generalizability,
deployability, and scalability of the FBQC framework, and (3) limitations and future work.

6.1 Workers’ Tool Usage

Based on the analysis of the observed suspicious behaviors (Section 4.2), we suspect that majority
of them are related to tool usages. As an additional verification, we conducted a follow-up survey
to the workers who performed either of our two tasks. Note that they would not know they were
invited to take our survey because they have completed at least one of our two tasks. We only
asked general questions about their potential tool usages. We first asked the question łDid you use
some tools (e.g., browser extensions, add-ons, scripts) to increase your efficiency while completing
tasks on Figure Eight?ž. If workers answered łYesž, they were further asked to select the features in
their tools, such as autofill form fields and auto-refresh a web page.
We obtained responses from 167 workers. In total, 40 workers acknowledged their tool usages,

and 11 of them checked łauto-fill form fields (e.g., radio buttons)ž as one of the features in their
used tools. The rest 127 workers denied using tools in crowdsourcing. By carefully inspecting the
recorded behaviors of those 167 workers on our tasks, we found that 7 of the 40 tool-using workers
have obvious tool-usage related suspicious behaviors, while no suspicious behaviors are identified
for the rest 33 workers. Among the 127 workers who denied using tools, 18 of them have suspicious
behaviors in our tasks while the rest 109 workers do not. These results indicate that it is common
for workers to use tools to perform crowdsourcing tasks. Fortunately, our proposed framework
and fine-grained features can effectively help identify those workers with suspicious behaviors.

6.2 Generalizability, Deployability, and Scalability of the FBQC Framework

As demonstrated in our experiments, the FBQC framework can help support three types of quality
control in crowdsourcing: quality prediction, suspicious behavior detection, and worker catego-
rization. It is important to note that this framework can be generally applied to many prominent
types of crowdsourcing tasks beyond the visual object detection and textual emotion recognition
tasks evaluated in our experiments. This is because many types of tasks naturally contain data at
different granularities. Table 12 exemplifies several other important crowdsourcing tasks and their
data at different granularities. Those tasks often appear on crowdsourcing platforms and are also
often studied in the literature. With their corresponding definitions of the unit data, fine-grained
behavioral features can be specifically extracted and analyzed just like what we did for our image
and text tasks. For example, in the image segmentation task, fine-grained behavioral features can
be extracted from the interactions, including mouse moves, mouse clicks, keypresses, scrolls, etc.,
that are involved in the generation of the outline of a target object in an image. Meanwhile, without
being restricted to the interactions with a specific unit, coarse-grained behavioral features can be
extracted from a worker’s interactions with all images on a webpage. Similar to Table 3, Table 13
shows the fine-grained features that can be extracted at the unit level for the crowdsourcing tasks
listed in Table 12, and similar to Table 4, Table 14 shows the coarse-grained features that can be
extracted at the subtask level. Task behavioral features can be derived by aggregating unit and sub-
task behavioral features at the task level as we explained in Section 3.2.2. Note that more attribute
features (UA features in Table 13 and TA features in Table 14) can be explored by job requesters
based on the content of a crowdsourcing task. Overall, from the generalizability perspective, it is
always feasible to apply our FBQC framework to a task as long as the unit data (and subtask data)
concept exists for the task.
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Table 12. Examples of Other Important Crowdsourcing Tasks and their Data at Different Granularities.

Crowdsourcing

Task

Unit Data Subtask Data Task Data

Image Segmenta-
tion [11]

The outline of a target object
provided by a worker for an im-
age on a webpage.

All outlines of target objects pro-
vided by a worker for all images
on a webpage.

All outlines of target objects pro-
vided by a worker in the entire
image segmentation task.

Image Transcrip-
tion [6]

The content in a text input field
provided by a worker for an im-
age on a webpage.

All contents in text input fields
provided by a worker for all im-
ages on a webpage.

All contents in text input fields
provided by a worker in the en-
tire image transcription task.

Text Annotation
by Token [23]

The token selected by a worker
for a target class in a paragraph
on a webpage.

All tokens selected by a worker
for target classes in all para-
graphs on a webpage.

All tokens selected by a worker
for target classes in the entire
text annotation task.

Reading Compre-
hension [34]

The answer provided by a
worker to a question in a para-
graph on a webpage.

All answers provided by a
worker to questions in all para-
graphs on a webpage.

All answers provided by a
worker to questions in the entire
reading comprehension task.

Survey [26, 30] The response provided by a
worker to a question in a survey.

All responses provided by a
worker to a section or webpage
of questions in a survey.

All response provided by a
worker to all questions in the
entire survey.

Relevance Judg-
ment [8, 18]

The relevant score provided by
a worker for a query-document
pair on a webpage.

All relevant scores provided by a
worker for all query-document
pairs on a webpage.

All relevant scores provided by a
worker for all query-document
pairs in the entire relevance
judgment task.

Table 13. Fine-Grained Features for Each Unit in Other Important Crowdsourcing Tasks

Feature Type Feature Name Description

Unit Behavioral

(UB) Features

time_on_unit Time spent on a unit task, i.e., the unit data (Column 2 of Table 12) for certain crowdsourcing

task shown in Table 12.

total_[X]_events The number of logged events of type X for the unit data (Column 2 of Table 12) where X could

be one in {clicks, keypresses, checks, ...} in the crowdsourcing task.

num_change_annotation The number of times that a worker changes the annotation (i.e., the created unit data shown in

Column 2 of Table 12).

events_around_annotation The number of logged events immediately around the annotation action for the unit data,

including clicks, keypresses, movements, etc.

movement_speed_unit The mean, median, and standard deviation of mouse movement speed within the created unit

data.

speed_around_annotation The mean, median, and standard deviation of mouse movement speed before/after creating the

unit data for certain crowdsourcing task shown in Table 12.

Unit Attribute

(UA) Features
unit_attributes

The attributes of a unit (Column 2 of Table 12), e.g.,

(1) the size/entropy of the created outline and image gradient in the Image Segmentation task,

(2) the size and entropy of the given image in the Image Transcription task,

(3) the location/length of the token in the Text Annotation by Token task,

(4) the number of sentences/words of given paragraphs, the co-occurrence words between

paragraphs and a question in the Reading Comprehension task,

(5) the number of words of a question in the Survey task,

and (6) the number of query words in each document in the Relevance Judgment task.

The FBQC framework is highly deployable by either a job requester or a crowdsourcing platform.
For a job requester, our framework can be adopted or implemented in two steps: (1) using JavaScript
and some library such as JQuery to log workers’ interactions with the task webpages especially
at the unit level, and then (2) extracting and analyzing fine-grained behavioral features based
on logged events in an automatic or semi-automatic manner. To facilitate the adoption of our
framework, we have implemented a JavaScript library that can be easily used by job requesters
to obtain fine-grained behavioral features from the webpages of different types of crowdsourcing
tasks such as the ones listed in Table 12. A job requester only needs to include our JavaScript library
into a corresponding task webpage, from which different types of interactions (such as mouse
clicks, keypresses, scrolls, etc.) on individual web elements of different types (such as buttons, check
boxes, text fields, etc.) can all be monitored and saved along with the annotations for analysis. For
example, to design an image transcription task on the popular Figure Eight crowdsourcing platform
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Table 14. Coarse-Grained Features for Each Subtask in Other Important Crowdsourcing Tasks

Feature Type Feature Name Description

subTask Behavioral

(TB) Features

time_on_subtask Total time spent on a subtask, i.e., the subtask data (Column 3 of Table 12) for certain crowd-

sourcing task shown in Table 12.

total_[X]_events The number of logged events of type X on a webpage where X could be one in {clicks, keypresses,

checks, ...} for certain crowdsourcing task.

time_on_instruction Time spent by a worker on reading the task instruction before starting the first unit in a subtask.

tBeforeInput Time taken by a worker before creating the first annotation (i.e., the unit data) in a subtask.

subTask Attribute

(TA) Features
subtask_attributes

The attributes of a subtask (Column 3 of Table 12), e.g.,

(1) the size, entropy and image gradients of all given images on a webpage in the Image

Segmentation task,

(2) the size and entropy of all given images on a webpage in the Image Transcription task,

(3) the number of tokens in a paragraph in the Text Annotation by Token task,

(4) the number of sentences/words of given paragraphs, and the number of questions in the

Reading Comprehension task,

(5) the number of questions in the Survey task,

and (6) the number of query-document pairs on a webpage in the Relevance Judgment task.

of Appen [1], a job requester can present each image by providing its URL, and create an input text
field right after the image using łcml:textž5, which is a helper tag on Appen used for rendering a
single-line text field. To apply our framework, the job requester can simply include our JavaScript
library in the łJavascriptž field on the design webpage, specify the address of a server for trace
collection, launch the task, and analyze the behavioral and attribute features (extracted from both
images and text fields) for quality control.
Our framework is also highly deployable by crowdsourcing platforms as they can directly add

the JavaScript code to their task webpage templates or generation engines. They can provide FBQC
as one of the optional quality control approaches, thus job requesters can directly utilize it by
simply enabling the option in the quality control settings. When implementing or enabling the
framework, we argue that it should be done with transparency to protect workers’ rights. In our
study, we have reminded workers in the consent form that we will łexamine how you complete
our text or image related tasksž. In the long run, explicitly informing workers about the existence
of behavior-based quality control may encourage them to more responsibly perform the tasks, and
may also help deter malicious workers.

The good generalizability and deployability of the FBQC framework imply that this framework
is scalable from the perspectives of being applicable to different types of tasks and being adoptable
by either a job requester or a crowdsourcing platform. Another perspective of scalability is related
to the concern on the consumption of a worker’s computing resources. It is worth noting that
the resource consumption overhead incurred by our framework to a worker’s web browser and
computer is minimal if not negligible. We measured the page load time6, memory usage, and CPU
usage on our image and text subtask webpages using a laptop with a 2.9 GHz Intel i5 processor, 8GB
of RAM, and a Google Chrome browser. Comparing between using and without using our JavaScript
code to collect behavioral traces, our framework introduced an average of 72 ms page load overhead,
2.92 MB memory overhead, and 0.995% CPU usage overhead on both tasks. Qualitatively, we cannot
perceive any page load delay or slowdown of our web browser; meanwhile, workers on the Appen
platform can submit comments to job requesters, but we did not receive any complaint about the
page load time or resource consumption on our tasks. Intuitively, our JavaScript code mainly reads
the attributes of HTML <input> elements on a webpage as described in Section 3.1; its execution is
far less intense than that of a typical News or Map webpage.

5https://success.appen.com/hc/en-us/articles/202815199-Form-Element-Single-Line-Text-Input
6The page load time is measured by the time difference between the browser’s navigationStart and loadEventEnd events on

a webpage.
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6.3 Limitations and Future Work

In our experiments, we decided the payment rate for each task based on the time estimations
gathered from our pilot study and the minimum wage of 7.25 USD/hr in the United States [10] as
described in Section 3.2. Our post-hoc analysis on the subtask completion time showed that majority
of subtasks are paid above the minimum wage. However, in future tasks, we will adopt more flexible
payment methods such as setting the payment rate based on the time spent by workers [25, 35], or
we will simply pay more than the basic estimations to leave enough margin for ensuring a fairer
payment rate to workers.
As shown in Section 4.1, our supervised learning models achieve relatively high accuracy on

quality prediction for our image task at different levels. We acknowledge that the prediction
accuracy would vary for different types of objective tasks, so building models and evaluating their
performance for other types of tasks could be helpful in the future. Meanwhile, we acknowledged
in Section 4.1.3 that a training dataset with the ground-truth labels must be constructed for our
quality predictionmodels. One potential futurework for addressing the training dataset construction
problem is to leverage labeled samples from other related tasks and use transfer learning techniques.

As described in Section 4.2, our method achieves a 90% accuracy in detecting suspicious behaviors
in the text task. However, we still have some false positives and false negatives. Improving rules to
reduce those false cases could be one important future work. In addition, although our experimental
analysis reveals that the majority of the detected suspicious behaviors are related to tool usages, we
are aware that our rules may not work for detecting suspicious behaviors that are purely related to
manual submissions. Namely, malicious workers could escape our detection by manually providing
invalid annotations, e.g., choosing the options at random. Note that this is a common limitation of
behavior-based quality control mechanisms. In Section 4.2.2, we compared our suspicious behavior
detection mechanism with the widely used attention check mechanism more from the perspective
of detecting tool usage related suspicious behaviors. Here, even the attention check mechanism
may fail to detect manual submission related suspicious behaviors. This is because when malicious
workers manually check each unit, it would be easy for them to identify attention check questions
and provide correct answers. Detecting manual submission related suspicious behaviors is still a
challenging future work. However, it is common for workers to use tools to perform crowdsourcing
tasks as analyzed in Section 6.1. Therefore, more generally and in the future, to achieve better
quality control and to provide more support to workers as well, thorough research on workers’
tool usages is important and necessary.
In addition to predicting data quality and detecting suspicious behaviors using fine-grained

behavioral features, another contribution of our work is task-level worker categorization (described
in Section 5). However, our task-level worker categorization concerns worker behaviors in a specific
crowdsourcing task, thus may have limitations in helping understand workers’ comprehensive
characteristics, such as how a worker performs differently or similarly across different types of tasks.
Although we have 47 workers completed both the text and image tasks, the number of workers and
number of tasks are not big enough for us to derive some conclusive results at this moment regarding
their behaviors across different tasks. An in-depth understanding of how a worker performs in
different types of tasks would facilitate the worker selection and task assignment processes by
making them more intelligent. Therefore, exploring and investigating workers’ behaviors across
multiple and different types of crowdsourcing tasks would be another promising future work.

7 CONCLUSION AND FUTURE WORK

Behavioral features of workers have been demonstrated to be highly correlated with data quality,
thus have become increasingly important for quality control in crowdsourcing. In this paper, we

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 442. Publication date: October 2021.



Quality Control in Crowdsourcing based on Fine-Grained Behavioral Features 442:27

proposed to explore the feasibility and benefits of using fine-grained behavioral features for quality
control at the fine-grained level and also at higher levels. We designed and implemented the
FBQC framework that specifically extracts fine-grained behavioral features to provide three quality
control mechanisms: (1) quality prediction for objective tasks, (2) suspicious behavior detection
for subjective tasks, and (3) unsupervised worker categorization. Using the FBQC framework, we
conducted two real-world crowdsourcing experiments and demonstrated that using fine-grained
behavioral features are feasible and beneficial in all three quality control mechanisms. We also
discussed our study from multiple perspectives including workers’ tool usages, generalizability,
deployability, scalability, limitations, and future work. Our work provides clues and implications
for helping job requesters or crowdsourcing platforms to further achieve better quality control.
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