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Ab initio metadynamics calculations of
dimethylamine for probing pKb variations
in bulk vs. surface environments†

Sohag Biswas,a Hyuna Kwon,a Kelley C. Barsanti,a Nanna Myllys, b

James N. Smithb and Bryan M. Wong *ac

The basicity constant, or pKb, is an intrinsic physical property of bases that gives a measure of its proton

affinity in macroscopic environments. While the pKb is typically defined in reference to the bulk aqueous

phase, several studies have suggested that this value can differ significantly at the air–water interface

(which can have significant ramifications for particle surface chemistry and aerosol growth modeling).

To provide mechanistic insight into surface proton affinity, we carried out ab initio metadynamics

calculations to (1) explore the free-energy profile of dimethylamine and (2) provide reasonable estimates

of the pKb value in different solvent environments. We find that the free-energy profiles obtained with

our metadynamics calculations show a dramatic variation, with interfacial aqueous dimethylamine pKb
values being significantly lower than in the bulk aqueous environment. Furthermore, our metadynamics

calculations indicate that these variations are due to reduced hydrogen bonding at the air–water surface.

Taken together, our quantum mechanical metadynamics calculations show that the reactivity of

dimethylamine is surprisingly complex, leading to pKb variations that critically depend on the different

atomic interactions occurring at the microscopic molecular level.

1 Introduction

The formation and growth of atmospheric aerosol particles play
an important role in global climate through the formation of
clouds and scattering of solar radiation.1–3 Under ambient
conditions, sulfuric acid molecules accelerate new particle
formation (NPF) in the atmosphere,4–7 particularly when they
collide with molecules having a high basicity in the lower
atmosphere. At the atomistic level, theoretical models8–11 and
measurements12–15 have shown that amines, such as dimethy-
lamine, can form strong bonds with sulfuric acid and can be
more effective at particle formation than ammonia due to their
higher basicity.16–18 In this respect, dimethylamine can behave
as a ‘‘superglue’’ since interactions with sulfuric acid result in

the formation of stable clusters that are more likely to grow
than evaporate.

Although it has been demonstrated that the reaction of
dimethylamine with sulfuric acid is important for NPF, there
is both a theoretical and experimental ‘‘blind spot’’ in our
understanding of the evolution nanoparticles formed from this
system. In laboratory measurements performed at the CLOUD
chamber at CERN, nucleated clusters appear to be composed of
bisulfate (protonated dimethylamine-to-sulfate ratio of 1) that
trends towards a fully neutralized salt (ratio of 2) with increasing
cluster size.19 In contrast, 10 nm diameter particles formed from
these clusters during the same experiments were observed to
have much lower concentrations of protonated dimethylamine
relative to sulfate (ratio of 0.2), which trended towards a fully
neutralized condition once particles grew to 20 nm in diameter.20

It is not clear how the observed base-to-acid ratio in clusters
connect to that observed in the smallest measured nanoparticles.
To address this discrepancy, an in-depth understanding of the
underlying proton-transfer mechanisms that are relevant to
dimethylamine-mediated NPF at the atomistic scale is needed.
Atomistic studies of dimethylamine would allow a better under-
standing and model representation of proton-transfer at the
particle–surface and in the bulk phase, including surface effects
or confined conditions. While compound physical–chemical
properties are well understood under bulk conditions, such
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properties are not well characterized under confined conditions
(such as in a cluster or on a surface). Specifically relevant for this
work, while the conventional definition of the basicity constant,
pKb, is defined in reference to the bulk aqueous phase, several
studies have suggested that this value can differ significantly at
the air–water interface.21–24

To accurately probe these confinement effects, the use of ab
initio molecular dynamics (AIMD) simulations is required since
both the solute and solvent molecules are treated at a quantum
mechanical level of detail.25 However, the use of AIMD calculations
for weak bases in aqueous environments is not routine since the
protonation of these molecules is a rare event that requires
exceptionally long simulation times (which further adds to the
already immense computational cost of quantum mechanical
calculations). To address this issue, the metadynamics formalism
used in this work provides an efficient approach for investigating
these rare events by preventing the system from revisiting
regions of configuration space that have already been previously
explored.26 Using these metadynamics calculations, we explore
the free-energy profile of dimethylamine protonation to provide
trends in the computed pKb in various solvent environments. As
such, this work provides detailed mechanistic insight and
presents the first quantum-based metadynamics simulation of
dimethylamine in confined aqueous environments for under-
standing these intricate dynamical effects.

2 Computational details
2.1 AIMD simulations

The QUICKSTEP27–29 module in the CP2K program30,31 was
used to perform all of the ab initiomolecular dynamics simulations
in this study. The QUICKSTEP method in CP2K employs hybrid
Gaussian and plane-wave (GPW)32 schemes for the efficient calcula-
tion of forces and energies. GTH pseudopotentials33,34 were used to
describe the atomic core electrons, and the Kohn–Sham orbitals for
the valence electrons utilized the TZV2P35 basis set. Our simulations
utilized the BLYP36–38 functional in combination with D3 dispersion
corrections,39 and a 6 Å cut-off radius was used for the dispersion
interactions. The SCF cycle was converged to an electronic gradient
tolerance of 1 � 10�5 by adopting the orbital transformation
method.28 The initial guess was given by the stable predictor-
corrector extrapolation method at each molecular dynamics
step.40,41 The energy cut-off for the auxiliary plane-wave basis
set was set to 300 Ry, and a time step of 0.5 fs was used for
integrating the equations of motion. All simulations were per-
formed at 300 K with the Nose–Hoover chain thermostat.42,43

For our simulations of bulk aqueous systems, we considered
a single dimethylamine molecule and 64 water molecules in a
cubic box with side lengths of 12.42 Å (which corresponds to
the experimental density of 64 water molecules). The system
was then equilibrated with classical MD simulations at 300 K to
prepare initial configurations for subsequent AIMD simulations.
We used the SPC/E44 and OPLS45 force fields for water and
dimethylamine, respectively, during our classical force field
simulations. A 15 ps NPT simulation was subsequently performed

at 300 K to obtain the correct box length for a single dimethyla-
mine molecule in water. The density was then calculated from
the NPT simulation, and the resulting density of this mixture
reached 1.025 g cm�3. After setting the average box length
(12.47 Å), we performed a 5 ps NVT simulation with a massive
Nose–Hoover chain thermostat.42,43 We created five independent
configurations from the last 1 ps of the simulation, and another
20 ps of an NVT simulation was carried out with a global Nose–
Hoover thermostat for each trajectory. Periodic boundary conditions
were applied in each of the x, y, and z directions for simulations of
these bulk aqueous systems, which is shown in Fig. 1a.

To understand air–water interfacial effects, we generated a
thin water slab comprised of 73 water molecules within a
rectangular supercell with dimensions of 13.47 � 15.56 � 40 Å,
shown in Fig. 1b. Slab models with similar compositions have
been previously shown to provide a reasonable air–water interface
for understanding surface effects.23,24,46 Periodic boundary con-
ditions were applied in the x and y directions of the slab. Thus,
the xy plane of the slab system is parallel to the surface, and the z-
axis forms the surface normal where dimethylamine interacts
with the water molecules at the air–water interface. Before the
addition of dimethylamine to the slab, the bare water slab was
equilibrated in an NVT ensemble for 15 ps using a massive Nose–
Hoover chain thermostat at 300 K. A density profile of the bare
water slab is shown in Fig. 1c, and the density (0.9 g cm�3) is
approximately constant between z = 19–25 Å. As such, we observe
bulk-like water behavior within this 6 Å-thick layer in the center
of the slab. The calculated density profile here is very similar to the
previously calculated density profile by Mundy et al., which used
the gradient corrected BLYP functional.47 After equilibration, we
introduced a single dimethylamine molecule at 7–12 Å above the
center of mass of the slab along the z-direction. Similar to our
calculations for bulk aqueous systems, we also created five
independent initial trajectories for our slab simulations. In

Fig. 1 Representative (a) bulk and (b) slab configurations of dimethyla-
mine in explicit water. (c) Mass density profile of the water slab investigated
in this work. The blue dashed line indicates the center of the slab.
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these subsequent calculations, the center of mass of the
dimethylamine molecule was constrained, and an additional 2
ps of NVT equilibration was carried out for each trajectory with
the massive Nose–Hoover chain thermostat. Next, the constraint
was removed, and additional NVT simulations (each having a
duration of 25 ps) were performed for five trajectories at 300 K.
We used a harmonic constraint with a spring constant value of
K = 1 Hartree throughout the simulations to maintain the slab at
the origin of the coordinate system, as suggested by previous
studies.21–24 The various structural and dynamical properties
were calculated for the slab system by averaging the five
independent trajectories.

2.2 Metadynamics simulations

To describe the proton transfer between dimethylamine and
the surrounding water molecules, we calculated the free energy
surface from metadynamics calculations.48–51 In the meta-
dynamics formalism, the free energy surface is generated from a
biasing potential that depends on the set of predefined collective
variables. In the standard metadynamics algorithm,52,53 small
repulsive biases in the form of Gaussian functions are added
periodically to the potential energy to smoothly bias the system
out of the energy minima. As shown in eqn (1), the metadynamics
potential, Vmeta(s,t), is equal to the sum of energies from these
Gaussian ‘‘hills’’:

Vmetaðs; tÞ ¼
Xt

t 0¼ t;2t;...

oe�Vðs;t 0Þ exp � s� sðt 0Þ½ �2
2s2

" #
: (1)

In eqn (1),o is an energy rate, and s is the width of the Gaussian
of the ith CV. The energy rate, o, is constant and is expressed in
terms of the Gaussian height W and deposition rate t as:

o = W/t. (2)

As the simulation time tends toward infinity, the metady-
namics potential equals the negative of the potential of the
mean force plus a constant, C:

V(s,t - N) = �F(s) + C. (3)

The initial coordinates for our metadynamics simulations were
taken from AIMD simulations for both the bulk and slab systems.
The metadynamics formalism in its extended Lagrangian version
was employed to explore the free-energy profile of the dissociation
process using the following collective variables:54,55 nOH, the number
of hydrogens coordinating the oxygen of water, and nNH, the
number of hydrogens coordinating the nitrogen of the amine group.

CV1 or nOH ¼
1� rOHi

rc

� �p

1� rOHi

rc

� �pþq (4)

CV2 or nNH ¼
1� rNHi

rc

� �p

1� rNHi

rc

� �pþq (5)

In eqn (4) and (5), p and q are constants and were both set to 6.
These values were utilized to distinguish between coordinated and
non-coordinated states. The use of a coordination number rather
than a bond length as a CV is more robust for exploring aqueous
deprotonation and proton transfer, particularly in stabilizing and
better sampling short-lived states such as the contact ion pair and
the solvent-separated ion pair.56 The parameter rOH is the instan-
taneous distance between O and H of H2O, and rNH denotes the
distance between the N atom in dimethylamine and an H atom in
a surrounding H2O molecule. The parameter rc in eqn (4) and (5)
indicates the reference distance for OH and NH distances. For our
calculations, we chose rc to be 1.50 and 1.10 Å for O–H and N–H,
respectively. The deposition rate for the Gaussian hills was 10 MD
steps, which allows each Gaussian hill to be spawned every 5 fs. It
should be noted that for systems characterized by a high reactivity
(such as ultrafast proton transfer from water to anions on
a femtosecond time scale,57–59 aqueous proton conduction across
two-dimensional graphyne,60 or irreversible reactions61), a
Gaussian hill deposition rate of every 10 MD steps is a common
and sufficient choice.62,63 However, in numerous instances, such
as force-field based metadynamics simulations of alanine dipeptide
or tri-peptide in vacuum,64 dissociation of weak acids from AIMD
simulations,24 and systems having activation barriers (where several
picoseconds of metadynamics simulation time are required65),
several hundred steps are used for the Gaussian hill deposition.
In the present case, proton transfer occurs within a femtosecond
time scale due to its high reactivity and, therefore, 10 MD steps for
Gaussian hill deposition was used in our simulations. We
also performed standard metadynamics calculations with a 10 fs
Gaussian hill deposition rate to check the convergence of the free
energy profile. The height and width of the Gaussian hill to spawn
was set to 10�3 Hartree and 0.03 a.u., respectively. The atomic mass
unit and l parameter for both collective variables in the extended
Lagrangian scheme were set to 10 and 0.1, respectively. A scaling
factor of 0.08, which determines the amplitude of the Gaussian of
the CVs, was adopted for both collective variables. The free energy
was obtained from the biasing potential being added at time t in the
collective variable space s. We have carried out three metadynamics
calculations using different initial conditions for the bulk
aqueous and air–water interface environments. Our standard
metadynamics calculations suggest that proton transfer
occurred within a few hundred femtoseconds. Therefore, to
obtain a metadynamics trajectory with a longer duration, we
also employed well-tempered metadynamics simulations,66

which has been shown to converge asymptotically.67 Our well-
tempered metadynamics simulations were carried out with
DT = 600 K and ran for 7–13 ps (which provides extensive
sampling and convergence) for both the bulk aqueous environ-
ment and the air–water interface.

3 Results and discussion
3.1 Surface preference

To further explore properties of our air–water interface model,
we calculated the vertical distance between the center of mass
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of the water slab and the nitrogen atom of dimethylamine as a
function of time. The computed results for five trajectories are
shown in Fig. 2b. The black dashed horizontal line at 5.21 Å
denotes the air–water interface position (i.e., the Gibbs dividing
surface) from the center of mass of the slab. The Gibbs dividing
surface was determined by fitting the density profile to the
following hyperbolic tangent function:

rðzÞ ¼ 1

2
r1 þ rvð Þ � 1

2
r1 � rvð Þ tanh z� zGDS

d

� �
; (6)

where rv is the density of the vapor phase (set to 0 g cm�3), and
r1 is the density of the water liquid phase; zGDS is the position
of the Gibbs dividing surface (the point where the density is
half the bulk water density), and d is the interfacial width. Upon
fitting to this functional form, we obtained the following
values: r1 = 0.91 g cm�3, zGDS = 5.21 Å, and d = 1.1 Å. The fitted
density profile of the slab is shown in Fig. 2a. Thus, the top
surface of the water slab where the dimethylamine will collide
is indicated by the zGDS � d o z o zGDS + d region.

Fig. 2b shows our results in which a dimethylamine mole-
cule was placed at different heights from the center of the slab.
We define our interface to be the zGDS � do zo zGDS + d region

within the water slab, and all trajectories in Fig. 2b show that
the dimethylamine becomes localized in this region after 2 to
4 ps. Due to limitations associated with the computationally
intensive ab initio simulation, diffusion into the bulk was not
observed, except for only one trajectory (labeled as 05), which
shows this effect during a 25 ps simulation period. As such, the
dimethylamine molecule remains primarily near the air–water
interface throughout most of our simulations.

3.2 Radial distribution functions

The radial distribution function (RDF) captures critical structural
features that describe interactions between dimethylamine and
water. In Fig. 3, we plot the RDF between the N atom of
dimethylamine and the H atom of water (Hw) for bulk vs. slab
environments. The N–Hw RDFs for five trajectories (labeled as 01,
02, 03, 04, and 05) in a bulk aqueous environment are shown in
Fig. 3a. The number integral (NI) represents the coordination
number. The sharp peaks at 1.10 Å followed by the minima at
1.30 Å for trajectories 01 and 04 indicate the formation of an N–H
bond. The NI values up to the first minima positions (1.30 Å) for
trajectories 01 and 04 are approximately one, which suggests
that about one proton is transferred from a neighboring water
molecule to the N atom of dimethylamine. A small peak can be
seen for the other trajectories at 1.10 Å, which shows a partial
proton transferred from water to dimethylamine. Additional sec-
ondary peaks can be found near 1.70 Å, followed by deeper
minima at 2.50 Å for all the trajectories in the bulk configuration.

The integration of the second peaks up to the second
minima positions leads to a hydration number of 1.0. These
peaks are associated with the hydrogen bond formation

Fig. 2 (a) Fitted density profile of the water slab. The vertical black dotted
line indicates the position of zGDS, and grey dotted lines indicate the
interfacial thickness, zGDS � d. (b) Distance between the center of mass
of the slab and the N atom of dimethylamine. The Gibbs dividing surface is
denoted by the horizontal black dotted line, and the grey area is the
interfacial thickness within �d of the slab. The dotted blue lines in both
panels indicate the center of the slab, which is set to zero in our
calculations.

Fig. 3 (a) Radial distribution functions (RDFs) for the N–Hw pair in a bulk
aqueous environment. (b) RDF for the N–Hw pair in a slab configuration. In
both panels, the solid line indicates the RDF, and the dashed line indicates
the number integral (NI).

Paper PCCP

View Article Online

https://doi.org/10.1039/d0cp03832f


This journal is©the Owner Societies 2020 Phys. Chem. Chem. Phys., 2020, 22, 26265--26277 | 26269

between the N atom of dimethylamine and the H atom of
surrounding water molecules. Therefore, the N atom of
dimethylamine participates in approximately one hydrogen
bond formation in a bulk aqueous environment.

The N–Hw RDFs for the slab configuration are displayed in
Fig. 3b for all the trajectories. The RDF units are arbitrary since
the box lengths in the x, y, and z-directions are different. Therefore,
we used a relative unit of measurement to indicate the relative
atom distribution as a function of the distance between the N
atom of dimethylamine and the H atoms of the surrounding water
molecules for the slab. A very tiny peak is observed at 1.10 Å for the
N–Hw RDFs for the slab configuration, which might signify a
partial proton transfer. Sharp peaks can also be seen at 1.70 Å,
which is accompanied by subsequent minima at 2.50 Å. For the
slab configuration, integration of the peaks up to the first minima
contributes to approximately one hydrogen bond coordination for
the N atom of dimethylamine. Overall, dimethylamine makes
about one hydrogen bond with the surrounding water molecules
in both the bulk and air–water interface environments.

The N–H moiety in dimethylamine can act as a hydrogen
bond donor. To probe this hydrogen–bonding interaction, we
also calculated H–Ow RDFs (where Ow denotes an O atom of
water) in both bulk and slab environments, which are shown in
Fig. 4. The H–Ow RDF pair gives the first peak at 1.81 Å, followed
by aminimum at 2.05 Å (Fig. 4a). The first peak position indicates
the formation of a hydrogen bond. A shallow minimum in the
H–Ow RDF indicates a weak hydrogen bond forms between the
aminic hydrogen and the surrounding water molecules, which
contrasts with the N–Hw RDF for a bulk aqueous environment,
shown previously in Fig. 3a. The value of the number integral (NI)

up to the first minimum is 0.40, which corresponds to the
hydrogen-bond number. In Fig. 4b, we plot the H–Ow RDF for
the slab configuration. The first peak is located at 2.20 Å, which
is slightly larger than the first peak in the H–Ow RDF in a bulk
aqueous environment. This observation implies that the aminic
hydrogen of dimethylamine makes a weaker hydrogen bond
with water molecules present at the air–water interface. The
integration up to the first minimum position (2.80 Å) gives a
hydration number of approximately 0.55, which is slightly larger
than that of the bulk configuration. Taken together, the RDF
and NI calculations suggest that dimethylamine makes more
effective hydrogen bonding interactions via the N atom com-
pared to the aminic hydrogen.

3.3 Hydrogen bond dynamics

Hydrogen bonding constitutes the primary interaction between
the N–H moiety of dimethylamine and the surrounding water
molecules in both the bulk and slab/interfacial configurations.
From the RDF calculations, we find that the N atom of dimethyl-
amine can form more hydrogen bonds with water molecules in
both the bulk and slab configurations than that of the aminic
hydrogen. This observation is consistent with other RDF calcu-
lations of N–H moieties in water, such as methylamine68 and
NH2 radical in aqueous environments.69 To provide a deeper
understanding of the strength and dynamic stability of the
various hydrogen bonds, we can construct a hydrogen bond
auto-correlation function using a population correlation func-
tion approach.70–76 In this work, we construct a continuous
hydrogen bond auto-correlation function that describes the
probability that a particular hydrogen-bonded pair remains
bonded up to a time of t. For hydrogen bond dynamics calcula-
tions of bulk water, Luzar and Chandler designated a hydrogen
bond to occur when the O–O bond distance was r3.35 Å with a
hydrogen bond cut-off angle of 301 70, 71, 72 (taken from the
RDF). Other studies have used less stringent criteria with cut-off
angles of 451 77 or only employed distance-based criteria between
the N–H group and surrounding water molecules.68,78–80 In the
present study, our RDF calculations show that the dimethylamine
molecule makes a single hydrogen bond with water molecules via
the N terminal group but makes less than one hydrogen bond via
the H atom in the N–H group with neighboring water molecules.
Due to the variation in the number of hydrogen-bonds formed
by dimethylamine with the surrounding water, we have only
adopted a distance-based criteria to allow more flexibility in the
calculation of the hydrogen-bond autocorrelation function. The
geometric criteria for N–Hw and H–Ow hydrogen bonds were
obtained from the corresponding radial distribution functions.

The following equation defines the time-dependent continuous
hydrogen-bond auto-correlation function:

SHBðtÞ ¼ hijð0ÞHijðtÞ
hijð0Þ2

� �
(7)

In eqn (7), hij is the hydrogen bond population operator that
measures the distance between i and j pairs, and the brackets
signify an average of all types of hydrogen bond pairs. Our

Fig. 4 (a) Radial distribution function (RDF) for the H–Ow pair in a bulk
aqueous environment. Panel (b) represents the H–Ow RDF for a slab
configuration. In both panels, the solid line indicates the RDF, and the
dashed line indicates the number integral (NI).
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model defines a hydrogen bond if the N–Hw distance is less
than 2.50 Å (i.e., the minimum position of the N–Hw RDF) for
both the bulk and slab configurations. Likewise, the geometric
criteria for H� � �Ow hydrogen-bond pairs are taken from the
position of the first minima of the RDFs. The population
variable, hij(t), is unity when N� � �Hw or H� � �Ow is hydrogen
bonded at time t and zero otherwise. Similarly, Hij is equal to 1
if a hydrogen bond continuously exists from time t = 0 to t;
otherwise, it is zero. The continuous auto-correlation functions
for N–Hw and H–Ow hydrogen bond pairs are shown in Fig. 5.

Our results reveal that the H–Ow hydrogen bond decays
faster than the N–Hw hydrogen bond correlation. Upon closer
examination of the N–Hw hydrogen bond correlation in Fig. 5,
we find that the decay rate at the air–water interface is slower
than that in the bulk aqueous environment. This comparison
also signifies that substantially more hydrogen bonding occurs
at the air–water interface via the N atom of dimethylamine with
other water molecules. The opposite trend is seen for the H–Ow

hydrogen bond auto-correlation pair: at the air–water interface,
the H–Ow hydrogen bond pair decays faster than that of the
bulk configuration. The faster decay of the H–Ow hydrogen
bond pair is due to the hydrogen atom being exposed to
vacuum and less accessible towards hydrogen bond formation
with the interfacial water molecules. In previous studies on the
NH2 radical,69 (which has a similar chemical topology as
dimethylamine) the nitrogen atom in the amine group interacts
with water molecules predominantly at the surface, whereas
one of the hydrogen atoms is left exposed to vacuum. Conse-
quently, the H–Ow hydrogen bond at the air–water interface in
this previous study also showed a shorter hydrogen bond
lifetime value. In another similar system, AIMD simulations of
deuterated methylamine in a bulk aqueous environment showed
stronger hydrogen bonding interactions between the N atom and
Hw, with the N–Hw hydrogen bonding pair correlation function
decaying much slower than that of H–Ow.

68 Finally, a similar result
was obtained from empirical force field simulations of methyl-
amine in water for both bulk and interfacial environments.81

In all of these cases, our calculated results for the rapid decline
of the H–Ow hydrogen bond correlation compared to the N–Hw

hydrogen bonding partner is consistent with previous findings
on similar systems.68,69,81

The average hydrogen bond lifetime, tHB, can be calculated
via the integration of eqn (7):

tHB ¼
ð1
0

SHBðtÞdt: (8)

In our work, the correlation function, SHB(t), was fitted to a
single exponential function to calculate tHB, which is summarized
in Fig. 6 for the various hydrogen bond pairs. In summary, the
average number, strength, and lifetimes of the hydrogen bonds
show that the interaction between dimethylamine and the sur-
rounding water molecules is governed by the N� � �Hw hydrogen
bond interactions in the bulk and slab configurations. We also
investigated the cut-off angle’s sensitivity to the hydrogen-bond
dynamics of the most relevant N� � �Hw pair in the bulk and at the
air–water interface. For our calculations, we used a hydrogen-bond
cut-off angle of 301, and our results are shown in Fig. S1 in the
ESI.† Our calculations conclusively show that the N� � �Hw hydrogen
bond auto-correlation function at the air–water interface decays
slower than that in the bulk aqueous environment, regardless of
whether a distance-based criteria or both a distance- and angle-
based criteria are used.

3.4 Proton transfer

From the N–Hw RDF calculations, we observe sharp peaks at
1.10 Å in the bulk aqueous environment and a small peak at
1.18 Å in the slab configuration during our NVT simulations.
These peaks indicate a proton or partial proton transfer in both
of these environments.

To better understand the proton transfer process, we show
snapshots of the proton transfer event in the bulk and air–water
interfacial environments in Fig. 7a and b, respectively. Fig. 7a
shows a snapshot where one water molecule (O1) donates a
proton (H1) to the N atom, and an additional two water
molecules are hydrogen-bonded to the donor water molecule
(O1) in the bulk aqueous environment. Experimental gas-
phase82 and theoretical studies57–59 suggest that this kind of
arrangement is known to be a low-energy configuration and can
serve as a critical cluster size for the proton transfer from water

Fig. 5 Continuous hydrogen bond auto-correlation functions for N–Hw

and H–Ow pairs.

Fig. 6 Hydrogen bond lifetimes (in picoseconds) of various hydrogen
bonds pairs.
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to an anion. A very similar type of configuration is also found at
the air–water interface (Fig. 7b).

To further explore the proton transfer process, we calculated
various bond distances as a function of time. The computed
results for trajectories 01 and 04 in the bulk aqueous environ-
ment are shown in Fig. 8. Trajectories 01 and 04 depict a
complete proton transfer from water to dimethylamine with
different time scales, which is denoted by a black dotted line in
both panels of Fig. 8. Past this point in time, the N–H1 bond
distance fluctuates at around 1 to 1.10 Å, which infers that an
N–H1 covalent bond formation occurs, and the H1 proton never
returns to the water molecule (O1). The time scales for com-
plete proton transfer events are 7.86 and 3.85 ps for trajectories

01 and 04, respectively, as shown in Fig. 8. Before the complete
proton transfer, the N–H1 distance fluctuates between 1.10 to
1.80 Å for both trajectories, indicating a protonation and
deprotonation process. The extremely fast nature of this pro-
cess in both trajectories demonstrates that a concerted proton
transfer process occurs via the simultaneous, cooperative
motion of two or more protons.24 To quantify this process, we
calculated O1–H2 distances for both trajectories, and the
computed results are shown in Fig. 8. For this simulation, the
H2 atom is initially covalently bonded to O2 and hydrogen-
bonded to a water molecule (O1), as shown in Fig. 7a. Due
to their proximal distance, water molecule O2 is more prone to
donate a proton (H2) to water molecule O1 compared to
molecule O3. It is further seen that the O1–H2 distance shrinks
to E1 Å at 7.86 and 3.95 ps for trajectories 01 and 04,
respectively. These time scales are very similar to the proton
transfer event from water (O1) to N of dimethylamine. This
phenomenon indicates that when the H1 proton is completely
transferred from water (O1) to the N atom, the H2 proton is
simultaneously transferred to the O1 atom from the O2 atom.
Thus, the proton transfer event involving H1 and H2 is approxi-
mately concerted, which has also been observed in other
aqueous,83–87 ice,88–90 and biological systems.91 In liquid water,
the proton transfer event (i.e., the Grotthuss mechanism) has
been thought to be governed by sequential proton transfer
events.92–94 However, the Grotthuss mechanism in liquid water
was recently re-investigated and is now considered to occur via a
concerted mechanism in which proton migration takes place
through a hydrogen bond network between closely spaced water
molecules.83 In the present case, we have also observed that
proton migration happens through the hydrogen-bond network.

The metadynamics simulations in our study were performed
by appropriating two collective variables (CVs). In the present
calculation, we choose CV1, defined as a coordination number
(CN) from Ow to Hw. The second collective variable, CV2, was
selected between the N atom of dimethylamine and an Hw atom
from a surrounding water molecule. Fig. 9 represents the free
energy profile of the protonation of dimethylamine in a bulk
aqueous environment. The states of the system can be distin-
guished by the CVs defined in eqn (4) and (5). The starting
geometry of our metadynamics simulations was obtained from
trajectory 04 from our NVT simulations for the bulk aqueous
configuration. The reactant, R, is defined by the coordination
numbers nOH E 0.9 (rOH E 1.07 Å) and nNH E 0.1 (rNH E 1.51 Å),
in which the dimethylamine molecule is neutral or hydrogen-
bonded to a water molecule. The free energy surface exhibits a
deep and single-centered well that characterizes a stable reactant
state. The protonated dimethylamine product, P, is defined by
the coordination numbers nOH E 0.1 (rOH E 1.65 Å) and nNH E
0.8 (rNHE 1.05 Å). The transition state barrier for the protonation
(labeled as TS) is located between the R and P states. The
corresponding coordination numbers for CV1 and CV2 are
E0.53 and E0.27, respectively. The transition state shares the
proton configuration where rOH is E1.24 Å and rNH is E1.41 Å.
The free energy activation barrier for the proton transfer from
water to dimethylamine is E11 kJ mol�1. The reactant (R),

Fig. 7 (a) Snapshot before proton transfer in a bulk aqueous environment
and (b) snapshot before proton transfer for trajectory 02 at the air–water
interface. The water molecules that take part in the proton transfer event
are shown as solid balls/bonds, whereas the rest of the spectator water
molecules are depicted as orange-colored licorice sticks.

Fig. 8 Evolution of N–H1, N–O1, O1–H1, and O1–H2 distances for NVT
simulations of trajectories 01 and 04, which describe dimethylamine
protonation in a bulk aqueous environment. The corresponding atom
labeling is shown in Fig. 7a. The black dotted line in both panels indicates
the proton transfer event.
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transition state (TS), and product (P) from the metadynamics
simulations in the bulk aqueous environment are shown
in Fig. 9c. In the ESI,† we provide two additional free energy
profiles (Fig. S3 and S5 in the ESI† from trajectories 01 and 05,
respectively) that utilize different initial conditions in the bulk
aqueous environment. In both of these cases, the reactant
proceeds towards the product via a stable transition state with
free energy barrier values of 14.83 and 14.56 kJ mol�1 for
trajectories 01 and 05, respectively. As such, the average
free energy value from these three independent trajectories is
13.46 kJ mol�1. In the ESI,† Fig. S9 depicts the fluctuation of
the collective variables as a function of time for the bulk aqueous
environment, which shows several forward and reverse
trajectories. Our free energy barrier values are somewhat lower
than those calculated for other similar systems such as the
17.57 kJ mol�1 activation barrier for proton transfer from water
to the pyrazole anion,57 the 27.7 kJ mol�1 barrier height for
proton transfer from water to anilide,59 and the 46 kJ mol�1 free
energy barrier for the protonation of hydroxide anion between
two magnesium cations in an aqueous solution.61 However, our
calculated free energy activation barriers are very close to pre-
viously reported values for the protonation of water to the ketyl
radical anion, which used a similar simulation methodology.58

We also performed convergence tests with a 10 fs hill deposition
rate, and the resulting free energy profile is shown in Fig. S10
(ESI†). Based on our tests, we find that the free energy barrier
decreases with increasing hill deposition rate.60

It should be noted that a precise evaluation of the free
energy requires an average over all of the free energy profiles

to sufficiently explore the entire phase space spanned by the
CVs. This can be carried out by increasing the simulation time
until all accessible regions of the potential are explored, with
trajectories crossing forward and backward several times between
the reactant to the product regions. Our various calculations of
the bond distances from the non-biased simulations suggest,
however, that once the proton is transferred completely from
water to dimethylamine, the reverse reaction is not observed
since the reaction is irreversible. In other words, when our
metadynamics simulations were initiated from the stable
configuration obtained from the non-biased simulations (see
Computational details section), the proton transfer mechanism
completed quickly within a few hundred femtoseconds. In
regards to the convergence of our simulations, in the ESI,† we
show that the free energy gradually builds up as a function of
CV2 for both the bulk aqueous and interfacial environments.
Fig. S2–S21 in the ESI† also present a detailed analysis of the
free energy convergence between the transition state and pro-
duct basin as well as between the product and reactant basin.
Although our metadynamics simulations are short, we can still
confirm a satisfactory convergence of the free energy profiles
due to its high reactivity. From our convergence plots in the
ESI,† the free energy barrier still converges sufficiently as the
simulation time increases, despite having different initial meta-
dynamics conditions for all the bulk and air–water interface
trajectories. We would also like to point out that our selection of
CVs did not significantly affect the free energy barrier value,64

and our choice of CV was able to clearly distinguish the reactant,
transition state, and product basins in all of our simulations.

Fig. 9 Reconstructed free energy surface for the protonation of dimethylamine in a bulk aqueous environment. Panel (a) shows the 2D reconstructed
free energy surface, and CV1 and CV2 represent the coordination number between Ow–Hw and N� � �Hw, respectively. Panel (b) represents the 3D
reconstructed free energy surface, where R, TS, and P correspond to the reactant, transition state, and product. Panel (c) shows snapshots of R, TS, and P
from the metadynamics simulations.
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The reconstructed free energy surface for the protonation of
dimethylamine from the surrounding water molecules at the
air–water interface is shown in Fig. 10. The initial geometry for
the metadynamics simulations at the air–water interface was
taken from the NVT simulations of trajectory 02. We have
performed two additional metadynamics calculations (using
different initial conditions) for the air–water interface, and the
free energy profiles are shown in the ESI.† In these simulations,
the protonation of dimethylamine proceeds in two substeps at
the air–water interface, as shown in Fig. 10c. The coordination
numbers nOH (E0.92) and nNH (E0.10) define the reactant
state R. At this state, the dimethylamine is hydrogen-bonded to
an interfacial water molecule. The typical Ow–Hw and N–Hw

distances were found to be 0.99 and 1.55 Å, respectively. At the
air–water interface, the deep and single-centered minimum
indicates a stable reactant. Subsequently, the water molecule
approaches and interacts with the N atom of dimethylamine to
form a transition state in which the Ow–Hw distance is
stretched to 1.11 Å (TS1). The distance from Hw to the N atom
at the surface is subsequently reduced to 1.39 Å, while the Ow–
Hw distance is further increased to 1.24 Å, forming a stable
intermediate (I). The reaction then progresses over a second
transition state where the Ow–Hw bond subsequently dissociates,
and the resulting fragment binds to the surface N atom of
dimethylamine. The corresponding coordination numbers for
CV1 and CV2 at TS2 are E0.45 (nOH), and E0.82 (nNH). At TS2,
the proton is shared by the oxygen and nitrogen atoms, and the
corresponding Ow–Hw and N–Hw distances are 1.36 and 1.24 Å,
respectively. The value of CV2 (nNH) varies from E0.1 to
E0.96 when a proton is completely transferred from water to

dimethylamine. The product, P, is situated at nOH E 0.3 (rOH E
1.52 Å) and nNH E 0.96 (rNH E 1.02 Å). From the lowest
minimum of the free energy surface, the reactant (R) goes to the
lowest maximum transition state 2 (TS2) along the free-energy
landscape via transition state 1 (TS1) and stable intermediate I,
and thus separate the product (P) from reactant (R). The reactant
(R), transition state 1 (TS1), intermediate (I), transition state 2
(TS2), and product (P) for the interfacial proton transfer fromwater
to dimethylamine are shown in Fig. 10c. The net free energy
barrier for this activation process is E6.5 kJ mol�1.

As mentioned previously, we carried out two additional
metadynamics calculations (using different initial conditions),
shown in Fig. S13 and S15 in the ESI† for trajectories 05 and 04,
respectively. For trajectory 05, the reactant proceeds towards
the product state via a single transition state with a free energy
barrier of 3.60 kJ mol�1. The free energy surface corresponding
to trajectory 04 at the air–water interface shows a similar
reaction mechanism as trajectory 02. The free energy surfaces
show no significant change in the reaction mechanism, other
than minor differences in the position of the reactant, transition
state, product, and energetic barrier heights for the conversion
of dimethylamine to protonated dimethylamine. The entire
reaction is accomplished in three steps that resemble the
formation of TS1, the stable intermediate, and TS2. The max-
imum free energy barrier value from state R to P (via TS1, I, and
TS2) is 6.30 kJ mol�1, and the average free energy value
(obtained from the different initial conditions) at the air–water
interface is 5.47 kJ mol�1. Our free energy values are similar to
those calculated for other systems, such as the 8.0 kJ mol�1 free
energy value for proton transfer from water to a TiO2 surface,

95

Fig. 10 Reconstructed free energy surface for the protonation of dimethylamine at the air–water interface. Panel (a) shows the 2D reconstructed free
energy surface, and CV1 and CV2 represent the coordination number between Ow–Hw and N� � �Hw, respectively. Panel (b) represents the 3D
reconstructed free energy surface, where R, TS1, I, TS2, and P correspond to the reactant, transition state 1, intermediate, transition state 2, and
product. Panel (c) shows snapshots of R, TS1, I, TS2, and P from the metadynamics simulations.
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the 6.754 kJ mol�1 free energy barrier for proton transfer from
liquid water film to a ZnO surface,96 the 5.021 kJ mol�1 free
energy barrier for proton transfer to an air–water interface in the
presence of Cl�,97 and the 7.5 kJ mol�1 free energy barrier for
the deprotonation of formic acid at the air–water interface
computed with DFT-based metadynamics simulations.24 The
dynamical trends in the CVs for the air–water interface are
depicted in Fig. S19 (ESI†), which shows several forward and
reverse trajectories. In addition, the free energy profile for the
air–water interface obtained with a 10 fs hill deposition rate is
depicted in Fig. S20 (ESI†), which shows a decrease in the free
energy barrier.

Fig. 11(a) shows the free energy surface (labeled with reactant,
product, and transition state positions) for proton transfer in the
bulk aqueous environment as obtained from our well-tempered
metadynamics simulations. Based on the converged free energy
profile, we obtain a free energy barrier of 18.40 kJ mol�1 with
a free energy difference of 16.35 kJ mol�1 between the product
and reactant. The free energy barrier value obtained from our

well-tempered metadynamics simulation is very close to that
obtained with one of our standard metadynamics calculations.
Fig. 11(b) summarizes the free energy landscape for dimethyl-
amine protonation at the air–water interface obtained with our
well-tempered metadynamics simulations. The computed free
energy barrier for this configuration is 12.97 kJ mol�1, and the
free energy difference between the product and reactant is
9.93 kJ mol�1. The lower free energy value from our well-
tempered metadynamics simulations at the air–water interface
indicates that dimethylamine protonates faster at the interface
than in the bulk aqueous environment. The dynamical trends in
the CVs for the bulk aqueous environment and air–water inter-
face from our well-tempered metadynamics simulation are
shown in Fig. S22 and S23 in the ESI.† Similar to our previous
calculations, the oscillations in the CVs indicate several forward
and reverse crossings between the reactant and product regions.

From the NVT trajectories, we observe proton transfer from
water to dimethylamine in the bulk aqueous environment, and
partial proton transfer at the air–water interface. However,
when the dimension of the system in the bulk and slab
configurations is extended by adding additional CVs (with the
biasing potentials being added to the CVs directly), a lower free
energy value for the slab configuration was obtained compared
to the bulk aqueous environment. Our pKb values were
obtained using the equation pKb = DG/(2.303RT), where DG is
the free energy difference between the product and reactant.
The pKb values for dimethylamine from the free energy profiles
obtained from trajectories 04, 01, and 05 are 1.42, 1.92, and
2.30, respectively, in the bulk aqueous environment. Therefore,
the average pKb value for dimethylamine from all of these free-
energy profiles is 1.88, and the experimentally determined
value is 3.28.98 The calculated pKb value obtained from our
well-tempered metadynamics simulations for the bulk aqueous
environment is 2.84. The values of the surface pKb for dimethy-
lamine from the free-energy profiles of trajectory 02 and 04 are
0.88 and 0.60, respectively. However, we did not calculate the
pKb value from trajectory 05, since the free energy difference
between the product and reactant is very small. The average
value of the surface pKb for dimethylamine estimated from all
these free-energy profiles is 0.74. We obtain a pKb value of 1.72 at
the air–water interface from our well-tempered metadynamics
simulations. To the best of our knowledge, an experimental
measurement of the surface pKb value of dimethylamine at the
air–water interface is not available; however, soft-X-ray and
surface-sensitive photoelectron spectroscopy measurements have
been used to measure the pKb value of monoethanolamine-
carbamate in aqueous environments.99

A small free energy barrier for the slab configuration shows
that dimethylamine protonates faster than in a bulk aqueous
environment. Detailed calculations of the solvation shell structure
and hydrogen-bonding of the N atom of dimethylamine at the
air–water interface compared to the bulk configuration are
inconclusive since approximately one hydrogen bond is formed
by the N atom in the bulk aqueous environment and at the
air–water interface. In previous studies, the protonation of
dimethylamine at the air–water interface may be due to faster

Fig. 11 Free energy surface obtained with well-tempered metadynamics
simulations. Panel (a) shows the reconstructed free energy surface for the
protonation of dimethylamine in a bulk aqueous environment. Panel (b)
represents the reconstructed free-energy surface for the protonation of
dimethylamine at the air–water interface. In both panels, R, TS, and P
indicate the reactant, transition state, and product, respectively.
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water re-orientational and hydrogen-bond dynamics,24 or a
more acidic nature of the water surface. Other ab initio and
classical molecular dynamics simulations have shown that the
water surface is acidic with a pH o 4.8.100 Another experi-
mental study measured the acidity of the water surface by
collisions of trimethylamine (which is chemically similar to
dimethylamine) on aqueous microjets.101 Most notably, this
prior study showed that trimethylamine protonates at the
air–water interface when the pH value is approximately 3.8.
Francisco and co-workers also reported that the pKa value and
redox potential at the air–water interface differ from the bulk
aqueous environment, and the air–water interface provides an
energetically favorable environment for redox reactions.102–105

Collectively, these prior studies demonstrate that the enhance-
ment of the surface acidity of water could be one of the reasons
for the small free energy barrier for the protonation of dimethyl-
amine, which also corroborates the results of our metadynamics
simulations.

To make contact with experimental observables, we also
calculated the pKb values for the protonation of dimethylamine
in bulk water and at the air–water interface. Our estimation of
pKb was carried out from the difference in free-energy values
between the protonated and unprotonated states using the
equation pKb = DG/(2.303RT). To this end, we obtained pKb

values of 1.88 (standard metadynamics) and 2.84 (well-tempered
metadynamics) for dimethylamine in the bulk aqueous environ-
ment (the experimental value is 3.28 98). In contrast, the surface
pKb values for dimethylamine estimated from the free-energy
profiles are 0.74 (standard metadynamics) and 1.72 (well-
temperedmetadynamics). It should be noted that several factors
are responsible for the inaccurate estimates of the absolute free
energy values obtained from our AIMD-metadynamics simulation.
These include the specific exchange–correlation functional used to
calculate the energies/forces in these simulations and errors
intrinsically associated with the metadynamics sampling
technique itself. Nevertheless, we expect the overall trends of
these values to be correct, with surface pKb values lower than
their bulk water configurations.

4 Conclusions

We have carried out extensive ab initio molecular dynamics
simulations of dimethylamine to understand and contrast
dynamical effects in a bulk aqueous environment vs. the air–
water interface. Our calculations suggest that dimethylamine is
strongly surface-active and remains near the air–water interface.
Furthermore, our hydrogen-bonding network analysis indicates
that compared to the NH� � �OH2 hydrogen-bond, the HOH� � �NH2

hydrogen bond is the dominant interaction between dimethyla-
mine and individual water molecules. Our calculations also
suggest that the HOH� � �NH2 hydrogen-bond is more robust
and stronger at the air–water interface. Moreover, we find that
protonation happens in only two out of five NVT trajectories in
the bulk aqueous environment. In contrast, we observe a partial
proton transfer during our NVT simulations at the air–water
interface. In all of our calculations, the proton position fluctuates

for several picoseconds before it is completely transferred via the
hydrogen bonds connecting the donor (water) and acceptor
(dimethylamine) but resides primarily on the donor water mole-
cule. Most notably, we found that two protons were required to
initiate the process for a complete proton transfer event. As such,
the proton transfer from water to dimethylamine suggests a
sequential and concerted proton transfer mechanism.

Our calculations provide an atomistic-level picture of the
reaction path and the associated energetic aspects of the
protonation process in both bulk and air–water interfacial
environments. Using ab initio-based metadynamics to predict
the free energy profile of the protonation process, we have shown
that the surface pKb of dimethylamine is lower than its bulk
value. In particular, our atomistic simulations show that proton
transfer from water to dimethylamine occurs more easily on an
aqueous surface (or in a water cluster) than in a bulk water
environment. This study provides additional mechanistic insight
into the acid–base reactions involved in NPF and provides some
justification for the hypothesis that the increased surface area-
to-volume ratio of nanoparticles plays a role in the observed
differences in size-resolved composition.106–109
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