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ABSTRACT
In conjunction with the increasing ubiquity of technology, comput-
ing educators have identified the need for pedagogical engagement
with ethical awareness and moral reasoning. Typical approaches to
incorporating ethics in computing curricula have focused primarily
on abstract methods, principles, or paradigms of ethical reasoning,
with relatively little focus on examining and developing students’
pragmatic awareness of ethics as grounded in their everyday work
practices. In this paper, we identify and describe computing stu-
dents’ negotiation of values as they engage in authentic design
problems through a lab protocol study. We collected data from four
groups of three students each, with each group including partici-
pants from either undergraduate User Experience Design students,
Industrial Engineering students, or a mix of both. We used a the-
matic analysis approach to identify the roles that students took on
to address the design prompt. Through our analysis, we found that
the students took on a variety of “dark” roles that resulted in ma-
nipulation of the user and prioritization of stakeholder needs over
user needs, with a focus either on building solutions or building
rationale for design decisions. We found these roles to actively prop-
agate through design discourses, impacting other designers in ways
that frequently reinforced unethical decision making. Even when
students were aware of ethical concerns based on their educational
training, this awareness did not consistently result in ethically-
sound decisions. These findings indicate the need for additional
ethical supports to inform everyday computing practice, includ-
ing means of actively identifying and balancing negative societal
impacts of design decisions. The roles we have identified may pro-
ductively support the development of pragmatically-focused ethical
training in computing education, while adding more precision to
future analysis of computing student discourses and outputs.
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1 INTRODUCTION
Emerging technologies present unique ethical challenges which
professionals will need to be properly equipped to engage with
to ensure ethically-focused decision making in their fields. While
ethics has been discussed in computing, engineering, and technol-
ogy scholarship for decades through numerous lenses [14, 24, 41],
many investigations have previously focused on case studies or
other highly-structured pedagogical vehicles (e.g., [9, 13, 19, 45]).
However, there is relatively little scholarship that addresses stu-
dents’ pragmatic awareness of ethics as grounded in their work
practices.

Numerous HCI and design scholars have identified a variety
of means of incorporating ethics in computing education [12, 21,
23, 50, 54, 55]. Methods and approaches have been designed to
teach certain values through fun activities such as designing for
privacy [53, 60], acknowledging data security [51], highlighting
gender representations [3], and incorporating empathy [35], among
others. However, Fiesler [24] has also stated that much of tech
ethics curricula has been “focused far more on conceptual skills
than on specific knowledge,” with many educational experiences
focused on imparting knowledge about traditional paradigms of
ethics or values rather than engaging in the pragmatic tensions
that emerge in everyday computing work. These past educational
supports frame and support our current work, where we seek to
better understand how computing students engage in decision-
making when confronted with an ethically-nuanced design task.

In this paper, we report on a lab protocol studywith 12 undergrad-
uate User Experience Design and Industrial Engineering students,
describing how they worked to address an ethically-nuanced task.
We used interaction and thematic analysis approaches to analyze
the interactions among the participants as they engaged with the
task, generating solutions and discussing the rationale behind their
decisions. We identified that participants took on a range of ma-
nipulative roles which we have categorized as: 1) Solution-focused
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roles: Puppeteer, Nagger, and Diluter ; and 2) Rationale-focused roles:
Justifier and Capitalist. These pragmatic roles taken on by the par-
ticipants allow further insight into computing students’ ethical
awareness, sense of responsibility, and potential future directions
that could enhance pragmatic engagement in ethics in the context
of computing education.

The contribution of this paper is two-fold: 1) We provide descrip-
tive accounts of the pragmatic roles taken on by computing students
as they engage in ethically-nuanced design spaces to inform their
ethical awareness, responsibility, and action, building a more de-
tailed perspective on how students engage with ethically-complex
decisions; 2) We draw connections between these pragmatic roles
and critical concepts such as dark patterns to present implementable
directions for pragmatically-focused computing ethics education.

2 BACKGROUND WORK
In conjunction with the increasingly ubiquitous role of technol-
ogy, there is an increase in interest in ethics education to evaluate,
imagine, improve, and impact the societal impacts of technology. In
the following sections, we will briefly identify some key themes in
the accreditation, computing education, and design literature that
frame our investigation of computing students’ ethical awareness
and action.

2.1 Ethics and Accreditation
In 1996, the Accreditation Board for Engineering and Technology
(ABET) made the integration of professional ethics and into com-
puting curricula mandatory for all accredited computing and en-
gineering programs, beginning in the year 2000. Currently, ABET
requires “an understanding of professional, ethical, legal, security
and social issues and responsibilities” [1] as part of their outcome-
based criteria. However, there is little specific guidance on what
form this professional ethics training must take across the curricu-
lum, with some programs focusing on standalone ethics courses
and others integrating training across cornerstone, capstone, and
other project-based coursework. From a professional organizational
perspective, the Association for Computing Machinery (ACM) code
of ethics has also incorporated language relevant to computing
education curricula in a range of programs [12, 59], with a trajec-
tory towards socially responsible computing practices. While there
have been debates about the power or role of such codes, studies
have shown that the updated ACM code has had little impact on
producing actual ethically-centered practices. In a study conducted
by McNamara et al. [45], a behavioral ethics study was replicated
measuring students’ responses to “ethical vignettes”; students in
the treatment group were asked explicitly to consider the ACM
code as they made decisions, but there was effect on actual decision
outcomes as compared with a control group. While there is definite
signalling value in the use of codes of ethics (e.g., [6]), there are
important limitations in curtailing negative design behaviors that
must be addressed through other means of education and support.

2.2 Ethics Education in Computing Disciplines
Scholars in the pedagogy of ethics have engaged in a long and
ongoing conversation about integrating ethics in computing fields

and domains [46] such as HCI [42, 58], Machine Learning [50], Arti-
ficial Intelligence Programming [31], and Cybersecurity [9], among
others. Recent research has focused attention on the content and
role of technology ethics courses, as societal interest in ethics and
values has increased, and computing educators are increasingly ar-
guing for ethics to have a more central role in computing curricula
(e.g., [30, 32, 56]). As one example, Fiesler, Garrett, and Beard [24]
analyzed 115 syllabus from technology ethics courses offered at the
university level across domains of design, cybersecurity, privacy,
and surveillance. Fiesler and colleagues identified a range of goals
for including these courses in required curricula, including: “to
teach students to recognize ethical issues in the world,” improving
communication an argumentative skills, and practically applying
“rules” into solution and critiquing to build “good technologies” or
“reduce bad things.” As another example in a related domain, Lorents
and colleagues [43] surveyed undergraduate business majors to un-
derstand their ethical attitudes based on presented design scenarios.
The results from this study stated that “actions undertaken for profit
or malicious intent are judged to be less ethical.”

Other pedagogical strategies that have been proposed include
the privileging of integrated courses over standalone ethics courses
[23, 50], making codes of ethics accessible through quiz shows [12],
bringing social issues into classroom activities [54], and incorpo-
rating active learning methods such as in-class activities and team
projects [54, 55], assignments-focused scaffolding [21], workbooks
[60], case study-based curriculum [9], and role-playing activities
[53]. Researchers have also suggested various improvements to ped-
agogical practices, with a focus on how resources to teach ethics
could be more grounded in real-world scenarios [24, 39], moving
students’ knowledge of ethics from conceptual and abstract to prag-
matically useful in their everyday work.

2.3 Tools to Support Ethical Decision-Making
Increasingly, there is interest in building ethics-focused methods
and tools to support the work of computing students and prac-
titioners. Particularly in the HCI and Science, Technology, and
Society (STS) literature, several frameworks and methodologies
have addressed how values, critical reflections and ethics might be
incorporated into designers’ everyday work, including conceptual,
theoretical, and methodological framings such as Value-Sensitive
Design (VSD; [27–29]), critical design [7, 8], professional codes of
conduct [59], Values at Play [25], value levers [52], steps to become
an ‘ethicist’ [57], and others. According to a recent survey of 63
ethics-focused methods by Chivukula et al. [16], a wide range of
methods and supports exist at varying levels of abstraction, in-
cluding conceptual frames, theoretical commitments, and methods.
In particular, methods represent a starting point for supporting
pragmatic action, supporting designers to engage more deeply in
various aspects of ethical complexity. While we do not explicitly
address methods as supports for ethical behavior in the present
study, we frame these existing approaches as potential mediators or
interruptors for the problematic and “dark” behaviors that emerged
in our study findings.
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2.4 Criticality and “Dark” Design
In the last decade, computing professionals have been increasingly
interested in describing problematic behaviors that relate to persua-
sion, manipulation, and coercion—part of a broader critical “turn”
[40] that has foregrounded social responsibility, social justice, and
design justice [18, 20]. One common term that has surged in the
popular press to describe a class of problematic behaviors is “dark
patterns,” a neologism coined by practitioner and cognitive scientist
Harry Brignull in 2010 that describes an element of “a user inter-
face that has been carefully crafted to trick users into doing things”
[2] using knowledge of human behavior and psychology against
the user. Gray and colleagues [38] have built upon this definition
to describe instances “where user value is supplanted in favor of
shareholder value,” articulating a range of strategies that designers
take on to manipulate users which include nagging, obstruction,
sneaking, interface interference, and forced action. Increasingly,
dark design and dark patterns are being referenced in regulation
and enforcement, as well as in the computing and technology com-
munities [4, 5]. Other relevant work in this space has addressed
the need for “white hat” practices to fight back “dark UX” [22], the
role of everyday citizens in discussing and raising issues of concern
on social media as the work of “asshole designers” [17, 37], and
the role of “bright” or “light” patterns that might be used instead
of “dark” patterns [34]. All of this work relating to “dark” design
points to instances where manipulative intent is hidden and dis-
guised, leaving many consumers both unaware and unable to fight
back [44, 47]. We leverage this interest and enhanced description
of “dark” design practices and strategies in this paper as a means
of better connecting the roles we identified in our protocol data to
known dark patterns strategy types (see the Discussion section for
this synthesis).

3 METHOD
We have taken a lab protocol approach [33] to describe the roles
taken on by student designers as they worked to address a design
task. Lab protocols have been widely used in psychology studies,
but our connection to this method is primarily through design lab
protocol studies—a common means of engaging with the complex-
ity of design activities, allowing for both rich data capture and a
controlled environment to compare experiences across protocol
sessions [33]. Our main analytic focus in this paper includes how
computing students engaged with ethical decision-making, which
we represent based on the performative roles they took on to ad-
dress the design task. The lab-based approach allowed us to simulate
and control a scenario that replicates portions of a professional set-
ting, which due to the controlled environmental variables and our
ability to collect detailed data, facilitated the capture of cognitive
moves that occur in design practice. Our lab protocol study included
four groups of three computing students each, tracking them as
they worked to address a real-world, ethically-nuanced design task
in a single one hour session. The study was approved by our institu-
tional IRB, and was constructed as a “deception study.” Participants
enrolled in the study were initially told that we were investigating
their design decision-making behaviors, with no reference made
to ethics or dark patterns. After the session was complete, we de-
briefed participants on the true purpose of the study—including

its focus on ethics—and participants had the option to withdraw
their participation at that time. All participants consented both
at the beginning and during the debrief. Based on the data we
collected, we analyzed participants’ interactions to describe the
various roles they took on as they made sense of the design sit-
uation and made concrete decisions to address the project brief.
We describe these roles based on conversational turns, generated
solutions, and post-hoc rationale from participants that supported
a design move. We answer the following research question: What
are the value-oriented roles taken on by computing students
as they address an ethically-nuanced design task as a group?

3.1 Participants
Twelve participants participated in our lab protocol sessions, all
of whom were undergraduate students from User Experience (UX)
design and Industrial Engineering (IE) programs at a large Midwest-
ern US university. These students represent common target areas of
computing education, and all students had previously taken courses
with an human-computer interaction (HCI) or human factors focus
as part of their degree requirements. Each of these degree programs
included coverage of professional ethics as required by ABET ac-
creditation; IE included at least one course with a focus on ethics,
and UX included ethics training integrated across multiple courses
in the curriculum.

We recruited participants to form a stratified sample [49] by
disciplinary background through professional connections and de-
partmental listservs. We were seeking students who had previously
completed design-related projects or had taken an HCI or human
factors course. We grouped the participants to create two sessions
(Session 1 and 4) with a mixture of UX and IE students and two
sessions (Session 2 and 3) that had only UX or IE students. This
allowed us to capture interactions among students from both dis-
ciplinary backgrounds, although we do not seek to conclusively
compare disciplinary background as an aim of this paper.

3.2 Lab Protocol Design
We conducted lab protocol sessions with four groups of three stu-
dent designers each, observing and video-recording each session to
document participant interactions as they addressed an ethically-
nuanced design task. Each protocol session durationwas 60minutes,
divided into the following section: introduction to the process and
design task (5 minutes), addressing the design task and generating
solutions (45 minutes), and presenting the final outcomes and an-
swering researcher questions (10 minutes). The student designers
were given a design brief that included an explicitly manipulative
design aim, with the stated goal of improving Amazon Alexa prod-
ucts. The researchers asked the participants to imagine they were
working at Amazon when addressing the brief: “We at Amazon are
working on improving our Amazon Alexa products. In order to do
this, we need to collect more user data. We would like you to help
us manipulate the user into giving up privacy permissions for their
Amazon Alexa. We are hoping to gain the ability to listen in on all of
the users’ conversations and use this data to help advertisers better
personalize the experience of using Amazon product.” We framed the
design task to replicate a real-world technology practice situation
based on our prior research that had documented common ethical
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dilemmas in practice, where business stakeholders frequently ap-
proach designers and technologists with design goals that often
prioritize business values over user values.

After introducing the design task, the participants were asked
to generate one or more appropriate solutions (e.g., screen lay-
out/wireframe, concepts, user task flow) to achieve the given design
goal. The participants were provided with screenshots of the Alexa
mobile app for their reference (Landing Page, Details Page, Privacy
Page), and were free to alter or replace any of the elements on the
screens as they felt necessary. Participants were also provided with
sketching tools, paper, whiteboards, and markers for brainstorming
and iteration. Additionally, the participants were provided with a
flyer (Figure 1) consisting of interaction design principles such as
visibility, feedback, affordance, mapping, constraint, consistency,
learnability, and usability [48] and persuasive principles such as
persistence, reduction, suggestion, prominence, exclusivity, and
tunneling [26]. These principles were provided to mirror common
persuasive technology principles leveraged in industry environ-
ments, and were described using a neutral language to avoid the
framing of these principles as inherently “evil.”

3.3 Data Collection
The protocol sessions were video and audio recorded with cameras
positioned above the participants and from the front, capturing
gestures, interaction with design artifacts, and movement during
the session. These recordings were transcribed using an online
transcription tool. The transcripts produced were then cleaned to
add participant pseudonyms, timestamps, and inaudible instances.
These transcripts were further used for data analysis along with the
video recordings to decode the interactions between the designers.
We also collected their sketches and whiteboard discussions for
future reference alongside their conversational turns.

3.4 Data Analysis
We analyzed the transcripts through three rounds of iterative and
reflexive thematic analysis [11]. In the first round, three researchers
individually open coded [10] the different roles designers took on
as they addressed the design task using one protocol transcript.
This transcript was chosen as it was very engaging and gave rich
insights into the designer’s interactions. The three researchers care-
fully read each conversational turn with the goal of describing the
value orientation(s) of the designer(s) and the role that these val-
ues had in informing the decision making process. All researchers
were trained in conducting qualitative data collection and analy-
sis through coursework and other research projects. After open
coding individually, we came together along with the principal
investigator to discuss the open codes. The various roles taken by
the participants related to design cognition, design process, design
production, value orientations, and decision making. The value-
oriented moves depicted the designer’s intentions to either orient
towards the business stakeholder and business goals or user values
and user-centered experiences. The majority of these roles rein-
forced the “dark”-yet-realistic design task and demonstrated a clear
and considered effort to manipulate the user through their design
solutions, although it became evident that some participants were
also aware that they were dealing with “dark UX” practices. To

focus and answer our research question, we jointly and reflexively
created a candidate list of roles that related directly to the value
orientations of the designers, setting aside design process moves
such as: the director/planner, interface builder, consensus builder,
or documenter.

In the second round of analysis, we focused more deeply on
the value-oriented moves, observing two categories of roles as
the participants expressed their value-related intentions: solution-
focused roles and rationale-focused roles. Solution-focused roles
define the value-oriented roles that illustrate proposed or generated
solutions in representationally-focused forms, as listed in Table 1.
Rationale-focused roles define the value-oriented roles that relate
to the student’s intentions or the rationale and framing of the
generated solutions, as listed in Table 2. Through further thematic
coding of the transcripts, we built upon and revised the codebook
of various roles as presented in Tables 1 and 2.

In the third round of analysis, each conversational turn from
the four transcripts were exclusively coded based on the codebook
using QSR NVivo. During this round of coding, we also introduced
new codes that related to “research and design logistics,” “design
dialogues,” and “communicator”. These codes helped us to distin-
guish design discussions (previously described as “design process
moves”) such as sketching, planning and whiteboarding from value-
oriented decision making. We observed that designers used real
world scenarios to communicate their ideas and represent user
task flows which did not directly include any value orientations,
but were nevertheless an important part of the discourse. These
instances were coded as “communicator” speech acts. For exam-
ple, “The last one—once they kinda agree to share their privacy with
Alexa, it might be better to have some small button here, where [they]
can just [. . . ] easily change, on and off button for privacy.” In this
example, the designer is detailing the user interface that includes a
toggle button, with the discourse functioning as a communicator
of their idea. This role was different from a rationale-focused role
called “real-world scenario builder” because the latter role consid-
ers values included in the rationales provided as they manipulate
the user. This explicit separation between design moves and value
orientation moves aided us in aligning our results more towards our
research question, keeping our focus on the value-oriented roles.

In the following sections, we present two different sets of roles
that students took on as they addressed the design task (summarized
in Tables 1 and 2). In Section 4, we describe a range of solution-
focused roles (the “puppeteer,” the “nagger,” and the “diluter”) that
demonstrate how ideas emerged and were refined. In Section 5,
we describe a parallel range of rationale-focused roles (the “justi-
fier” and the “capitalist”) that demonstrate how teams justified and
framed their design decisions.

4 SOLUTION-FOCUSED ROLES
In this section, we describe the solution focused roles taken on by
participants, representing the solutions proposed and generated in
their interactions and decision making. There are three broad roles
under this category—the Puppeteer, Nagger, and Diluter.
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Psychological + Persuasive Design Principles 

Practices That Persuade User’s Actions 

PERSISTENCE 

Redirection of expected functionality 

that persists beyond one or more 

interactions 

REDUCTION 

Dissuading certain actions(s) by  

making them more difficult to access 

or complete 

TUNNELING 

Requiring the user to perform a certain 

action to access (or continue to access) 

certain functionality 

PROMINENCE 

Presentation of interface elements or 

interactions that privileges certain  

actions over others 

SUGGESTION 

Using preselection or visuals to  

recommend or default certain actions 

EXCLUSIVITY 

Promoting a functionality to be of  

more value than it is and emphasizing 

the future unavailability of something 

0:00:20 

Figure 1: A neutrally-framed reference sheet provided to participants during the protocol study.

Table 1: Solution-Focused Roles.

Solution-focused Role Description

1. Puppeteer Designs the task flow to encourage, steer, or nudge the user to follow a certain
path that benefits the stakeholder’s goal. Types include:

a. Trap-setter: Designs a user task flow such that the user “can’t get out of it,” setting a trap for the
user that enables the stakeholder’s goal.

b. Camouflager Designs solutions to hide or bury information such that it is difficult for the user to find
it.

c. FOMO-Dealer Designs solutions to encourage the user to focus on “missing out” on features or func-
tionality.

2. Nagger Designs solutions that regularly interrupt or require the attention of the user.

3. Diluter Designs solutions that dilute the manipulative or persuasive nature of a solu-
tion by re-framing forms of manipulation instead of discarding them.
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Table 2: Rationale-Focused Roles.

Rationale-focused
Role Description

1. Justifier Rationalizes the generated solutions to support, illustrate, and realize both
stakeholder and design goals. Types include:

a. Real-world Scenario
Builder

Rationalizes by comparing generated solutions and the user task flow using contextual
scenarios and positioning them in the real world to understand how it plays out.

b. Empathy Manipulator Rationalizes proposed solutions by toying with a user’s emotions to align with the
stakeholder’s goal.

c. Conscience Realizes manipulation in proposed solutions through reflection that is against their
internal values.

d. Cynic Rationalizes manipulative facets of their decision making outcomes as the norm, with a
focus on reaching the stakeholders’ goal.

e. Contingency Planner Considers alternative scenarios and “what if” cases to design user task flows to reach
the stakeholder’s goals.

f. By the Book Follows and implements prescribed persuasive design principles to frame, create, or
rationalize their solutions.

2. Capitalist
Rationalizes the proposed solutions through business objectives, advantage to
business stakeholders, and based on money, using the language of business
values to support their solutions. Types Include:

a. Shareholder’s Pet Rationalizes the solution as supporting the shareholder’s business objectives with no
consideration of other stakeholder values.

b. Business Analyst Rationalizes proposed solutions through examples of other business competitors, current
business trends, and examples of similar service or interface designs.

4.1 Puppeteer
A Puppeteer designs the task flow to encourage, steer, or nudge
the user to follow a certain path that benefits the stakeholder’s
goal. As one participant described, the design outcomes need “to be
created in a way such that the user doesn’t feel—[. . . ] the user should
be sure that whatever he or she is doing is [. . . ] perfectly alright”.
This sensibility aligns well with previous studies of dark patterns,
wherein a designer uses their power to nudge users down a pre-
determined path through various levels of sneaking, obstruction,
or forced action [38]. A puppeteer was observed in the following
ways among the participants: Camouflager, Trap-Setter, and FOMO-
Dealer. Taking on one or more of these roles, the participant wanted
to persuade the user to achieve the stakeholder’s desires, even
though it violated human-values [29] such as user consent, privacy,
or ease of use.

4.1.1 Trap-Setter. A Trap-setter designs the user task flow to set
a trap for the user to reach the stakeholder’s goal so that the user
“can’t get out of it.” In the process of carefully setting a trap informed
by the stakeholder’s goal, this designer fails to support common
principles of interaction in the process. Trap-setters came up with
solutions such as making certain steps in the task flow more diffi-
cult than they needed to be, pre-selecting the options for the user,
interlinking features in order to access full functionality of the app,
blocking features after usage to attract user’s attention, and inten-
tionally crashing the app upon selection of certain features. The
most common feature proposed by multiple participants was to
make it harder to get out of a certain task flow. If the users wanted

to change the accepted permissions in the future, trap-setters de-
cided to “make this difficult for them to find in the privacy setting.”
A group 1 participant articulated their approach this way: “Then,
making the steps to get out of it so hard that they give up. So like,
with the reduction [referring to the provided flyer of principles], the
path they have to take to get out of it is just so much harder” and this
resonates with a suggestion of a designer from group 3 saying “so
the easiest—or like if we want users to feel to get into without knowing
what they’re doing so end up not wanting to get out of it, you want to
make it as streamlined as possible for them, make it easy as possible
for them to say yes and as hard as possible for them to say no.” In
both of these cases, the designers were intentionally setting a trap
for the Amazon app user with an intent to streamline the process so
that they have to “say yes” to the permissions. Trap-setters tried to
interrupt the experience for those users who had not agreed to give
microphone permissions by blocking certain features. For instance,
a participant from group 2 proposed to present a pop-up while try-
ing to use any feature saying “You can’t use the full functionality. You
can’t use the voice control features without enabling your microphone.”
Participants also generated a solution to pre-select the agreement
to “agree” as the users might feel I don’t really care, I’ll just go next.
This would eventually make them agree to the permissions and
“they’re already screwed.”

Participants also used trap-setting to block essential features,
seeking to persuade the user to take certain actions by presenting
the advantages of specific product features. For instance, if the user
did not select the desired privacy permissions, the participant de-
cided: “Just don’t give them access to the stuff that they will need at
some point, like checking the weather.” Here, the participants sought
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to trap the user in scenarios when they need access to features but
could access them. As a part of this persuasive approach, partici-
pants suggested the use of advertising that could be supported by
access to the user’s microphone, with the proposed value of person-
alizing their experience if the product could listen to everything.
For example, a group 3 participant described the design of a pop-up
saying: “Allow Alexa to listen to you to give you better suggestions on
songs, podcasts, sports, audiobooks.” ; similarly, a group 2 participant
suggested including text that informed the users: “Hey, if you click
this [permission] directly, you don’t have to watch the ads.”

4.1.2 Camouflager. A Camouflager designs solutions to hide or
bury information such that it is difficult for the user to find or access
it. This role is illustrated through an instance in which a participant
concords with a solution of a fellow participant in their group by
concluding: “So making sure that they don’t discover this [privacy
setting], basically.” Taking on the role of a camouflager, participants
proposed solutions such as using fine print or hidden meanings
while asking for privacy permissions, bundling information with
other features to divert the attention of the user from the voice
feature, using repetition to build clicking habits that led to agreeing
to the full access of microphone, and tweaking the information
architecture of the app to hide the privacy features deep under
the “Settings” section, making it difficult to access. A group 1 par-
ticipant suggested that they wished to not explicitly specify the
kind of permissions (i.e., privacy) the user woul dhave to give up
to access Alexa’s functionality, camouflaging the meaning of the
sentences presented in the permission settings or agreement pop-
ups saying: “How about you just say ‘Privacy permissions,’ You don’t
specify what kind of, in this case audio right?.” A group 2 participant
suggested: “you could bundle that and be like, ‘Access your micro-
phone and contacts.’” Through this solution, the participants were
trying to combine permissions required for all features into a single
sentence, encouraging the user to skip reading the different kinds
of permissions requested. It is also seen that a camouflager was
taking the role of a “trap-setter” through this solution by not giving
a choice to the user to select specific permissions. Camouflagers
also designed solutions that changed the appearance of pop-ups
which requested permissions from the users. Participants from
three different sessions came up with similar solutions relating to
the arrangement of the pop-ups, sketching a solution that “ha[d]
several pop-ups right behind each other” so they could manipulate
the users with repetition of similar items and “having them click yes
yes yes yes, [so] it becomes a habit.” Another commonly proposed
solution was to “hide” privacy permissions or settings in Alexa’s
app as expressed in this quote: “We’d put it like up in the setting but
not just like in the settings—it’s like in the settings somewhere awful.”
Through these examples, it is evident that the participants con-
sidered many different ways to bury or obscure the manipulation,
working against common principles of interaction design relating
to visibility and usability. Even when a participant from group 2
reflected, this tension was evident: “I know the IE standard is, like,
you want everything very approachable and you can find everything
very easily. I feel like in this case we are trying to not do that. So you
would want to kind of bury the information a little bit.”

4.1.3 FOMO-Dealer. A FOMO-Dealer designs solutions to encour-
age the user to focus on “missing out” on key features or function-
ality. In our given task, participants proposed solutions to make
the user feel as if they are missing out certain features if they do
not give full system access to the microphone. One participant
described a framing of this goal as follows: “To make the full use
out of your device, you would want to enable this.” The participants
taking on this role wanted to highlight what the users might be
missing, communicating through e-mails and in-app information
pop-ups. One such example included sending articles or newsletters
via e-mail with subject line “How to get the most out of your Alexa
device,” with an intention to provide information to the users about
the full use of their purchase as every user would be likely to avail
themselves of when “they spend X amount of dollars on it.” Here,
the participant tried to provide information that would encourage
the user fear what they might be missing out on and letting them
know “how easy it is to get access to whatever they’re missing on
their account” through one click of agreement to the microphone
permissions.

4.2 Nagger
A Nagger designs solutions that regularly interrupt or otherwise
require the attention of the user until they fall for a given manip-
ulative target. Using this role, participants proposed solutions to
nag the user with different kinds of in-app pop-ups and emails
to persuade users to give full access to the microphone. Using in-
app suggestions, participants proposed a variety of pop-ups if the
user does not accept full access of the microphone. The functions
of these pop-ups varied, including approaches such as continually
reminding the users about giving full access to the microphone,
interrupting the user interface with a prominent advertisement,
and re-confirming the user’s decision to disagree to the permissions.
A group 1 participant suggested the design of a pop-up to regularly
remind the user, describing a focus on: “prominence [referring to the
provided flyer of principles], with this—making it pop up all the time
and saying ‘Hey, don’t forget about this, it’s awesome, peace out.’”
Another nagger suggested to make the need of full access to the
microphone a “prominent part of the app—like how advertisements
[. . . ] pop up at the bottom constantly if you’re not a premium member
of it.” Through this solution, the participant was proposing a large
area of the app interface to advertise the microphone to the user
constantly. Another way the participants used a nagging role was to
regularly show a pop-up on top of the existing permissions pop-up
asking the users “Are you sure want to say no to this?” when they
disagree to give full access to the microphone, as an example of
“confirm shaming.” Using nagging outside of the app, participants
also proposed how they could send emails to Alexa users, similar
to how shoppers send offers to their customers during the holidays,
saying:“So you could also push it through emails. I don’t know if it is
effective or not—probably not—but you can try. And it’s all automated
so, I mean, it’s not an extra thing to go to, keep emailing them about
it.” Another participant extended this idea, describing how this
could be automated and there is no extra effort required from the
stakeholders to implement this solution.
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4.3 Diluter
ADiluter suggests solutions to dilute themanipulative or persuasive
nature of a proposed solution by re-framing the form of manipula-
tion instead of investigating or discarding it. This role was taken by
participants when their “conscience” prompted them to critically
reflect on the value orientation of the solutions generated, such
as trapping the user by blocking features, camouflaging the per-
missions text, or nagging the user through pop-ups. In group 1, a
participant proposed that the group block the features for trapping
the user to encourage them give full access to the microphone, to
which a fellow designer proposed: “[let’s] limit them immensely,”
rather than completely blocking the features. Another fellow par-
ticipant suggests that the app present a condition to the user saying
“Oh, well, Alexa can only hear you up to five seconds because it can’t
record so it can’t access that.” Here, the participants sought to dilute
the presentation of the trap, persuading the user to decide if they
want to give full-access to unlock Alexa’s full functionality. Group
3 participants often used phrases such as “sound nicer,” “sound soft,”
or “occasionally softens the blow” as they were discussing ways
to tweak the wording of the permission pop-up, with the goal of
camouflaging the persuasive intent through the words used. In one
example of this softening language, a group member said: “I don’t
like the access, ’cause that—we’re really trying to soften the creep-
itivity with this.” As a result of this decision, this group decided
to dilute the manipulation of listening “continuously” to listening
“occasionally,” which still served the same ultimate purpose at the
end in relation to the stakeholders goal. When participants diluted
attempts at nagging the user, group 2 participants proposed to
make the pop-ups less prominent by deciding to “pop it out, like, not
constantly” as reminders for the users if they clicked on “later” for
agreeing to the microphone access and decided to provide the set-
tings as a pop-up the next time the user opens the app in a “week’s”
time.

5 RATIONALE-FOCUSED ROLES
In this section, we describe rationale focused roles taken on by par-
ticipants as they engaged in deliberation regarding the intentions,
rationale, and framing of the generated solutions. This set of roles
positions the participants as discursive agents as they evaluate the
rhetorical functioning of previous solution-focused conversations
and rationalize why they relied upon various solution-focused roles.
While taking on these roles, participants supported their concepts
through design rationale, offering alternate considerations, framing
the solution and problem space, and providing reasons why the
different solutions might lead them to achieve the stakeholder’s
goal. There are two broad roles under this category—the Justifier
and Capitalist.

5.1 Justifier
A Justifier rationalizes the generated solutions to support, illustrate,
and realize stakeholder and design goals. The various types of jus-
tifications included: providing real world scenarios (Real-world Sce-
nario Builder), considering ways to manipulate empathy (Empathy
Manipulator), being cynical about the solutions (Cynic), question-
ing their conscience (The Conscience, identifying alternative plans
to reach stakeholder’s goal (Contingency Planner), and following

prescribed persuasive principles as a means of user manipulation
(By the Book).

5.1.1 Real-world Scenario Builder. A Real-world scenario builder
rationalizes by envisioning proposed solutions and user task flows,
as they might happen in a real world context. Using this role, partic-
ipants externalized their thoughts and strengthened their rationale
as they sought to convert abstract thoughts into concrete solutions
by building on real-world scenarios or user behaviors. This role
included strategies such as detailing the user scenario through task
flow or personas, narrating the potential user interaction, visu-
ally representing the composition of the interface elements as it
was viewed by the user, providing real-world scenarios or data to
the users to manipulate their decision making, and rationalizing
through potential, assumed, or anticipated user behaviors. For in-
stance, by “playing out” the user task flow, a participant said: “So
something like, initially when they download the app, asking them
‘Would you like to be a part of our [. . . ] emailing list and then to receive
access to like exclusive offers or stuff like that?’ And then if they put
in their email and say yes, I immediately contact them asking for this
stuff?” In this example, the participant explicitly played out a sce-
nario, envisioning the different interactions of the user before they
accepted the desired privacy permissions. Participants provided
explicit examples of scenarios or apps that would be connected to
Alexa that they could block by being a trap-setter, including func-
tionality such as contacts, voice calls, weather, and GPS positioning,
which are essential for the user on a daily basis. Other ways partic-
ipant used real-world scenarios included providing users with real
information to persuade them to make a particular decision, as in
this example: “So, you could say that from our research or whatever,
from our data, X% or X number of users have used this feature and
observed an increase in productivity so it really helps you and kind of
convince them.” Here, the designer is proposing the presentation of
usage data to show the increase in X number of users’ productivity.
Speculating on user behaviors through potential real-world scenar-
ios, participants also articulated key assumptions about their design
space when a group 2 member said: “Yeah, I mean, think about this,
if somebody downloads this Alexa app, so which means they already
purchased either the speaker or any other Amazon app.” This scenario
connected the dots between previous rationale that the user already
had the required equipment in place and had invested money to
purchase (as illustrated in FOMO-Dealer), proposing that the user
would likely agree to the permissions to unlock full functionality
of the product. Overall, this role allowed the participants to justify
a certain solution, thereby externalizing the designer’s decision
making process as they sought to convince fellow participants on
how the solution may aid in reaching the stakeholder’s goals.

5.1.2 Empathy Manipulator. An Empathy manipulator rationalizes
proposed solutions by toying with user’s emotions to align with the
stakeholder’s goal. While rationalizing their solutions, an empathy
manipulator would say: “it’s empathy—using their empathy to like
manipulate them,” and “using a user’s emotion to get what you want.”
Participants provided rationale such as making users feel “really
awful” by hiding privacy settings, creating a false sense of power,
forcing the users through nagging, making them eager about the
features they are missing, creating a fear of missing out on function-
ality, convincing the user by providing information through various
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mediums, creating confusion in user’s decisions, toying with their
weakness towards monetary values/ investments in the product,
annoying or upsetting the user to trap into the designer’s guided
task flow, making the user more impatient through nagging, and
presenting Alexa as more human to persuade the user’s emotions.
Group 4 participants sought to appeal to the user’s emotions by
making the interactions with Alexa more human as the current
app design “seems a little robotic.” Two other prominent ways of
manipulating the user emotionally included making it hard for the
users to interact with the settings in the app where the user would
think “Whatever, I’ll just give up” and creating a sense of missing
out through information and nagging using in-app pop-ups and
e-mails (as evident in solution-focused roles, nagger and FOMO).
Along with these other means of manipulating emotions, blocking
the features (as done by a Puppeteer) was also used to anticipate
making the user annoyed or upset, encouraging the user to decide:
“Yeah. I would just go into settings and let ’em use the microphone.”

5.1.3 Conscience. A Conscience realizes that they are trying to do
something against their internal values as they reflect on the given
design brief, their proposed solutions, and rationale supporting their
decisionmaking process, often expressing their concerns when they
realize they are being manipulative or persuasive. However, par-
ticipants taking on this role increased awareness but did not stop
them from persuading the user to achieve the stakeholder’s intent
because they were “hired to do so.” This role was evident through
different kinds of rationale-focused discussions, for instance, when
a participant tried to express the “roughness” of the design brief,
when a participant is “not okay” with the implemented solutions, or
when a participant disagrees to a proposed solution as they would
not have accepted it if had to experience the solution themselves.
While reading the design brief, a group 3 participant called out
these behaviors explicitly, revealing their awareness: “This is Dark
UX.” However, this recognition of a design strategy being “dark UX”
did not stop the participant from creating manipulative solutions,
and participants went ahead solving the design brief using the ma-
nipulative approach since the group thought: “it’s interesting.” We
observed multiple instances of similar behaviors that related to
the value tension of the conscience, such as a group 4 participant
that reacted to a fellow designer’s proposed solution saying “this is
really weird, I don’t like it. This is not okay”; a group 3 participant
expresseing “I feel awful” when trying to re-word the permissions
in a persuasive manner; a group 3 participant’s conscience while
reading out the given design brief said: “Manipulate the user. I don’t
know, I kind of feel bad doing this”; another participant describing
the value trade-offs in their solutions, expressing “This is so dark,
’cause it goes—promoting a functionality to be of more value than
it is. It’s valuable to you a little bit, but at the same time they’re
listening to everything”; and a participant commenting about the
listening feature of Alexa saying: “I find like reading that I’m like,
oh, it’s listening to me—that freaks me out.” Through this role, some
participants also expressed how they would not agree to permis-
sions asked for full access of the microphone if they were the user.
A group 3 participant reflected: “So, I don’t think if we put a pop-up
saying, ‘Can we listen to part of your conversation?’ I would say no,
personally.” This participant clearly expressed they would not want
to experience their own manipulative techniques, but went ahead

in order to support the stakeholder’s goal by softening the wording
of the permissions for the users to agree (being a Diluter). Similarly,
participants reflected several possible real-world scenarios where
Alexa could be listening to credit card details of the users, observ-
ing: “that’s gonna be so sketchy.” These instances exemplify how
the participants critically reflected on the design brief, realizing
it represented a manipulative design space. However, these reflec-
tions did not restrict their decision making in implementing these
solutions or even accepting to engage in the design space without
reframing.

5.1.4 Cynic. A Cynic rationalizes manipulative facets of their de-
cision making as the norm, recognizing that these facets may serve
as a means to reaching the stakeholder’s goal. In our study, par-
ticipants that took on the role of a cynic rationalized the use of
pop-ups to camouflage microphone privacy permissions, actively
relying upon building a habit of the user in clicking “Yes” multiple
times before they reach the screen to give the privacy permissions.
As a pattern of behavior, cynics also understood user behaviors
relating to privacy, with knowledge that many consumers do not
fully consider information privacy and impacts of privacy violation
even when they are made aware of the impact of sharing these
data. A group 3 designer rationalized this behavior as follows: “
They’ve taught our generation, okay like, ‘don’t let people have your
information,’ but the way that the companies are doing it, we don’t
really realize” and “They don’t care.” This participant rationalized
their proposed solutions—and the manipulation inherent in them—
as part of the status quo, recognizing that companies commonly
manipulate the users in relation to information breaches, and us-
ing this recognition as leverage to incorporate similar solutions
to achieve the stakeholder’s goal. Another participant references
this leveraging behavior and the designer’s “dark” role in using
this behavior against the consumer as follows: “Cause if you keep
giving people options, they’ll start thinking more and more about
it, like something, their privacy being taken away.” Another user
behavior recognized by a cynic was how they felt users are usually
“neutral” during on-boarding a new app and want that process to
be done “quickly.” Using this knowledge, a cynic takes advantage of
this situation by rationalizing the pop-up solution by saying “Okay,
and they go yes, it’s quick, it’s fast for them, they don’t really know,
they’re still in the dark I guess. User kept in dark and move on.” Here,
the designer accepted that the user would not pay much attention
to the privacy permissions, and building on this knowledge and
lack of consumer attention, they could use other dark strategies
to get full access to the microphone as stated in the stakeholder’s
goal.

5.1.5 Contingency Planner. A Contingency planner considers and
thinks through alternative scenarios and “what if” cases to design
user task flows to reach the stakeholder’s goals. Participants taking
on this role used scenario-based rationalization by identifying and
considering alternative design spaces that might restrict them from
achieving the stakeholder’s goal, constantly thinking about “if this
does not happen” situations to create back-up solutions through a
range of solution-focused roles. Contingency planners continuously
reflected on when and how solutions created through their solution-
focused roles might fail, and with what impact, including some of
the following contingencies: What if the user does not fall for the
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trap to agree to the permissions (designed by a Trap-setter); What
if the user disagrees to the permissions even after camouflaging?
(designed by a Camouflager); What if a user opts not to agree to the
permissions even after repeated attempts? (designed by a Nagger);
or What if the user doesn’t care about missing out on Alexa’s full
functionality? (designed by a FOMO-Dealer). A group 1 participant
considered a scenario when the user does not grant permissions,
reflecting: “What if this [agreeing to the permissions] is like ‘No.’
And then you just lose them, like you can never like regain access
to them” or “but what do we do if they say no from the start and
they go despite how we make them go through so much to get out
of it.” In another example, a group 2 participant questioned what
would happen if the user clicked “later” on the permissions pop-up,
to which a fellow participant suggested “When you say later, then
you’re not gonna have full functionality of the device.” Here, the first
designer took the role of being a contingency planner and the latter
supported the thought by being a trap-setter.

5.1.6 By the Book. ABy the Book designer follows and implements
prescribed persuasive design principles in dark ways to frame, cre-
ate, or rationalize their solutions. Throughout all of the sessions,
we observed the participants referring to the “Persuasive Princi-
ples” flyer given to them along with other materials as a priming
tool. Many participants were very explicit regarding their use of
these principles as an aid to reach the stakeholder’s goal, mirror-
ing real-world access to growth hacking resources or persuasive
design principles (such as the ones from Fogg we provided). For
example, a group 3 participant suggested: “Yeah, do you guys just
wanna go through [the flyer], because I feel like it might help” and
a group 1 designer mentioned: “Specifically to listen in on certain
conversations and such. So, uh, we could use some of these psycho-
logical and persuasive design principles to kind get to that [design
brief].” Group 2 participants attempted to combine two or more of
these principles to generate solutions, to which a fellow participant
responded by saying “I like the idea of using more than one of those
principles, so it’s, like, more persuasive.” The principles of exclusiv-
ity, tunnelling, reduction, and prominence were frequently used by
participants to generate and rationalize solutions. Reduction was
used by a trap-setter to rationalize solutions such as making it more
difficult for the user to change privacy settings or not giving the
users the toggle to turn off the privacy settings. Prominence was
used to rationalize nagging the user through pop-ups, highlighting
the features that the user might miss if they do not agree to the per-
missions. Through nagging, this principle was used in conjunction
with persistence to justify regularly showing the user messages the
in-app pop-ups. Tunnelling was used to rationalize the restriction of
features for users who do not agree to the permissions. These above
examples demonstrate how the participants implemented the per-
suasive principles as a bridge between rationalization and solution
generation, using these principles as a “dark” checklist for reach-
ing the stakeholder’s goal rather than as a means of considering a
balance of user and stakeholder needs.

5.2 Capitalist
A Capitalist rationalizes their proposed solutions through busi-
ness objectives, advantage to business stakeholders, and based on
money, often using the language of business values to support their

solutions. The Capitalist provided business-centric rationale, dis-
tinguished from rationale provided by a Justifier, which are more
user-centric. We observed that the participants, by taking on the
role of a Justifier or a Capitalist, supported the stakeholder through
their intentions, but the discursive functions of these roles built on
user scenarios in the former and stakeholder scenarios in the latter.
The two kinds of Capitalist roles include the Shareholder’s Pet and
the Business Analyst.

5.2.1 Shareholder’s Pet. A Shareholder’s Pet rationalizes the solu-
tion as supporting the shareholder’s business objectives with no
consideration of other stakeholder values or needs. Using this role,
participants focused their attention primarily on the stakeholder, as
illustrated by a group 2 participant: “I mean, yeah, if we use ads, we
can get more money. [laughs]” and a group 1 participant: “Amazon
doesn’t get what they want.” Stakeholder’s Pet rationale included
instances when participants accepted that users did not (or should
not) have a choice in the service provided by the business, scenar-
ios where participants tweaked the solutions when they realized
that the shareholder’s business was at stake, decisions where the
proposed solutions would be an advantageous for the business, and
overall, instances where the participants were responding affirma-
tively to the values embedded in the design brief which explicitly
asked the participants to “manipulate the user.” The task given to
the participants requested users to be manipulated into gaining full
access to the microphone, which in itself is a task that primarily
supports the shareholders and frames users as pawns. We recorded
instances where the participants agreed to solving the task as it
was framed, even though they had the ability to reject or reframe
the brief.

5.2.2 Business Analyst. A Business Analyst rationalizes proposed
solutions through examples of other business competitors, current
business trends, and examples of similar service or interface de-
signs. Within a capitalistic mindset, participants acting as business
analysts leveraged similar solutions from existing services, rational-
izing their solutions as similar to existing solutions. In one example,
a group 1 designer noted how Apple gets around the permissions
for access of contacts or makes it hard for the user to unsubscribe,
concluding: “And that’s how they make their money.” Other groups
referred to Samsung Mobile Phone or iPhone’s interface, changing
their “Settings” page to change the information architecture on ev-
ery update; leveraged Youtube’s survey to improve personalization
to rationalize the use of pop-ups that mentioned that the experi-
ence would be tailored according to user’s choice if they agreed to
the microphone access; and built upon Macy’s email subscription
where they send e-mails about “Fall offers” and examples of user
agreement on gaming apps where the user is not allowed to go
past a certain step if the permissions are not accepted. Along with
examples from competitors, participants also leveraged Amazon’s
existing services beyond Alexa, rationalizing how the company
could provide users with full functionality of free Prime accounts
and Amazon Music with the collected data through privacy permis-
sions, further trapping the user within the Amazon system. These
examples could have been used to critically reflect on the user’s ex-
perience and address potential value tensions. Instead, the Business
Analyst role was used by the team to instead replicate and leverage
similar forms of persuasion in their own solutions. Overall, this role
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relied upon “ that’s how they like, run their business” as a rationale
for their design solutions and the participants frequently used this
role to replicate successful persuasive business strategies.

6 DISCUSSION
Through our analysis, we have described the various roles taken on
by computing students as they navigated an ethically-nuanced de-
sign space. These roles enabled the participants to engage with both
solutions and design rationales, often with “dark ” intentions of per-
suading or manipulating users in order to support business goals. In
this section, we first draw connections across the analyzed roles and
dark patterns, positioning the interactivity of these roles as a means
of describing both the ethical engagement of computing students
and practitioners, and the links between ethical awareness, engage-
ment, and social responsibility. Second, we present implementable
suggestions to improve ethical awareness and engagement in com-
puting education, with the goal of enhancing students’ pragmatic
awareness of ethical design processes and complexities in decision
making.

6.1 Interactive Roles Can Perpetuate “Dark”
Design and Limit Ethically-Focused Action

Somewhat surprisingly, we observed that the sensitivity of students
towards user and human values did not necessarily impact their
decisions or ethically-focused outcomes. In many cases, values were
acknowledged, only then to be leveraged in persuading, manipu-
lating, or coercing users towards stakeholder-directed outcomes
(illustrated by Conscience), activating potentially dark intentions
on the part of the designer. Through the analyzed roles, we see a
strong relationship between participants’ utilization of the persua-
sive principles formulated by Fogg [26] and characterizations of
dark patterns strategies indicated previously by Gray et al. [38] (i.e.,
nagging, obstruction, sneaking, interface interference, and forced
action). Rather than investigating how Fogg’s persuasive principles
might impact the user or society in negative ways, participants
instead used the persuasive principles as a veritable “playbook”
to manipulate users in ways that addressed the design brief. For
example, solution-focused roles like Nagger relied upon the dark
pattern strategy “nagging” defined as “a repeated intrusion during
normal interaction, where the user’s desired task is interrupted one
or more times by other tasks not directly related to the one the
user is focusing on” [38] when asking users to give full access to
the microphone. Trap-Setters used the dark pattern strategy “forced
action,” defined as “any situation in which users are required to
perform a specific action to access (or continue to access) specific
functionality” [38], as they were bundling various services together
to agree to privacy permissions without giving users a choice to se-
lect. Through these instances, among others, participants appeared
to operationalize certain dark pattern strategies into the proposed
solutions to reach the stakeholder’s goal, frequently leveraging
persuasive principles as a vehicle. By the Book created a design
space that had this “dark” potential, where participants used princi-
ples that were positively framed in the provided flyer to persuade
users without any reflection on how these actions might negatively
impact the user experience. There were also important areas of
interplay among roles as it related to value awareness. The Business

Analyst validated their persuasive solutions since they were already
being implemented in other technological products to fulfill the
stakeholder’s goal, while the Conscience demanded not to imple-
ment these solutions in their “darkest” form, leaving the Diluter
to proceed with slightly weaker forms of the same manipulative,
persuasive, or coercive design outcomes that supported business
values. The individual designers had all the appropriate knowledge
and awareness regarding the kinds of manipulation and impacts on
the user, yet instead of critically evaluating and speculating about
the ethical concerns, their goal remained solely to “manipulate
the user” as the design task requested. To some degree, this kind
of design action that prioritized business values unquestioningly
could be anticipated based on other studies, such as the Milgram
experiment—where participants engaged in harmful conduct to-
wards other human beings due in part to perceptions of obedience
to authority—however, the degree to which participants navigated
value awareness, manipulation, and dilution to appear to address
business goals while not looking totally “evil” represented more nu-
ance relating to personal responsibility, design action, and potential
social impact than we might have expected.

The persuasive and manipulative roles taken on by the students
to generate solutions and rationalize their decision making took on
properties of propagation and dynamic interaction. During interac-
tions among the designers in their groups, the range of roles were
not linked to a particular participant, but rather pervasive, dynamic,
and persistent among the group of participants as they worked to-
gether to manipulate the user and support the stakeholder’s goal.
We have detailed these propagation interactions among team mem-
bers, including the team dynamics and individual roles that led to
successful propagation, in a parallel analysis which we report in
Chivukula and Gray [15]. Even given the disciplinary differences
of the students—with differing training on ethics and social re-
sponsibility in IE and UX—we saw no particular differences in the
emergence and movement among disciplinary perspectives in our
analysis. We found the patterns of propagation that introduced and
then sustained manipulative intent to also rely upon dynamic and
emergent relationships among the solution-focused and rationale-
focused roles in ways that informed both the emergence of ethical
awareness and the dilution of manipulative outcomes that built a
“dark” consensus among group members. Overall, individually or as
a group, these findings about the participants’ behaviors provides
a descriptive account of how computing students react to a given
stakeholder request and the interactions capture new dimensions
of ethical engagement that may not be as readily explored through
other common ethics education techniques such as case studies.
This interaction among the roles illustrates the nuanced and diverse
roles taken by these participants that propagated “dark” intentions
that led to ethically problematic design outcomes. The behaviors
we observed among the participants as they were deliberating and
accepting the manipulative design brief provides insight into how
educators might better support both awareness and pragmatic tools
for action that aid in ethically-focused and value-conscious decision
making. As much as participants did demonstrate levels of aware-
ness of their ethical responsibility towards their users, we question
the participants’ perception of their felt agency to work against or
actively reject the manipulative design goal. The students poten-
tially had the space to confront the darkness of the design space in
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ways that they might not in a formal industry setting where their
employment might be at risk, but instead the participants proposed
a range of solutions taking on a complex set of manipulatively-
focused roles. This points towards questions for future work, such
as: How do computing students identify their agency in relation
to a design decision or design space? How do computing students
identify their responsibility towards users or society in relation to
their proposed solution? What are some ways in which students
can be supported to critically reflect on their ethical responsibility
and role?

6.2 Pedagogical Opportunities to Support
Ethical Awareness and Action

Given the descriptive accounts of computing students’ behaviors,
we have identified opportunities for pedagogical interventions that
may enhance students’ pragmatic awareness of ethical design pro-
cesses and complexities in decision making. Through the construc-
tion of this protocol study, we intentionally sought to frame the de-
sign brief in ways that foreground key business tensions commonly
present in industry work. As revealed in our findings, this ethically-
problematic framing of design outcomes reveals attitudes to ethical
engagement that are not focused on awareness or even disciplinary
prerogative, but rather on pragmatic engagement both with ethi-
cal awareness and links to socially responsible design outcomes.
Building on these findings, we offer suggestions to strengthen com-
puting education experiences that relate to pragmatic reflection,
tool reflection, and self reflection.

From a pragmatic reflection perspective, we propose the need
for more ecologically-resonant ways for students engage with eth-
ical concerns in their course experiences, and when appropriate,
build the capacity to question authority. While methodologies such
as VSD provide entry points towards building ethical awareness,
there is less support for building ethically-focused roles with which
students and practitioners can constructively engage with ethical
dilemmas, tensions, or responsibilities towards the user or society.
As demonstrated in our lab protocol outcomes, real world design
challenges demonstrate the benefit of raising ethical complexity
in ways that are increasingly being taken up by computing educa-
tors (e.g., using examples of discrimination when teaching about
algorithms). An additional set of “on the ground” instructional tech-
niques to engage computing students in grappling with the ethical
complexities that arise during decision making—including the abil-
ity to reject the initial framing of the design situation—may increase
the ability of students to engage in pragmatic reflection, both in the
moment and over time. In particular, we propose instructional tech-
niques that are aligned with multiple frames of ethical reasoning,
including practical business, disciplinary, user, and societal factors.
Each of these frames foregrounds particular forms of what Gray and
Chivukula [36] have described as “ethical design complexity.” Using
this pragmatic framing technique, students may be able to better
consider the ethical complexities that are present in everyday work
scenarios, building on existing professional code of ethics alongside
pragmatic roles that are taken on to strengthen or weaken ethical
commitments. We suggest bringing ecological or organizational
dimensions of computing practice into the classroom, use ethical
dilemmas faced by practitioners to stimulate conversations around

ethical responsibility, and prepare students for practical barriers in
applied ethics which frequently involve people in different disci-
plinary roles with varying levels of power, attendance to a range of
stakeholder objectives, and felt levels of personal and disciplinary
responsibility towards product outcomes. By using a pragmatic
frame to engage with ethics, computing students may be better
positioned to build awareness and advocacy for both users and
ethically-focused societal outcomes.

From a tool reflection perspective, we propose a pedagogical focus
on the intentions that designers bring to design situations, focusing
on how these intentions may link to the selection of appropriate
tools to support ethical action. The process of method selection
and use is poorly understood in both design education and practice
contexts, and we have found this area in particular to be a produc-
tive space to identify intentions that drive tool selection, and map
these intentions in relation to matters of ethical concern. Recent
work has begun to articulate some of the ethics-focused supports
that may build student and practitioner awareness or capacity to
act [16], but the felt need of students for such methods or tools is
an important area for future study.

As part of this future work, computing education researchers
may consider the role of particular “intentions” to describe a set of
expectations a student might have about knowledge of their ethical
standpoint and articulate a particular scope of design complexity
that a designer might be experiencing. For instance, intentions such
as wanting to “break the design” or find flaws, wanting to identify
a set of guiding values for a given project, or wanting to align team
members in addressing difficult scenarios or contexts frame both
ethical awareness and the need for ethical support. By framing these
intentions around particular areas of project-based, team-based, or
personal engagements with issues of ethical concern, we can create
awareness among computing students with the potential for action.

From a self reflection perspective, computing students can be
engaged in self-reflection — in the moment and overall — about
their roles in decision making and realize their ethical responsi-
bility. The list of roles described in this paper can act as critical
reflection tools for designers to become aware of various “hats”
they take on during decision making, knowingly or unknowingly.
From our observations regarding the interactive nature of these
roles among a group of students, the list of solution-focused and
rationale-focused roles may aid students in realizing that ethical
awareness and action require continuous balance that begins—but is
not fully satisfied—with the knowledge that a behavior or outcome
is potentially problematic. Through self-reflection, each student
may find ways to better articulate the values and philosophy that
guides their work, while also encouraging the articulation of these
values as they engage in student and practitioner teams.

7 CONCLUSION
In this paper, we present the results of a role analysis that provides
a descriptive account of ethical reasoning that arises among com-
puting students as they designed for a multi-channel voice user
interface (VUI) experience. We describe a set of solution-focused
and rationale-focused “dark” design roles taken on by these stu-
dents, which as a set elucidate the discursive means through which
these students engaged with and sought to balance manipulative
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and value-centered intentions. These roles were often actively prop-
agated through design discourses, impacting the other designers in
ethically-negative ways. Even when students were aware of ethical
concerns based on their educational training, this awareness did not
consistently result in ethically-sound decisions, underscoring the
need for more pragmatically-focused ethical training in computing
education. Based on these findings, we propose implementable ped-
agogical interventions in computing education from a pragmatic,
tool, and self-reflection perspectives.
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