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ABSTRACT

Herein, the problem of multi–class classification of partici-

patory civil issue reports in crowdsourcing platforms is ad-

dressed. Specifically, an efficient method is proposed to guide

the selection of heterogeneous features, so as to account for

different information facets of the reported issue. An opti-

mization framework is devised to select the minimum num-

ber of informative features from each feature set, and switch

between feature sets when deemed necessary to achieve an ac-

curate classification decision. Evaluation on real–world data

from SeeClickFix, a government 2.0 platform, shows the abil-

ity of the proposed framework to classify civil issue reports

with up to 92.6% accuracy, while using 99.82% less features

than the state–of–the–art.

Index Terms— multiple feature sets, optimum feature se-

lection, e–government

1. INTRODUCTION

Government 2.0 applications have facilitated government–

citizen interactions by providing easy access and increasing

transparency to public services through platforms such as

SeeClickFix [1] in US, FixMystreet [2] in UK, Nonoville

and IMcity [3] in Greece. According to the United Nations

E–Government database, popularity of such platforms has

increased significantly between 2008 and 2018 [4]. In order

to ensure that the needs of every concerned citizen are met,

dedicated officials have to manually assess issue reports and

take action when necessary. A scalable automatic multi–class

classification framework could be used to help officials in

their decision–making process.

In this paper, we propose a framework to address the

challenging problem of automatic multi–class classification

of civil issue reports using multiple feature sets. Specifically,

a reported civil issue may comprise fields such as title, de-

scription, tags or images, leading to a set of heterogeneous
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features extracted from textual and visual content, tags and/or

metadata. Determining the class that each civil issue report

belongs to requires evaluating the most informative features

from each feature set. We formulate this task as a sequential

hypothesis testing problem, where features are reviewed se-

quentially in each of the feature sets, by determining whether

to continue the review process on the current feature set or not

until the last feature set is reached. Our framework decides

to stop and classify the issue when reviewing more features

does not improve the accuracy of the classification decision.

Our proposed algorithm is guaranteed to lead to an accurate

decision by using the minimum number of features from each

feature set specific to each civil issue report.

Automatic classification of civil issue reports has been

explored recently, however, prior work has focused on bi-

nary [5–7] and multi–class classification [8], and urgency es-

timation [9, 10] of civil issue reports based on homogeneous

features. In our prior work [11], we have used multiple feature

sets but for binary classification. Extending this line of work

to the multi–class setting is non–trivial. Beyond civil issue re-

port classification, feature selection methods [12–16] produce

a fixed set of features to be used during classification, com-

mon to all data instances. Recently, it has been shown that this

approach is sub–optimal [8]. At the same time, selecting dif-

ferent subset of features from different sets per data instance

has the potential to improve classification interpretability.

The rest of the paper is organized as follows. In Section

2, a stochastic optimization problem is defined to mathemat-

ically describe the task at hand. Section 3 derives the solu-

tion to this problem, while Section 4 discusses our proposed

algorithm. Section 5 provides experimental results on a real–

world dataset from the SeeClickFix platform. Section 6 con-

cludes the paper, and discusses future research directions.

2. PROBLEM DESCRIPTION

We consider a set Z of civil issue reports, where each such

report z ∈ Z is described by a vector f , [f1, f2, . . . , fQ]
>,
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compared to the state–of–the–art.

Currently, we are in the process of assessing the perfor-

mance of our proposed algorithm on a variety of datasets. As

part of our future work, we plan to theoretically derive the

average number and associated standard deviation of features

per feature set needed to reach an accurate classification de-

cision. Furthermore, we will consider various extensions of

our existing framework, including but not limited to switch-

ing back/forth between feature sets, performing classification

at any step of the process, and optimizing the order by which

feature sets are reviewed.
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