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2017). Although electricity imports make up a small-but-growing 
portion of US electricity consumption, they are becoming increasingly 
important to border regions such as New England and New York (EIA, 
2017). 

This recent evolution of the electricity sector towards increased 
reliance on natural gas and the increasing interconnectedness of North 
American energy markets puts the continent at risk to unexpected 
fluctuations in natural gas fuel prices. Historically, natural gas prices 
have experienced remarkable volatility and only relatively recently the 
world has entered the current paradigm of inexpensive natural gas. 
Given the potential for market disruptions that have been experienced 
before, this paper seeks to answer: “How could the North American 
natural gas and electricity sectors respond to unforeseen and sudden 
changes in the price of natural gas under different buildout configura
tions?” We answer this question using several different models which 
depict either the macroeconomic equilibrium or the bottom-up invest
ment and operational decisions for the electricity and natural gas 
sectors. 

The research exploring energy security and responses to fuel price 
shocks is extensive but has primarily focused on oil markets while being 
and been econometric in nature (Huntington, 2005; Jones, Leiby and 
Paik, 2004; Kilian, 2009; 2010; 2014; Lescaroux and Mignon, 2008; Park 
and Ratti, 2008; Stern, 1993). Those that have been simulation-based 
(Coen and Hickman, 1983; Uría-Martínez, Leiby and Brown, 2018), as 
opposed to econometric, have again focused on shocks to oil markets. 
The general consensus among these studies is that shocks to oil prices 
result in a negative impact on the economies of countries that are net 
importers of oil (Oladosu, Leiby, Bowman, Uría-Martínez and Johnson, 
2018). Therefore, responses from and resulting net benefits for each 
country will largely depend on its balance of trade for natural gas as well 
as the relative sizes of the country’s energy sectors. Each of the countries 
modeled in this study has starkly different position in trade; for example, 
Canada is a net exporter of natural gas whereas Mexico is a net importer 
and exports very little natural gas (NACEI, 2019). The US has histori
cally been a net importer of natural gas but recently has become a net 
exporter, with 67% of its pipeline exports destined for Mexico in 2018 
(EIA, 2019). With the macroeconomic representations, this study elu
cidates the overall economic impact of these shocks in terms of Gross 
Domestic Product (GDP). In contrast, the partial equilibrium, bottom-up 
models of electricity and natural gas sectors provide more detailed in
sights to the technological responses to gas price shocks with less 
resolved representations of macroeconomic feedbacks. 

To the best of our knowledge, no study to date has been simulation- 
based while focusing on the interactions of natural gas and electricity 
markets with unforeseen disruptions in natural gas prices. The findings 
from this study will be useful to policy makers and industrial partici
pants that are interested in the economic resiliency and associated long 
term planning decisions inherent in their energy sectors. The paper is 
structured as follows. The next section, Methodology, provides brief 
overviews of the models used in this study; although descriptions are 
brief, the section also includes sources to find more information on each 
model. The Scenario Design subsection describes how the shocks are 
implemented as well as the various policy and assumption modifications 
to create the four system configurations. The Results section presents 
results separately for each country and sector in turn then covers in
ternational trade across the North American continent. Finally, we 
present the overall implications of the study as well as the caveats and 
areas for further research in the Discussion section. 

2. Methodology 

This section is broken into two parts. The first subsection contains a 
brief overview of the models used in this study; more information on the 
models can be found in the leading article to this article’s special issue as 
well as in the references provided. The second subsection serves to 
describe the scenario design and shock implementation. 

2.1. Model descriptions 

This subsection serves to provide a broad overview of the models 
used in this study; more detailed information on each model is available 
through the models’ referenced documentation and in the supporting 
information of this special issue. Table 1 below lists the models used in 
this study and the subsequent paragraphs provide a brief description of 
each model in turn as well as references to find more information. 

ECCC’s multi-sector multi-regional (EC-MSMR) model is an open- 
economy recursive-dynamic CGE model of the global economy, formu
lated in MPSGE (mathematical programming system for general equi
librium). There are 16 regions, 20 basic commodity-producing sectors 
and three final demand sectors (consumption, governmental spending, 
and investment) in the model aggregated from Global Trade Analysis 
Project Database version 9. Of the 20 commodity-producing sectors, 
electricity sector is split into power generation, transmission and dis
tribution. Power generation is composed of various technologies: (1) 
fossil fire, (2) nuclear, (3) hydro, (4) wind, (5) solar, (6) geothermal, (7) 
biomass, (8) coal integrated gasification with carbon capture, (9) nat
ural gas power generation with carbon capture, (10) biomass power 
generation with carbon capture, and (11) solar power generating with 
storage. The last 4 electricity generation technologies are backstop 
electricity generation technologies that may be activated in the presence 
of climate policy. There are also three non-electric Backstop Fuel 
Technologies implemented in the model: (1) biomass to liquid, (2) H2 
supply, and (3) renewable natural gas which can be substituted for fossil 
energy use (Ghosh, Luo, Siddiqui and Zhu, 2012; Zhu, Ghosh, Luo, 
Macaluso and Rattray, 2018). For more information on EC-MSMR, see 
Ghosh et al. (2012) for the algebraic formulation and Zhu et al. (2018) 
for detailed background information. 

MUSE, the ModUlar energy systems Simulation Environment, is a 
global simulation model which simulates the whole energy system, 
including demand, transformation/conversion, and supply sectors. The 
demand sectors are:  

- industry which includes the five most energy intensive subsectors 
(pulp and paper, iron and steel, cement, aluminium, chemicals) with 
a total of 201 technologies  

- agriculture which includes food, vegetables, forestry, and bioenergy 
production with a total of 25 technologies 

- commercial and residential buildings which include heating, cool
ing, cooking, lighting, and conditioning systems used in services and 
households with a total of 143 technologies 

The transformation sectors are characterized by:  

- the power sector which includes the power stations (coal, oil, gas, 
biomass) based on conventional and CCS-retrofitted processes; re
newables (hydropower, tidal, wind, geothermal energy) 

- refineries which produce conventional fuels, biofuels, aviation bio
fuels and hydrogen and include a total of 30 technologies 

The supply sectors in MUSE are based on exogenous supply curves 
for nuclear, coal, wastes, oil, and associated gas. Non associated gas is 
modeled through a profit-based dynamic supply curve approach (Crow, 
Giarola and Hawkes, 2018). 

MUSE sectors are modeled as individual modules where drivers for 
investment decisions and operations reflect the decision making of key 
players in each sector using an agent-based modelling approach (Sachs, 
Meng, Giarola and Hawkes, 2019). In the power sector the decision rule 
for new investments and operations applies a merit order approach 
based on minimum cost. 

Each sector interacts with the rest of the energy system though a 
partial equilibrium framework, offered by a market clearing algorithm 
which balances each energy commodity supply and demand (Giarola, 
Crow and Hawkes, 2019). The market uses a dynamic recursive 
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algorithm to match supply and demand in an imperfect foresight tem
poral simulation approach where the forward price and demand tra
jectories are known to investors for a limited number of future years. 
The intermittency of the electric output from renewables is described 
through aggregated capacity factors obtained from a detailed spatially 
explicit analysis which integrates the methodology described in (Bosch, 
Staffell and Hawkes, 2017). The electricity demand is an aggregation of 
the sectors demand endogenously calculated following seasonal (three 
seasons) and diurnal load shapes for a total of 30 time slices. Specif
ically, three seasons (winter, spring-autumn, summer), four slices in a 
day (night, morning, afternoon, evening time slices), and two additional 
demand peaks during weekdays are modeled. 

The North American Natural GAs Model (NANGAM) is an inter
temporal, bottom-up, partial-equilibrium model that simulates natural 
gas infrastructure decisions in North America (Feijoo, Huppmann, 
Sakiyama and Siddiqui, 2016; Feijoo et al., 2018). It comprises of the 9 
census regions of the US and a region that accounts for Alaska and 
Hawaii, 2 regions for Canada, 5 regions for Mexico and a Rest Of World 
region. Between the 18 regions there exist 69 representative pipeline 
connections. The capacity and investment cost of the representative 
pipeline connections are based on 778 active projects and 187 new ones 
that account for a total of 45,791 miles of pipeline projects. Represen
tative producers and pipeline operators are assumed to be 
inter-temporal profit maximizers. The representative producer in each 
region decides on optimal natural gas production and capacity expan
sion, while pipeline operators decide on optimal trade between regions 
and expansion of pipeline capacity. The model thus includes the 
Karush-Kuhn-Tucker optimality conditions of all producers and traders, 
coupled with market equilibrium conditions and is formulated as a 
Mixed Complementarity Problem (MCP) with a stochastic extension also 
available for analysis (Sankaranarayanan, Feijoo and Siddiqui, 2018). 

Production and transportation costs for the US are retrieved from the 
U.S. Energy Information Administration (EIA); for Canada from the 
National Energy Board (NEB) of Canada; and for Mexico from SENER. 
NANGAM runs in 5-year time steps until 2050. Reference production, 
consumption and inter-regional trade projections for the time horizon 
are retrieved from the Annual Energy Outlook 2017 (EIA, 2016) for the 
US (Annual Energy Outlook, 2017 with projections to 2050, 2016), from 
Canada’s Energy Future 2016 report for Canada (National Energy Board, 
2016), and from the Mexico Natural Gas Outlook 2016 for Mexico 
(SENER, 2016). The model is then calibrated to match reference data. 
NANGAM is written in GAMS and is based on the Multimod framework 
(Huppmann and Egging, 2014). 

The National Energy Board’s Energy Futures Modeling System (NEB- 
EFMS) is a multi-model framework used to develop the energy supply 
and demand projections found in the NEB’s Canada’s Energy Future series 
of outlooks. Natural gas production projections are primarily based on 
an NEB-developed deliverability model for the Western Canadian 
Sedimentary Basin that estimates future production based on various 
inputs including detailed historical well data, assumed prices and rev
enue reinvestment, drill day cost, well productivity, and LNG exports. 
Electricity generation and energy use projections are made using the 

NEB-EFMS model, developed by Systematic Solutions Inc. NEB-EFMS is 
a system dynamics model where detailed energy use by type, economic 
sector, and region in Canada interacts with an electric supply simulation 
for each region. Key inputs include energy prices, energy supply pro
jections, technology costs, policy parameters, and macroeconomic pro
jections which are provided by Stokes Economics. 

The revised Regional Energy Deployment System (ReEDS 2.0) 
models electricity transmission, capacity, and generation across Canada, 
Mexico, and the USA. The model seeks to minimize the costs of invest
ment and operations in the electric power sector. ReEDS 2.0 includes 
205 power balancing regions which balance electricity supply and de
mand through generation and transmission. Hydropower, concentrated 
solar power (CSP), utility scale photovoltaic (PV), distributed PV, 
onshore wind, offshore wind, and geothermal capacity expansion costs 
are represented through supply curves that entail the cost of connecting 
the resource to the nearest grid entry point; CSP and wind capacity 
supply curves are represented in 454 further subregions. ReEDS 2.0 
includes a detailed depiction of the challenges associated with renew
able integration and the valuation of grid services for variable renewable 
energy technologies, namely the curtailment and capacity credit 
attributed to each energy technology. The ‘2.0’ indication is to distin
guish the model from its former version since it has been re-written from 
scratch starting in 2018; the revised model’s code and data for the US is 
publicly available.1 More information on the model representation can 
be found in Brown et al. (2020). 

Tools for Energy Model Optimization and Analysis (Temoa) is an 
open source energy systems optimization model. Temoa is formulated as 
a linear program that minimizes the total system cost of energy supply 
over the user-specified time horizon,2 subject to both system-level and 
user-defined constraints. System-level constraints include conservation 
of energy at the individual process level, the global balance of com
modity production and consumption, and the satisfaction of end-use 
demands. User-level constraints include emission limits, maximum 
technology growth rates, and bounds on technology capacity and ac
tivity. Temoa minimizes the total system-wide cost of energy supply by 
optimizing the installation of new capacity and utilizing both new and 
existing capacity to meet demand over a user-specified time horizon that 
typically spans multiple decades. The time horizon is split into a user- 
defined number of time periods, which represent a bundled set of 
years. The results for each year within a given time period are assumed 
to be identical. To represent intra-annual variations in energy supply 
and demand, the model balances energy commodity flows across a set of 
user-defined time slices, which represent different combinations of 
seasons and times of day. The complete algebraic formulation of Temoa 
is presented in (Hunter, Sreepathi and DeCarolis, 2013) with updates 
provided in (DeCarolis, Hunter and Sreepathi, 2018). The input 

Table 1 
Model characteristics.  

Model Acronym Institution Model Typea Energy Sectors Representedb Canada Mexico USA 

EC-MSMR Environment and Climate Change Canada CGE All Major X X X 
MUSE Imperial College London IAM, Partial Equilibrium All Major X X X 
NANGAM Johns Hopkins University MCP, Partial equilibrium Natural Gas X X X 
NEB-EFMS National Energy Board (Canada)c CGE All Major X   
ReEDS 2.0 National Renewable Energy Laboratory LP Electricity X X X 
TEMOA North Carolina State University LP All Major   X 
urbs-MX Technical University of Munich LP Electricity  X   

a CGE: Computable General Equilibrium; MCP: Mixed Complementarity Problem; LP: Linear Program; IAM: Integrated Assessment Model. 
b ‘All major’ energy sectors designates natural gas, coal, and oil as well as their conversion to electricity and petroleum-derived products. 
c As of August 28, 2019, the National Energy Board became the Canada Energy Regulator. 

1 See https://www.nrel.gov/analysis/reeds/for more information.  
2 Note that the intertemporal nature of the Temoa model does not allow for 

an unexpected increase in fuel prices without significant modifications; there
fore, the Temoa shocks in this analysis are foreseen. 
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database used in this analysis represents the US energy system by the 
nine US Census Divisions, with electricity trade allowed between the 
regions. Patankar et al. (2019) provides full documentation of the 
database (Patankar, Eshraghi, Nagarajan and DeCarolis, 2019). 

urbs-MX is a nine-region model of the Mexican power system based 
on urbs, an open-source linear optimization modeling framework for 
capacity expansion and unit commitment analyses (TUM ENS, 2019). 
The model minimizes the annual system costs which comprise all in
vestment costs by their annualized depreciation as well as the opera
tional and environmental costs. As a result, the least-cost portfolio of 
generators, storage and transmission that meet the exogenously-defined 
electricity demand at every hour of the modeled year under capacity and 
environmental constraints is deterministically calculated. Furthermore, 
it allows the integration of multiple input and output commodities 
resulting in a detailed representation of the energy conversion processes. 
urbs-MX considers 17 power generation technologies, out of which 6 use 
renewable sources. These include, bioenergy, geothermal energy, hy
dropower with reservoir, run-of-river hydropower, onshore wind power 
and utility-scale photovoltaics. Additionally, two storage technologies, 
namely pumped-storage plants and lithium-ion batteries are included. A 
high temporal resolution of 8760 h per year is used to ensure the 
chronological tracking of storage and the detailed matching of inter
mittent supply and electricity demand. More information on the model 
can be found in (Molar Cruz, Guillén and Hamacher, 2018). 

2.2. Scenario design 

Each model is run for variations in system configurations that are the 
result of either policy or technology assumptions. Specifically, there are 
four different system configurations: Reference, Low Renewable Tech
nology Costs, High Renewable Technology Costs, and a Renewable 
Mandate. The Low and High Renewable Technology Costs configura
tions adjust the costs of capacity for wind and solar technologies based 
on the 2018 Annual Technology Baseline (Vimmerstedt et al., 2018); the 
Low Technology Costs reflect the ‘low’ case as indicated by the ATB 
whereas the high costs reflect the ‘constant’ case as indicated by the 
ATB.3 The Renewable Mandate is modeled after the 34th Energy 
Modeling Forum’s specification that requires renewable generation to 
satisfy 30% of electricity consumption in 2020 and increasing linearly to 
60% by 2050. 

For reference, the scenarios names, abbreviations, and descriptions 
are presented in Table 2 below. Note that the appended ‘_High’ and 

‘_Low’ to any of the four case names indicates the case being shocked to 
the high and low gas price trajectory, respectively. Finally, there is a key 
distinction between the ‘BAU’ and ‘reference’ declarations; ‘BAU’ in
dicates the models’ base conditions without any modifications to policy 
or fuel prices whereas ‘reference’ indicates the shock cases’ respective 
reference case. For example, the ‘reference’ case for the RenMandate_
High shocked case is the RenMandate case. 

Although all models in this study rely on several different sources for 
input data, natural gas prices and price trajectories are from the 2019 
Annual Energy Outlook (Annual Energy Outlook, 2019 with projections to 
2050, 2019) and its associated Reference scenario which is shocked to 
the AEO’s High Oil and Gas Resource (HOG) and Low Oil and Gas Resource 
(LOG) cases. The shocks are implemented similarly across all models – 
the system will be solved up until the earliest modeled year before 2030 
under the assumption that gas prices will remain at the AEO’s Reference 
scenario levels and then, in 2030, gas prices are either raised or lowered 
consistent with either the AEO 2019’s HOG or LOG cases. Fig. 1 presents 
the gas prices as modeled in the Reference and either of the high or low 
price shock cases as well as the capacity cost assumptions by technology 
(PV and wind) and scenario (Mid, Low, High). Natural gas prices 
delivered to the electricity sector increase by 24.2% in the LOG shock 
case and decrease by 19.3% in the HOG shock case relative to the 
reference case in 2030. Although Uria-Martinez et al. (2018) impose a 
shock that lasts only five years, the discrepancies in models’ represented 
years makes a consistent shock length difficult; therefore, the adjust
ments to natural gas prices persist through the end of the modeling 
horizon. 

An exception to this scenario design is in NANGAM’s representation. 
For these scenarios, the quantity of natural gas consumed in the elec
tricity sector from ReEDS 2.0 is communicated to NANGAM in a one- 
way linkage. NANGAM uses those quantities specific to the electricity 
sector to compute the percentage change in natural gas demand 
compared to the baseline scenario and update NANGAM’s regional de
mand by a shift in the demand curve. NANGAM is then run to produce a 
new set of results based on the updated demand levels. 

3. Results 

Of the differences across models, regions represented presents a clear 
distinction; therefore, we present results for each country and sector in 
turn then summarize findings for all countries in the discussion section. 
Results for the electricity sector focus on each country’s generation 
profile, electricity prices,4 country-level net exports, and system cost 
impacts to the two price shocks and under the various system configu
rations. Natural gas results will focus primarily on prices, extraction, and 
net exports. As a note, we choose to present 2030 in the electricity 
generation total and difference plots as it presents a summary of the 
immediate response of the electricity system; the same plots by year and 
model are presented for Canada, Mexico, and the USA in Appendices A, 
B, and C, respectively. 

3.1. Canada electricity 

A summary of the models’ electricity generation profiles in 2030 is 
presented in Fig. 2 with additional figures available as Figure 11, 
Figure 12, and Figure 13 in Appendix A. Note that the first row of Fig. 2 
presents the total amount of 2030 generation under the Reference case 
whereas the next two rows contain the difference-from-Reference for the 
respective High and Low gas price shock case. Each model has a high 

Table 2 
Reference scenario design.  

Name Abbreviation Setup 

Business-as-Usual BAU Each model’s unaltered market conditions 
and assumptions 

Renewable 
Mandatea 

RenMandate Renewable generation to meet 30% of 
electricity consumption in 2020, increasing 
linearly to 60% by 2050 

High Renewable 
Capacity Costs 

HighRenCost High Renewables cost for wind and solar 
technologies as represented through the 
‘constant’ case from ATB 2018 

Low Renewable 
Capacity Costs 

LowRenCost Low Renewables cost for wind and solar 
technologies as represented through the 
‘low’ case from ATB 2018  

a The renewable mandate in this study is for exemplary purposes only and is 
modeled after the 34th Energy Modeling Forum’s scenario design. 

3 Although unrealistic to have constant costs for renewable capacity 
throughout time without significant policy or other intervention, the high 
renewable costs scenario is intended to act as an extreme scenario for low 
reneable deployment. 

4 The models used in this study have varying representations of electricity 
price. For ReEDS 2.0 and urbs-MX, the price presented in this work is consid
ered a wholesale price, akin to the marginal cost of power generation. For NEB- 
EFMS, the price is considered a market price for the electricity sector, similar to 
a retail price. 
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the trade relationships are dependent on the system buildouts; since 
Mexico builds out its natural gas capacity alongside the USA, their trade 
relationship is relatively unaffected relative to Canada which has lesser 
natural gas electricity generation. 

This study shows that some observed trends of natural gas markets in 
North America will continue under all scenarios but will be exacerbated 
under different shocks and renewable policies and costs. The United 
States remains the largest exporter, and Mexico a net importer. How
ever, natural gas behaves as a complement to renewable energy in the 
short run, and a substitute in the long run, which is exacerbated/miti
gated by higher/lower renewable costs. Policy design is thus critical for 
how natural gas markets respond to shocks. Net exports change mini
mally under the renewable mandate scenario, indicating that the policy 
will have minimal impact on cross-border trade. However, higher or 
lower renewable costs impact the market quite a bit, implying that 
shocks to natural gas prices need to be coupled with an understanding of 
renewables costs in order to have a comprehensive understanding of 
what is happening in the market. 

Limitations to this study lead to the potential for future research. For 
one, we chose only two characteristics to harmonize (gas prices and 
renewable technology costs). For a more coordinated comparison, 
several aspects of these models could be further harmonized including 
demand projections, temporal representations, all cost assumptions, and 
policy representations. Although we offer comments for a very surface- 
level comparison of models, a continuation of this study would focus on 
how model assumptions drive the responses to price shocks. Second, this 
study has only focused on one specific type of shock whereas future work 
could look at the combinations of fuel price shocks with policy shocks, 
macroeconomic shocks, and technological breakthroughs. Finally, this 
work would benefit from a wholistic metric of the impact of shocks; for 
example, Uria-Martinez et al. (2018) compare the welfare responses of 
different system configurations and shocks but resource limitations 
constrained this study from mimicking that approach. Although general 
resilience has become a focal point of power systems research, very few 
researchers have looked at economic resilience in the same way as this 
study - yet it offers a unique perspective for system planners and policy 
makers. 
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