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1. Introduction 

In the wake of the global pandemic, and the ensuing rise of unemployment, homelessness, which is defined by the 

federal government as staying in a residence not habitable for permanent living conditions, remains to be a persistent 

problem in the United States, where an estimated 553,772 people experience homelessness on a given night [1]. 

Homelessness represents a complex public health and social problem that depends on various factors. Most often 

insurmountable challenges lead to homelessness, which include loss of a job, medical issues, family breakup or 

violence, substance abuse, mental health problems and/or involvement with the child welfare system at the individual 
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Abstract 

Homelessness presents a long-standing social problem for nearly every community across the world. A key goal of homelessness 

service provision is to reduce the number of individuals who experience repeated episodes of homelessness. The goal of this work 

is to determine the feasibility of an automated recommendation system designed to carefully match individuals to homelessness 

service facilities when they first experience homelessness. Specifically, machine learning methods are used to recommend the exact 

service facility that a homeless individual can benefit from among other numerous homeless-serving organizations in the Capital 

Region of New York, based on individual time-variant (e.g., monthly income, age) and time-invariant (e.g., race, sex) features. The 

data used in the study span a total of 38, 800 individuals seeking federally funded homelessness assistance from 2005 through 

2019. The best performing method achieves an accuracy of 81.5%. 
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level. A lack of affordable housing is another significant factor at the societal level [2]. The United States has 7.4-

million-unit shortage in affordable housing [3], which is also associated with increasing evictions. Between 2000 and 

2016, an estimate of 61 million eviction cases were filed in the nation [4]. Due to the financial crisis during the 

pandemic, nearly 19-23 million renters are continually facing the risk of eviction by the end of 2020 [5].  

Communities throughout the United States respond to homelessness with a variety of service programs, including 

emergency shelter (ES), day shelter (DS), transitional housing (TH), rapid rehousing (RRH), homelessness prevention 

(HP), and street outreach (SO), along with other resources for support. These services are expected to complement 

one another and form a desirable trajectory for a homeless person to exit homelessness. For example, a shelter provides 

a place to stay for emergencies whereas Permanent supportive housing (PSH) provides more long-term housing 

arrangement. It is noteworthy, however, that homelessness is often chronic and repetitive. A shelter is not usually just 

for a one-time visit; rather, the history of being in a shelter in the past becomes a significant predictor for who might 

become homeless later [6]. Even long-term solutions such as permanent housing does not mean that the residents will 

live there permanently. It is found that substantial numbers of PSH residents leave within months of entry, both 

voluntarily and involuntarily [7], which implies that the cycle of homelessness may continue even after people are 

placed in PSH. 

Can this complex and tenacious issue be benefited from machine learning? In this study, we ask the question of 

whether accurate recommendations for matching individuals to homelessness service programs when they first 

experience homelessness can be algorithmically made. We present a proof of concept  automated recommendation 

system which is capable of recommending the exact service facility that a homeless individual can benefit from among 

other numerous homeless-serving organizations in the Capital Region of New York, based on individual time-variant 

(e.g., monthly income, age) and time-invariant (e.g., race, gender) features. Our proposed solution could be used as a 

reference point by communities striving to improve the current housing systems in the future. In contrast, the 

administrative processes of assessing housing eligibility and assigning individuals to homelessness service programs 

that are available at any given time is to date manually performed [8]. 

2. Related Work 

In recent years, significant attention has been given on the application of data science to social problems, which 

was triggered by the need to use resources more efficiently [9]. For example, machine learning can assist homeless-

serving agencies to predict the number of beds needed for a shelter on any given night or the trajectories through 

which homeless people can utilize services and eventually exit homelessness [10]. Such insights can help to identify 

efficient areas (or blind spots) in the current resource allocation system and vulnerability assessment tools.  

Few studies on homelessness and social services have used machine learning, mainly focusing on individual 

outcomes of homelessness and within other social service systems. For example, [9] used unsupervised cluster 

algorithms to identify predictors of homelessness and long-term stays at the emergency shelter. [10, 11] used machine 

learning and secondary data from service provision to understand the prediction of reentry into homelessness. [12] 

examined the use of machine learning as a tool to aid caseworkers when assisting foster care youth who were at risk 

of being homeless to transition into adulthood. Thus, machine learning and data science applied to homeless service 

delivery systems can provide a novel response to this issue [11]. 

At the same time, the proposed two–stage classification method (c.f. Section 3.2) relates to the problem of 

hierarchical classification [13]. The most relevant methods include [14] (tree and Directed Acyclic Graph structured 

hierarchies), [15] (bottom-up multi-label classification), and [16] (global-model approach for hierarchical 

classification). Unlike such methods, our proposed approach relies on the hierarchical relationship of classes to narrow 

down the space of available options, and, in doing so, learn more specialized, highly accurate classifiers. To the best 

of our knowledge, no prior work has explored hierarchical classification for homeless service provision. 
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Fig. 2. Number of clients per project ID. 

Each record in the HMIS dataset contains both time-invariant (e.g., race, gender, ethnicity) as well as time-variant 

(e.g., income) features. Specifically, each record comprises health and disability information (such as physical or 

mental disability and mental health status), income (such as income source and earned amount), enrollment (e.g., 

length of stay, living situation, and housing information), service (i.e., services received), educational background 

(such as last grade attended), and employment information (e.g., currently employed) for each client individually. In 

total, 215 socioeconomic demographics, education background, HUD-defined chronic homelessness, veteran status, 

and health insurance attributes are available. A complete description of the data elements in HMIS is available at [17]. 

Intuitively, personal information, such as name, birth date, and client ID cannot be used as accurate predictors of 

service requests, and thus we exclude such personal attributes from our study. We additionally disregard attributes 

recorded after the departure of a client from a program, since such data comprise privileged information, which is 

unavailable at the time of program assignment. Similarly, we consider data recorded during the period between a client 

entered a given program until the time they exit as relevant to the assignment. An illustration of such “valid period" 

is shown in Fig. 3. In the end, a total of 174 valid attributes with adequate amounts of available data for use in our 

model are used. Table 1 summarizes these attributes. 

We begin by filtering out attributes whose fraction of missing values is larger than 60%. We then remove attributes 

with zero variance and low importance. To quantify importance, we utilize the commonly used feature importance 

function of the lgb.LGBMClassifier() library [18]. After applying this method, we get a score for each feature. The 

higher the score, the more important the feature is. We set a threshold of 500 to filter out low scoring features. The 

top informative features ranked by importance are shown in Fig. 4(a). The interested reader may refer to the complete 

description of HMIS data elements for more details [17]. We finally exclude redundant features [19] by excluding 

those features whose correlation coefficient with other features exceeds 90% (see Fig. 4(b)). 

 

 

Fig. 3. Illustration of “valid" period. Data collected beyond the exit date is considered privileged information, and therefore unavailable at test 

time. As such, data collected beyond the “valid" period are excluded for training and testing purposes.  
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(i) specialized classifiers can be learned given some context (i.e., by exploiting implicit relationships between project 

IDs based on their distinction by type), and (ii) class imbalance [20] can be avoided by flattening the probability 

distribution of project IDs within a given type. Fig. 5 illustrates our two-stage classification approach. 

 

 

 

Fig. 5. Illustration of the proposed two-stage classification approach. 

We consider three machine learning methods for the task of multi-class classification in this context: 

• K-Nearest Neighbors (KNN): One of the most popular machine learning algorithms used for multi-class 

classification [21]. In our study, we use KNN to output a project ID by examining the assignments of 𝑘𝑘 clients that 

are most similar to the one at hand. In the KNN algorithm, the number of neighbors K has the most influence on 

the performance of the KNN compared with other parameters such as distance metric and metric parameter [22]. 

To choose a reasonable value of k [22] and considering the size of the dataset, we use 5-fold cross-validation (i.e., 

the test to training set ratio is 1:4) and select the best performing parameter for our dataset. Specifically, we train a 

KNN classifier for different values of 𝑘𝑘 ∈ {1,2,… ,30}, and evaluate its performance on the test data. 

• Random Forest (RF): Relatively fast compared to other classification models [23], a Random Forrest classifier 

constructs a collection of decision trees with random subsets of features during the classification process, and the 

label with the most votes is chosen as the output. To build the RF classifier, we mainly consider two most crucial 

parameters which are the number of tree 𝑛𝑛 and the function to measure the quality of the split such as GINI and 

Entropy [30]. For parameter of maximum depth of the tree, we set it as none which means the nodes are expanded 

until all leaves are pure for keeping the completeness of the tree split. We tune the number of trees (parameter 𝑛𝑛) 

to be generated as 500, and the maximum depth unlimited, using the GINI criterion. 

• Multi-class AdaBoost (MA): Boosting has been a popular technique for two-class classification [24], with multi-

class variants having recently been proposed [25]. We experiment with Stagewise Additive Modeling using a 

Multi-class Exponential loss function (SAMME) [25]. The advantage of SAMME is that it does not simplify the 

multi-class classification problem as multiple two-class classification tasks. Instead, the label 𝑦𝑦 is encoded into a 𝐶𝐶 dimensional vector 𝑙𝑙, where 𝐶𝐶 represents the number of classes. The loss function is defined as an exponential 

function of 𝑙𝑙, and the goal is to minimize the misclassification rate. For the optimal performance, we use decision 

tree as the base classifier, and thus, we need to tune for the maximum tree depth which is the most important 

parameter for decision tree [31]. 
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concerns of fairness and accountability [28], as it uses real-life data that implies a disproportional representation of 

certain demographic groups. Additionally, no attempt was made to avoid unintentionally introduced systematic biases 

and misuses [29], as addressing such issues was not the main goal of this study. Nevertheless, this study promotes 

human interpretability and encourages recommendations assessment by shedding light into the features used to derive 

recommendations (Fig. 4). In future work, we plan to first study the correlations among sub-variables in depth, for 

example, the association between each demographic variable and its service use patterns, identify disproportionate 

representation or service use, and incorporate such information into machine learning models. 

6. Conclusion and future work 

This study investigated the feasibility of an automated recommendation system designed to algorithmically match 

individuals to homelessness service facilities when they first experience homelessness. Experimental evaluation using 

a real-world dataset indicate the potential of such system. At the same time, it is unclear from the data whether 

assignments based on the extant homeless system actually address housing needs or if “better” assignments can be 

made to help prevent future homelessness. Equally important is the challenge of human interpretability of 

recommendations in order to ensure equity and fairness when deciding how to best allocate scarce, shared societal 

resources using machine learning approaches. We intent to explore these promising research directions in future work. 
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