
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SIAM J. SCI. COMPUT. © 2020 Society for Industrial and Applied Mathematics
Vol. 42, No. 3, pp. A1860–A1884

A POSTERIORI ERROR ESTIMATES FOR THE STATIONARY

NAVIER–STOKES EQUATIONS WITH DIRAC MEASURES\ast 

ALEJANDRO ALLENDES† , ENRIQUE OTÁROLA† , AND ABNER J. SALGADO‡

Abstract. In two dimensions, we propose and analyze an a posteriori error estimator for finite
element approximations of the stationary Navier–Stokes equations with singular sources on Lipschitz,
but not necessarily convex, polygonal domains. Under a smallness assumption on the continuous
and discrete solutions, we prove that the devised error estimator is reliable and locally efficient. We
illustrate the theory with numerical examples.
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1. Introduction. Let Ω \subset R
2 be an open and bounded domain with Lipschitz

boundary \partial Ω. In this work we will be interested in the design and analysis of a
posteriori error estimates for finite element approximations of the stationary Navier–
Stokes problem

(1)  - ∆u+ (u \cdot \nabla )u+\nabla p = F\delta z in Ω, divu = 0 in Ω, u = 0 on \partial Ω,

where \delta z corresponds to the Dirac delta supported at the interior point z \in Ω and
F \in R

2. Here, u represents the velocity of the fluid, p represents the pressure, and
F\delta z is an externally applied force. Notice that, for the sake of simplicity, we have
taken the viscosity to be equal to one.

Since the stationary Navier–Stokes equations model the motion of a stationary,
incompressible, Newtonian fluid, it is no surprise that their analysis and approx-
imation, at least in energy-type spaces, is very well developed; see, for instance,
[41, 24, 10, 39, 40] for an account of this theory.

On the other hand, there are situations where one wishes to allow this model to
be driven by singular forces, like in (1). As a first example of this, in the linear setting,
one must mention that in the case that F belongs to the canonical basis of R2, then
we obtain entries of the Green’s matrix for the Stokes problem. Every situation where
the Green’s matrix needs to be computed or approximated requires the solution of
the linear version of (1). Keeping the problem linear, [31] argues that these equations
can be used to model the movement of active thin structures in a viscous fluid. A
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numerical scheme is proposed, but no complete analysis of this method is provided.
Local error estimates, away from the support of the delta, were later derived in [9].

A second example comes from PDE-constrained optimization (optimal control).
Reference [12] sets up a problem where the state is governed by the stationary Navier–
Stokes equations, but with a forcing (control) that is measure valued, like in (1). The
motivation behind this is what the authors denote sparsity of the control, meaning that
its support is small, even allowing it to have Lebesgue measure zero. The analysis
of [12] assumes that the domain has C2 boundary and seeks a solution to (1) in
W

1,q
0 (Ω) \times Lq(Ω)/R with q \in [4/3, 2). In this setting a complete existence theory

for the state is provided, and the optimization problem is analyzed. Necessary and
sufficient optimality conditions are deduced. Reference [12], however, is not concerned
with approximation.

In this work we continue our program aimed at developing numerical methods for
models of fluids under singular forces. The guiding principle that we follow is that by
introducing a weight, and working in the ensuing weighted function spaces, we can
allow for data that is singular, so that (1) fits our theory. We immediately must com-
ment that the literature already presents an analysis of the stationary Navier–Stokes
equations on Muckenhoupt weighted spaces; see [37]. That paper, however, requires
the domain to be C1,1, which is not suitable for a finite element approximation. We,
in contrast, assume only that the domain is Lipschitz. In [34] we developed existence
and uniqueness for the Stokes problem over a reduced class of weighted spaces; see
Definition 1 below. The numerical analysis of this linear model is presented in [19, 5],
where a priori and a posteriori, respectively, error analyses are discussed. The nonlin-
ear case, that is, (1), is considered in [35], where existence and uniqueness for small
data, and in the same functional setting, is proved. In the setting of uniqueness, an
a priori error analysis for a numerical scheme is also developed. This brings us to
the current work and its contributions. The solution to (1), because of the singular
data, is not expected to be smooth, and thus adaptive methods must be developed to
efficiently approximate it. Our goal here is to develop and analyze a reliable and effi-
cient a posteriori error estimator, and show its performance when used in a standard
adaptive procedure.

Before proceeding any further, we must make a comment about our choice of
boundary conditions, as practical problems usually prescribe nonhomogeneous or
other types of boundary conditions. While nonhomogeneous Dirichlet conditions could
be considered, traces of weighted spaces are not easily characterized; see [43, 44] and
[11, section 2.2.1]. Thus, it is not easy to describe what type of Dirichlet data is
admissible. On the other hand, the existence theory for the stationary Navier–Stokes
equations on weighted spaces with other types of boundary conditions has not been
developed. One of the main issues is again that traces of weighted spaces cannot be
easily characterized. This would limit the type of data g that can be used in, say,
natural boundary conditions of the form

(\nabla u - pI) \cdot n = g

on a piece of the boundary. In addition, the inf-sup condition for the pressure is not
known on weighted spaces if the velocity space consists of functions that vanish only
on a piece of the boundary.

Our presentation will be organized as follows. We set notation in section 2, where
we also recall the definition of Muckenhoupt weights and introduce the weighted
spaces we shall work with. In section 3, we introduce a suitable weak formulation for
problem (1) in weighted spaces and review existence and uniqueness results for small
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data. Section 4 presents basic ingredients of finite element methods. Section 5 is one
of the highlights of our work. In section 5.1 we introduce a Ritz projection of the
residuals, and in section 5.2 we prove that the energy norm of the error can be bounded
in terms of the energy norm of the Ritz projection. We thus propose in section 5.3 an
a posteriori error estimator for inf-sup stable finite element approximations of problem
(1); the devised error estimator is proven to be locally efficient and globally reliable.
Section 6 presents a series of numerical experiments that illustrate and extend our
theory. We conclude in section 7 by providing a summary of our developments, our
numerical findings, and what we think might be the limitations of our approach.

2. Notation and preliminaries. Let us set notation and describe the setting
we shall operate with. Throughout this work Ω \subset R

2 is an open and bounded polyg-
onal domain with Lipschitz boundary \partial Ω. Notice that we do not assume that Ω is
convex. If \scrW and \scrZ are Banach function spaces, we write \scrW \lhook \rightarrow \scrZ to denote that \scrW 
is continuously embedded in \scrZ . We denote by \scrW \prime and \| \cdot \| \scrW the dual and the norm
of \scrW , respectively.

For E \subset Ω̄ of finite Hausdorff i-dimension, i \in \{ 1, 2\} , we denote its measure by
| E| . If E is such a set and f : E \rightarrow R, we denote the mean value of f by

✥
E

f =
1

| E| 

✂
E

f.

The relation a \lesssim b indicates that a \leq Cb, with a constant C that depends neither
on a, b nor on the discretization parameters. The value of C might change at each
occurrence.

2.1. Weights. A notion which will be fundamental for further discussions is that
of a weight. By a weight we mean a locally integrable, nonnegative function defined
on R

2. Of particular interest in our constructions will be weights that belong to the
Muckenhoupt class A2 [17], which consist of all weights \omega such that

(2) [\omega ]A2
:= sup

B

\biggl( ✥
B

\omega 

\biggr) \biggl( ✥
B

\omega  - 1

\biggr) 

<\infty ,

where the supremum is taken over all balls B in R
2. For \omega \in A2 the quantity [\omega ]A2

is
the Muckenhoupt characteristic of \omega . We refer the reader to [17, 25, 33, 42] for basic
facts about the class A2. An A2 weight which will be essential for our subsequent
developments is the following. Let z \in Ω and \alpha \in ( - 2, 2). Then

(3) dαz (x) = | x - z| 
α \in A2.

An important property of the weight dαz is that there is a neighborhood of \partial Ω
where dαz is strictly positive and continuous. This observation motivates us to define
a restricted class of Muckenhoupt weights [23, Definition 2.5].

Definition 1 (class A2(Ω)). Let Ω \subset R
2 be a Lipschitz domain. We say that

\omega \in A2 belongs to A2(Ω) if there are an open set \scrG \subset Ω and \varepsilon , \omega l > 0 such that

\{ x \in Ω : dist(x, \partial Ω) < \varepsilon \} \subset \scrG , \omega | \scrG \in C(\scrG ), \omega l \leq \omega (x) \forall x \in \scrG .

As we have mentioned in the introduction, what allows us to consider rough
forcings in (1) is the use of weights and weighted spaces, as we will define below.
We must note, however, that since we are not assuming our polygonal domain Ω
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to be convex, the same considerations given in the counterexample of [16, page 2]
show that we cannot work with general weights, and we cannot allow our forcings to
have singularities near the boundary. This is the importance of the class A2(Ω) of
Definition 1.

2.2. Weighted spaces. Let E be an arbitrary domain in R
2 and \omega \in A2. We

define L2(\omega ,E) as the space of Lebesgue measurable functions in E such that

\| v\| L2(ω,E) =

\biggl( ✂
E

\omega | v| 2
\biggr) 

1
2

<\infty .

We define the weighted Sobolev space H1(\omega ,E) as the set of functions v \in L2(\omega ,E)
such that, for every multi-index \gamma \in N

2
0 with | \gamma | \leq 1, we have that the distributional

derivatives Dγv \in L2(\omega ,E). We endow H1(\omega ,E) with the norm

(4) \| v\| H1(ω,E) :=
\Bigl( 

\| v\| 2L2(ω,E) + \| \nabla v\| 
2
L2(ω,E)

\Bigr) 
1
2

.

We define H1
0 (\omega ,E) as the closure of C\infty 

0 (E) in H1(\omega ,E). We notice that, owing to
a weighted Poincaré inequality [22, 13, 28], over H1

0 (\omega ,E) the seminorm \| \nabla v\| L2(ω,E)

is equivalent to the norm defined in (4).
Spaces of vector valued functions will be denoted by boldface, that is,

H1
0(\omega ,E) = [H1

0 (\omega ,E)]2, \| \nabla v\| L2(ω,E) :=

\Biggl( 

2
\sum 

i=1

\| \nabla vi\| 
2
L2(ω,E)

\Biggr) 

1
2

,

where v = (v1, v2)
\intercal .

The following product spaces with the weight dαz will be of particular importance.
For \alpha \in ( - 2, 2), we define

(5) \scrX (E) = H1
0(d

α
z , E)\times L2(dαz , E)/R, \scrY (E) = H1

0(d
 - α
z , E)\times L2(d - α

z , E)/R,

which we endow with standard product space norms. When E = Ω, and in order to
simplify the presentation of the material, we write \scrX = \scrX (Ω) and \scrY = \scrY (Ω).

3. The stationary Navier–Stokes equations under singular forcing. For
\alpha \in ( - 2, 2), we define the bilinear forms

(6) a : H1
0(d

α
z ,Ω)\times H1

0(d
 - α
z ,Ω)\rightarrow R, a(w,v) :=

✂
Ω

\nabla w : \nabla v,

and

(7) b\pm : H1
0(d

\pm α
z ,Ω)\times L2(d\mp α

z ,Ω)\rightarrow R, b\pm (v, q) :=  - 

✂
Ω

q divv.

We also define the trilinear form

(8) c : [H1
0(d

α
z ,Ω)]

2 \times H1
0(d

 - α
z ,Ω)\rightarrow R, c(u,w;v) :=  - 

✂
Ω

u\otimes w : \nabla v.

The results of [34] yield an inf-sup condition for the bilinear form a on weighted
spaces; i.e., we have

(9) inf
0 \not =v\in H1

0(d
α
z
,Ω)

sup
0 \not =w\in H1

0(d
 - α
z

,Ω)

a(v,w)

\| \nabla v\| L2(dα
z
,Ω)\| \nabla w\| L2(d - α

z
,Ω)

= inf
0 \not =w\in H1

0(d
 - α
z

,Ω)
sup

0 \not =v\in H1
0(d

α
z
,Ω)

a(v,w)

\| \nabla v\| L2(dα
z
,Ω)\| \nabla w\| L2(d - α

z
,Ω)

> 0.
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On the other hand, since we are in two dimensions and dαz \in A2, [22, Theorem 1.3]
shows that H1

0(d
α
z ,Ω) \lhook \rightarrow L4(dαz ,Ω). Thus, if we denote by C4\rightarrow 2 the best embedding

constant, we have that the convective term can be bound as follows:

(10)
| c(u,w;v)| =

\bigm| 

\bigm| 

\bigm| 

\bigm| 

✂
Ω

u\otimes w : \nabla v

\bigm| 

\bigm| 

\bigm| 

\bigm| 

\leq \| u\| L4(dα
z
,Ω)\| w\| L4(dα

z
,Ω)\| \nabla v\| L2(d - α

z
,Ω)

\leq C2
4\rightarrow 2\| \nabla u\| L2(dα

z
,Ω)\| \nabla w\| L2(dα

z
,Ω)\| \nabla v\| L2(d - α

z
,Ω).

Remark 2 (two dimensions). Estimate (10) is the sole reason why our analysis is
restricted to two dimensions. In three dimensions, since dαz \in A2, we only have that
H1

0(d
α
z ,Ω) \lhook \rightarrow L3+δ(dαz ,Ω), where \delta > 0; see [22, Theorem 1.3]. This is not enough to

guarantee the boundedness of the convective term.

3.1. Weak formulation. With definitions (6)–(8) at hand, we consider the
following weak formulation for problem (1): Find (u, p) \in \scrX such that

(11) a(u,v) + b - (v, p) + c(u,u;v) = \langle F\delta z,v\rangle , b+(u, q) = 0,

for all (v, q) \in \scrY . Here and in what follows \langle \cdot , \cdot \rangle denotes a duality pairing. The
spaces used for such pairing shall be evident from the context. We must immediately
comment that in order to guarantee that \delta z \in H

1
0 (d

 - α
z ,Ω)\prime , and thus that \langle F\delta z,v\rangle is

well-defined for v \in H1
0(d

 - α
z ,Ω), the parameter \alpha should be restricted to belong to

the interval (0, 2); see [30, Lemma 7.1.3] and [26, Remark 21.18].

3.2. Existence and uniqueness for small data. Let us define the mappings
\scrS : \scrX \rightarrow \scrY \prime , \scrN \scrL : \scrX \rightarrow \scrY \prime , and \scrF \in \scrY \prime by

\langle \scrS (u, p), (v, q)\rangle = a(u,v) + b - (v, p) + b+(u, q),

\langle \scrN \scrL (u, p), (v, q)\rangle = c(u,u;v),

and \langle \scrF , (v, q)\rangle = \langle F\delta z,v\rangle , respectively. With this notation (11) can be equivalently
written as the following operator equation in \scrY \prime :

\scrS (u, p) +\scrN \scrL (u, p) = \scrF .

In what follows, by \| \scrS  - 1\| we shall denote the \scrY \prime \rightarrow \scrX norm of \scrS  - 1. We re-
call that C4\rightarrow 2 denotes the best constant in the embedding H1

0(d
α
z ,Ω) \lhook \rightarrow L4(dαz ,Ω).

Throughout this work, and without explicitly mentioning it, we assume that the forc-
ing term F\delta z is sufficiently small so that

(12) C2
4\rightarrow 2\| \scrS 

 - 1\| 2\| F\delta z\| H1
0(d

 - α
z

,Ω)\prime <
1

6
.

With this assumption on the data at hand, we have existence and uniqueness.

Proposition 3 (existence and uniqueness). Let Ω be Lipschitz and \alpha \in (0, 2).
Assume that the intensity of the forcing term F is sufficiently small so that (12)
holds. Then, there is a unique solution of (11). Moreover, this solution satisfies the

estimates

(13) \| \nabla u\| L2(dα
z
,Ω) \leq 

3

2
\| \scrS  - 1\| \| F\delta z\| H1

0(d
 - α
z

,Ω)\prime 

and

\| p\| L2(dα
z
,Ω) \lesssim \| \nabla u\| L2(dα

z
,Ω) + \| \nabla u\| 

2
L2(dα

z
,Ω) + \| F\delta z\| H1

0(d
 - α
z

,Ω)\prime ,

where the hidden constant is independent of u, p, and F\delta z, but depends on \alpha and

blows up as either \alpha \downarrow 0 or \alpha \uparrow 2.
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Proof. Existence, uniqueness, and the velocity estimate are the content of [35,
Corollary 1]. To show the estimate on the pressure, we invoke the weighted inf-sup
condition [18, Theorem 3.1], [36, Theorem 1], [19, Lemma 6.1]

\| p\| L2(dα
z
,Ω) \lesssim sup

0 \not =v\in H1
0(d

 - α
z

,Ω)

b - (v, p)

\| \nabla v\| L2(d - α
z

,Ω)

\forall p \in L2(dαz ,Ω)/R.

The hidden constant depends only on Ω and [dαz ]A2
. Using this estimate for p, the

first equation in (11), and the estimate on the convective term of (10), we obtain the
desired pressure estimate.

4. Discretization. We now propose a finite element scheme to approximate the
solution to (11). To accomplish this task, we first introduce some terminology and a
few basic ingredients.

4.1. Triangulation. We denote by T = \{ T\} a conforming partition of Ω̄ into
closed triangles T with size hT = diam(T ) and define hT = maxT\in T hT . We denote
by T the collection of conforming and shape regular meshes that are refinements of
an initial mesh T0 [14, 21].

We denote by S the set of internal one dimensional interelement boundaries S
of T . For S \in S , we indicate by hS the length of S. If T \in T , we define ST as the
subset of S that contains the sides of T . For S \in S , we set \scrN S = \{ T+, T - \} , where
T+, T - \in T are such that S = T+ \cap T - . For T \in T , we define the following stars

or patches associated with the element T :

(14) \scrN T := \{ T \prime \in T : ST \cap ST \prime \not = \emptyset \} , \scrS T := \{ T \prime \in T : T \cap T \prime \not = \emptyset \} .

Thus, \scrN T contains the (at most) three triangles that share a side with T , while \scrS T
is \scrN T together with those triangles that also share a vertex with T . In an abuse of
notation, in what follows, by \scrN T and \scrS T we will indistinctively denote either these
sets or the union of the triangles that comprise them.

4.2. Finite element spaces. Given a mesh T \in T, we denote by V(T ) and
\scrP (T ) the finite element spaces that approximate the velocity field and the pressure,
respectively, constructed over T . The following choices are popular.
(a) The mini element. This pair is studied, for instance, in [8], [21, section 4.2.4],

and it is defined by

V(T ) =
\bigl\{ 

vT \in C(Ω̄) : \forall T \in T ,vT | T \in [P1(T )\oplus B(T )]2
\bigr\} 

\cap H1
0(Ω),(15)

\scrP (T ) =
\bigl\{ 

qT \in L
2(Ω)/R \cap C(Ω̄) : \forall T \in T , qT | T \in P1(T )

\bigr\} 

,(16)

where B(T ) denotes the space spanned by a local bubble function.
(b) The Taylor–Hood pair. The lowest order Taylor–Hood element [27], [45], [21,

section 4.2.5] is defined by

V(T ) =
\bigl\{ 

vT \in C(Ω̄) : \forall T \in T ,vT | T \in P2(T )
2
\bigr\} 

\cap H1
0(Ω),(17)

\scrP (T ) =
\bigl\{ 

qT \in L
2(Ω)/R \cap C(Ω̄) : \forall T \in T , qT | T \in P1(T )

\bigr\} 

.(18)

It is important to observe that if \omega \in A2, we have, for the spaces defined in
(15)–(18),

V(T ) \subset W
1,\infty 
0 (Ω) \subset H1

0(\omega ,Ω), \scrP (T ) \subset L\infty (Ω)/R \subset L2(\omega ,Ω)/R.
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In addition, these spaces are compatible, in the sense that they satisfy weighted ver-
sions of the classical LBB condition [21, 24]. Namely, there exists a positive constant
\beta > 0, which is independent of T and for which we have [19, Theorems 6.2 and 6.4]

(19) \beta \| qT \| L2(d\pm α
z

,Ω) \leq sup
0 \not =vT \in V(T )

b\mp (vT , qT )

\| \nabla vT \| L2(d\mp α
z

,Ω)

\forall qT \in \scrP (T ).

4.3. Finite element approximation. We now define a finite element approx-
imation of problem (11) as follows: Find (uT , pT ) \in V(T )\times \scrP (T ) such that

(20) a(uT ,vT ) + b - (vT , pT ) + c(uT ,uT ;vT ) = F \cdot vT (z), b+(uT , qT ) = 0,

for all vT \in V(T ) and qT \in \scrP (T ).
Denote by \scrS T the discrete version of \scrS . Our theory is based on the following

assumption.

Assumption 4. The operator \scrS T is a bounded linear operator whose inverse \scrS  - 1
T

is bounded uniformly over all T \in T.

We immediately comment that existence and uniqueness of solutions, i.e., the fact
that \scrS  - 1

T
exists, is not an issue. We are in finite dimensions, and our spaces V(T )

and \scrP (T ) are assumed to be compatible. The main point of the previous assumption
is the existence of suitable, and uniform in T, estimates on the solution of the discrete
Stokes problem in terms of data. Under the assumption that the domain Ω is convex
and the family T is quasi-uniform [19, Theorem 4.1] has shown that this assumption
indeed holds. Whether this holds in general Lipschitz domains and in more general
families of meshes is an open issue. The proof of this result is beyond the scope of
our interest here.

We shall also assume, without explicitly mentioning it, that the intensity F of
the forcing term F\delta z is sufficiently small so that (12) holds with \scrS replaced by \scrS T .
Then, owing to [35, Corollary 4] there is a unique (uT , pT ) \in V(T ) \times \scrP (T ) that
solves (20). Moreover, we have

(21) \| \nabla uT \| L2(dα
z
,Ω) \leq 

3

2
\| \scrS  - 1

T
\| \| F\delta z\| H1

0(d
 - α
z

,Ω)\prime ,

with a pressure estimate similar to that of Proposition 3.

4.4. A quasi-interpolation operator. In order to derive reliability properties
for the proposed a posteriori error estimator, it is useful to have at hand a suitable
quasi-interpolation operator with optimal approximation properties [46]. We consider
the operator ΠT : L1(Ω) \rightarrow V(T ) analyzed in [33]. The construction of ΠT is
inspired by the ideas developed by Clément [15], Scott and Zhang [38], and Durán
and Lombardi [20]: It is built on local averages over stars and thus is well defined
for functions in L1(Ω); it also exhibits optimal approximation properties. In what
follows, we shall make use of the following estimates of the local interpolation error
[5, 33]. To present them, we first define, for T \in T ,

(22) DT := max
x\in T
| x - z| .

We remind the reader that we denote by z \in Ω the support of the Dirac delta.

Proposition 5 (stability and interpolation estimates). Let \alpha \in ( - 2, 2) and

T \in T . Then, for every v \in H1(d\pm α
z ,\scrS T ), we have the local stability bound

(23) \| \nabla ΠT v\| L2(d\pm α
z

,T ) \lesssim \| \nabla v\| L2(d\pm α
z

,\scrS T )
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and the interpolation error estimate

(24) \| v  - ΠT v\| L2(d\pm α
z

,T ) \lesssim hT \| \nabla v\| L2(d\pm α
z

,\scrS T ).

In addition, if \alpha \in (0, 2), then we have that

(25) \| v  - ΠT v\| L2(T ) \lesssim hTD
α

2

T \| \nabla v\| L2(d - α
z

,\scrS T ).

The hidden constants in the previous inequalities are independent of v, the cell T , and
the mesh T .

Proposition 6 (trace interpolation estimate). Let \alpha \in (0, 2), T \in T , S \subset ST ,

and v \in H1(d - α
z ,\scrS T ). Then we have the following interpolation error estimate for

the trace:

(26) \| v  - ΠT v\| L2(S) \lesssim h
1
2

TD
α

2

T \| \nabla v\| L2(d - α
z

,\scrS T ),

where the hidden constant is independent of v, T , and the mesh T .

5. A posteriori error estimates. In this section, we analyze a posteriori error
estimates for the finite element approximation (20) of problem (11). To begin such
an analysis, we define the velocity and pressure errors (eu, ep) by

(27) eu := u - uT \in H1
0(d

α
z ,Ω), ep := p - pT \in L

2(dαz ,Ω)/R,

respectively.

5.1. Ritz projection. In order to perform a reliability analysis for the proposed
a posteriori error estimator, inspired by the developments of [3], we introduce a Ritz
projection (Φ, \psi ) of the residuals. The pair (Φ, \psi ) is defined as the solution to the
following problem: Find (Φ, \psi ) \in \scrX such that

(28)
a(Φ,v) = a(eu,v) + b - (v, ep) + c(u, eu;v) + c(eu,uT ;v),

(\psi , q)L2(Ω) = b+(eu, q)

for all (v, q) \in \scrY .
The following results yields the well-posedness of problem (28).

Theorem 7 (Ritz projection). Problem (28) has a unique solution in \scrX . In

addition, this solution satisfies the estimate

(29) \| \nabla Φ\| L2(dα
z
,Ω) + \| \psi \| L2(dα

z
,Ω) \lesssim \| \nabla eu\| L2(dα

z
,Ω) + \| ep\| L2(dα

z
,Ω)

+ \| \nabla eu\| L2(dα
z
,Ω)

\bigl( 

\| \nabla u\| L2(dα
z
,Ω) + \| \nabla uT \| L2(dα

z
,Ω)

\bigr) 

,

where the hidden constant is independent of (Φ, \psi ), (u, p), and (uT , pT ).

Proof. Define

G : H1
0(d

 - α
z ,Ω)\rightarrow R, v \mapsto \rightarrow a(eu,v) + b - (v, ep) + c(u, eu;v) + c(eu,uT ;v).

Notice that G is linear. To prove that G \in H1
0(d

 - α
z ,Ω)\prime , we observe that

| G(v)| \leq (\| \nabla eu\| L2(dα
z
,Ω) + \| ep\| L2(dα

z
,Ω) + \| u\| L4(dα

z
,Ω)\| eu\| L4(dα

z
,Ω)

+ \| eu\| L4(dα
z
,Ω)\| uT \| L4(dα

z
,Ω))\| \nabla v\| L2(d - α

z
,Ω).
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This, combined with the Sobolev embedding H1
0(d

α
z ,Ω) \lhook \rightarrow L4(dαz ,Ω) allows us to

conclude.
Since dαz \in A2(Ω) and G \in H1

0(d
 - α
z ,Ω)\prime , we can thus invoke the results of [34] to

conclude the existence and uniqueness of Φ \in H1
0(d

α
z ,Ω) together with the bound

(30) \| \nabla Φ\| L2(dα
z
,Ω) \lesssim \| \nabla eu\| L2(dα

z
,Ω) + \| ep\| L2(dα

z
,Ω)

+ \| \nabla eu\| L2(dα
z
,Ω)(\| \nabla u\| L2(dα

z
,Ω) + \| \nabla uT \| L2(dα

z
,Ω)).

On the other hand, since eu \in H1
0(d

α
z ,Ω), b+(eu, \cdot ) defines a linear and bounded

functional in L2(d - α
z ,Ω)/R. This immediately yields the existence and uniqueness of

\psi \in L2(dαz ,Ω)/R together with the estimate

\| \psi \| L2(dα
z
,Ω) \leq \| div eu\| L2(dα

z
,Ω).

A collection of the derived estimates yields (29). This concludes the proof.

5.2. An upper bound for the error. With the results of Theorem 7 at hand,
we observe that the pair (eu, ep) satisfies the following identity:

(31) a(eu,v) + b - (v, ep) = F(v), b+(eu, q) = (\psi , q)L2(Ω)

for all (v, q) \in \scrY , where

F : H1
0(d

 - α
z ,Ω)\rightarrow R, v \mapsto \rightarrow a(Φ,v) - c(u, eu;v) - c(eu,uT ;v).

Thus, (eu, ep) can be seen as the solution to a Stokes problem with data (F, \psi ). It is
clear that, for u and uT given, F is linear in H1

0(d
 - α
z ,Ω). Moreover, F \in H1

0(d
 - α
z ,Ω)\prime :

(32)
\| F\| H1

0(d
 - α
z

,Ω)\prime \leq \| \nabla Φ\| L2(dα
z
,Ω)

+ C2
4\rightarrow 2\| \nabla eu\| L2(dα

z
,Ω)

\bigl( 

\| \nabla u\| L2(dα
z
,Ω) + \| \nabla uT \| L2(dα

z
,Ω)

\bigr) 

.

With the aid of this identification, we now prove that the energy norm of the
error can be bounded in terms of the energy norm of the Ritz projection, which in
turn will allow us to provide computable upper bounds for the error. To do so, we
must assume that the forcing term F\delta z is sufficiently small so that

(33) 1 - \| \scrS  - 1\| C2
4\rightarrow 2

\bigl[ 

\| \nabla u\| L2(dα
z
,Ω) + \| \nabla uT \| L2(dα

z
,Ω)

\bigr] 

\geq \lambda > 0.

Notice that if the intensity of the Dirac source F is such that

| F| \leq 
2(1 - \lambda )

3\| \scrS  - 1\| C2
4\rightarrow 2

\bigl( 

\| \scrS  - 1\| + \| \scrS  - 1
T
\| 
\bigr) 

\| \delta z\| H1
0 (d

 - α
z

,Ω)\prime 
,

then estimate (13) and its discrete analogue (21) imply condition (33).

Corollary 8 (upper bound for the error). Assume that the intensity of the forc-

ing term F is sufficiently small so that (33) holds. We then have that

(34) \| \nabla eu\| L2(dα
z
,Ω) + \| ep\| L2(dα

z
,Ω) \lesssim \| \nabla Φ\| L2(dα

z
,Ω) + \| \psi \| L2(dα

z
,Ω),

where the hidden constant is independent of (u, p), (uT , pT ), and (Φ, \psi ).
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Proof. Since dαz \in A2(Ω) and F \in H1
0(d

 - α
z ,Ω)\prime , we can apply [34, Theorem 17] to

conclude that

\| \nabla eu\| L2(dα
z
,Ω) + \| ep\| L2(dα

z
,Ω) \leq \| \scrS 

 - 1\| 
\bigl( 

\| \nabla Φ\| L2(dα
z
,Ω) + \| \psi \| L2(dα

z
,Ω)

+ C2
4\rightarrow 2\| \nabla eu\| L2(dα

z
,Ω)

\bigl[ 

\| \nabla u\| L2(dα
z
,Ω) + \| \nabla uT \| L2(dα

z
,Ω)

\bigr] \bigr) 

,

where we have also used estimate (32). The smallness assumption (33) allows us to
absorb the last term in this estimate on the left-hand side and obtain (34). This
concludes the proof.

5.3. A residual-type error estimator. In this section, we propose an a pos-
teriori error estimator for the finite element approximation (20) of problem (11).

Define, for \alpha \in (0, 2) and T \in T , the element indicator

(35) E
2
α(uT , pT ;T ) := h2TD

α
T \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| 

2
L2(T )

+ \| divuT \| 
2
L2(dα

z
,T ) + hTD

α
T \| J(\nabla uT  - pT I) \cdot νK\| 2

L2(∂T\setminus ∂Ω) + hαT | F| 
2#(\{ z\} \cap T ),

where (uT , pT ) denotes the solution to the discrete problem (20) and I \in R
d\times d

denotes the identity matrix. For a set E, by #(E) we mean its cardinality. Thus
#(\{ z\} \cap T ) equals one if z \in T and zero otherwise. Here we must recall that we
consider our elements T to be closed sets. For a discrete tensor valued function WT ,
we denote by JWT \cdot νK the jump or interelement residual, which is defined, on the
internal side S \in S shared by the distinct elements T+, T - \in \scrN S , by

(36) JWT \cdot νK = WT | T+ \cdot ν+ +WT | T - \cdot ν - .

Here ν+,ν - are unit normals on S pointing towards T+, T - , respectively. The error
estimator is thus defined as

(37) Eα(uT , pT ;T ) :=

\Biggl( 

\sum 

T\in T

E
2
α(uT , pT ;T )

\Biggr) 
1
2

.

5.4. Reliability. We present the following global reliability result.

Theorem 9 (global reliability). Let \alpha \in (0, 2), (u, p) \in \scrX be the solution to (11)
and the pair (uT , pT ) \in (V(T ),\scrP (T )) be its finite element approximation defined

as the solution to (20). Assume that the intensity of the forcing term F is sufficiently

small so that (33) holds. Then

(38) \| \nabla eu\| L2(dα
z
,Ω) + \| ep\| L2(dα

z
,Ω) \lesssim Eα(uT , pT ;T ),

where the hidden constant is independent of the continuous and discrete solutions, the

size of the elements in the mesh T , and #T , but depends on \alpha and blows up as either

\alpha \downarrow 0 or \alpha \uparrow 2.

Proof. We proceed in three steps.
Step 1. Using the first equation of (28) and (11) we obtain that

(39) a(Φ,v) = \langle F\delta z,v\rangle  - 
\sum 

T\in T

✂
T

(\nabla uT : \nabla v  - uT \otimes uT : \nabla v  - pT divv)
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for every v \in H1
0(d

 - α
z ,Ω). Integrating by parts we arrive at the identity

(40) a(Φ,v) = \langle F\delta z,v\rangle +
\sum 

S\in S

✂
S

J(\nabla uT  - pT I) \cdot νK \cdot v

+
\sum 

T\in T

✂
T

(∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT ) \cdot v.

Notice that to derive the previous expression, we have used that
✁
S
JuT \otimes uT \cdot νK\cdot v = 0,

which follows from the fact that our finite element velocity space consists of continuous
functions.

On the other hand, the first equation of problem (20) can be rewritten as

\langle F\delta z,vT \rangle  - a(uT ,vT ) - b - (vT , pT ) - c(uT ,uT ;vT ) = 0 \forall vT \in V(T ).

Set vT = ΠT v in the previous expression, apply again an integration by parts for-
mula, and invoke (39) to arrive at the identity

(41) a(Φ,v) = \langle F\delta z,v  - ΠT v\rangle +
\sum 

S\in S

✂
S

J(\nabla uT  - pT I) \cdot νK \cdot (v  - ΠT v)

+
\sum 

T\in T

✂
T

(∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT ) \cdot (v  - ΠT v) = I+ II+ III,

where we have also used that
✁
S
JuT \otimes uT \cdot νK \cdot ΠT v = 0.

We now control each term separately. To control the term I, we first invoke the
local bound of [1, Theorem 4.7] for \delta z and then the interpolation error estimate (24)
and the stability bound (23) to arrive at

(42)
I \lesssim | F| 

\Bigl( 

h
α

2
 - 1

T \| v  - ΠT v\| L2(d - α
z

,T ) + h
α

2

T \| \nabla (v  - ΠT v)\| L2(d - α
z

,T )

\Bigr) 

\lesssim | F| h
α

2

T \| \nabla v\| L2(d - α
z

,\scrS T ).

The control of II follows from the trace interpolation error estimate (26):

(43)

II \lesssim 
\sum 

S\in S

\| J(\nabla uT  - pT I) \cdot νK\| L2(S)\| v  - ΠT v\| L2(S)

\lesssim 
\sum 

S\in S

h
1
2

TD
α

2

T \| J(\nabla uT  - pT I) \cdot νK\| L2(S)\| \nabla v\| L2(d - α
z

,\scrS T ).

We finally bound III using the interpolation estimate (25):

(44) III \lesssim 
\sum 

T\in T

hTD
α

2

T \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| L2(T )\| \nabla v\| L2(d - α
z

,\scrS T ).

We now apply the inf-sup condition (9), the identity (41), and the estimates
obtained for the terms I, II, and III to arrive at

\| \nabla Φ\| 2
L2(dα

z
,Ω) \lesssim 

\Biggl( 

sup
0 \not =v\in H1

0(d
 - α
z

,Ω)

a(Φ,v)

\| v\| H1
0(d

 - α
z

,Ω)

\Biggr) 2

\lesssim 
\sum 

T\in T

\Bigl( 

hTD
α
T \| J(\nabla uT  - pT I) \cdot νK\| 2

L2(∂T\setminus ∂Ω)

+h2TD
α
T \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| 

2
L2(T ) + hαT | F| 

2#(\{ z\} \cap T )
\Bigr) 

,
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where, to obtain the last estimate, we have also used the finite overlapping property
of stars. Notice that for T \prime \in \scrS T , DT \prime is comparable to DT .

Step 2. Notice that since \psi \in L2(dαz ,Ω), then q̃ = dαz\psi \in L
2(d - α

z ,Ω). Define now
q = q̃ + c, where c \in R is chosen so that q \in L2(d - α

z ,Ω)/R. This particular choice of
test function for the second equation of (28) yields

(45) \| \psi \| 2L2(dα
z
,Ω) = b+(eu, d

α
z\psi ) =  - b+(uT , d

α
z\psi ) \leq \| divuT \| L2(dα

z
,Ω)\| \psi \| L2(dα

z
,Ω).

Consequently, \| \psi \| L2(dα
z
,Ω) \leq \| divuT \| L2(dα

z
,Ω).

Step 3. In light of the smallness assumption (33), we may apply the estimate (34)
of Corollary 8 to write

\| \nabla eu\| L2(dα
z
,Ω) + \| ep\| L2(dα

z
,Ω) \lesssim 

\bigl( 

\| \nabla Φ\| L2(dα
z
,Ω) + \| \psi \| L2(dα

z
,Ω)

\bigr) 

.

The desired estimate (38) thus follows from the estimates derived in steps 1 and 2.
This concludes the proof.

5.5. Local efficiency analysis. To derive efficiency properties for the local
indicator Eα(uT , pT ;T ) we utilize standard residual estimation techniques but on
the basis of suitable bubble functions, whose construction we owe to [1, section 5.2].

Given T \in T , we introduce an element bubble function \varphi T that satisfies 0 \leq 
\varphi T \leq 1,

(46) \varphi T (z) = 0, | T | \lesssim 

✂
T

\varphi T , \| \nabla \varphi T \| L\infty (RT ) \lesssim h - 1
T ,

and there exists a simplex T \ast \subset T such that RT := supp(\varphi T ) \subset T
\ast . Notice that since

\varphi T satisfies (46), we have that

(47) \| \theta \| L2(RT ) \lesssim \| \varphi 
1
2

T \theta \| L2(RT ) \forall \theta \in P5(RT ).

Given S \in S , we introduce an edge bubble function \varphi S that satisfies 0 \leq \varphi S \leq 1,

(48) \varphi S(z) = 0, | S| \lesssim 

✂
S

\varphi S , \| \nabla \varphi S\| L\infty (RS) \lesssim h - 1
S ,

and RS := supp(\varphi S) is such that if \scrN S = \{ T, T \prime \} , there are simplices T\ast \subset T and
T \prime 
\ast \subset T

\prime such that RS \subset T\ast \cup T
\prime 
\ast \subset T \cup T

\prime .

Proposition 10 (estimates for bubble functions). Let T \in T and \varphi T be the

bubble function that satisfies (46). If \alpha \in (0, 2), then

(49) hT \| \nabla (\theta \varphi T )\| L2(d - α
z

,T ) \lesssim D
 - α

2

T \| \theta \| L2(T ) \forall \theta \in P5(T ).

Let S \in S and \varphi S be the bubble function that satisfies (48). If \alpha \in (0, 2), then

(50) h
1
2

T \| \nabla (\theta \varphi S)\| L2(d - α
z

,\scrN S) \lesssim D
 - α

2

T \| \theta \| L2(S) \forall \theta \in P3(S),

where \theta is extended to the elements that comprise \scrN S as a constant along the direction

normal to S.

Proof. See [1, Lemma 5.2].

Having constructed these local bubble functions, the local efficiency can be shown
following more or less standard arguments.
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Theorem 11 (local efficiency). Let \alpha \in (0, 2), let (u, p) \in \scrX be the solution to

problem (11), and let (uT , pT ) \in V(T )\times \scrP (T ) be its finite element approximation

given as the solution to (20). Assume that the intensity of the forcing term F is

sufficiently small so that (33) holds. Then

(51) E
2
α(uT , pT ;T ) \lesssim \| \nabla eu\| 

2
L2(dα

z
,\scrN T ) + \| ep\| 

2
L2(dα

z
,\scrN T ),

where the hidden constant is independent of the continuous and discrete solutions, the

size of the elements in the mesh T , and #T , but depends on \alpha and blows up as either

\alpha \downarrow 0 or \alpha \uparrow 2.

Proof. We estimate each contribution in (35) separately, so the proof has several
steps.

Step 1. For T \in T we bound the bulk term h2TD
α
T \| ∆uT  - (uT \cdot \nabla )uT  - 

divuT uT  - \nabla pT \| 
2
L2(T ). To shorten notation, we define the functions

XT := (∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT )| T , ΥT := \varphi TXT .

Since \varphi T (z) = 0, we immediately conclude that ΥT (z) = \varphi T (z)XT (z) = 0. We utilize
the definitions of XT and ΥT and invoke (47) to conclude that

(52) \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| 
2
L2(T )

\lesssim 

✂
RT

| XT | 
2\varphi T =

✂
T

XT \cdot ΥT .

Set v = ΥT as test function in identity (40), and use that ΥT (z) = 0 and that
ΥT | S = 0, for S \in ST , to arrive at

✂
T

XT \cdot ΥT = a(Φ,ΥT ).

Since suppΥT \subset T , a local version of the argument that led to estimate (29) implies
that

a(Φ,ΥT ) \lesssim 
\bigl( 

\| \nabla eu\| L2(dα
z
,T ) + \| ep\| L2(dα

z
,T ) + \| \nabla u\| L2(dα

z
,T )\| \nabla eu\| L2(dα

z
,T )

+ \| \nabla eu\| L2(dα
z
,T )\| \nabla uT \| L2(dα

z
,T )

\bigr) 

\| \nabla ΥT \| L2(d - α
z

,T ).

Next, we utilize the smallness assumption (33), which implies the estimate

\| \nabla u\| L2(dα
z
,Ω) + \| \nabla uT \| L2(dα

z
,Ω) \leq 

1 - \lambda 

\| \scrS  - 1\| C2
4\rightarrow 2

,

to obtain that

(53) a(Φ,ΥT ) \lesssim 
\bigl( 

\| \nabla eu\| L2(dα
z
,T ) + \| ep\| L2(dα

z
,T )

\bigr) 

\| \nabla ΥT \| L2(d - α
z

,T ).

We thus substitute this estimate in (52) to derive

(54) \| XT \| 
2
L2(T ) \lesssim 

\bigl( 

\| \nabla eu\| L2(dα
z
,T ) + \| ep\| L2(dα

z
,T )

\bigr) 

\| \nabla ΥT \| L2(d - α
z

,T ).

We now recall that ΥT := \varphi TXT and invoke estimate (49) to arrive at

\| \nabla ΥT \| L2(d - α
z

,T ) \lesssim h - 1
T D

 - α/2
T \| XT \| L2(T ).
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The previous two estimates yield the desired bound on the first term:

(55) h2TD
α
T \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| 

2
L2(T )

\lesssim \| \nabla eu\| 
2
L2(dα

z
,T ) + \| ep\| 

2
L2(dα

z
,T ).

Step 2. In this step we control the jump term hTD
α
T \| J(\nabla uT  - pT I) \cdot νK\| 2

L2(S).

Let T \in T and S \in ST . Define ΛS = \varphi SJ(\nabla uT  - pT I) \cdot νK so that, using (48), we
have

(56)

\| J(\nabla uT  - pT I) \cdot νK\| 2
L2(S) \lesssim 

✂
S

| J(\nabla uT  - pT I) \cdot νK| 2\varphi S

=

✂
S

J(\nabla uT  - pT I) \cdot νK \cdot ΛS .

Setting v = ΛS in (40) and using that ΛS(z) = 0 yields

✂
S

J(\nabla uT  - pT I) \cdot νK \cdot ΛS = a(Φ,ΛS) - 
\sum 

T \prime \in \scrN S

✂
T \prime 

XT \prime \cdot ΛS .

Now, since supp(ΛS) \subseteq RS = supp(\varphi S) \subset T\ast \cup T
\prime 
\ast \subset \cup \{ T

\prime : T \prime \in \scrN S\} , arguments
similar to those that led to (53) allow us to obtain

✂
S

J(\nabla uT  - pT I) \cdot νK \cdot ΛS

\leq | a(Φ,ΛS)| +
\sum 

T \prime \in \scrN S

\| XT \prime \| L2(T \prime )\| ΛS\| L2(T \prime )

\lesssim 
\sum 

T \prime \in \scrN S

\bigl( 

\| \nabla eu\| L2(dα
z
,T \prime ) + \| ep\| L2(dα

z
,T \prime )

\bigr) 

\| \nabla ΛS\| L2(d - α
z

,T \prime )

+
\sum 

T \prime \in \scrN S

\| XT \prime \| L2(T \prime )\| ΛS\| L2(T \prime ).

By shape regularity we have that | T \prime | \approx h2T \prime and | S| \approx hT \prime . Moreover, since the func-
tion ΛS is the product of a fixed, and smooth, function by a polynomial, equivalence
of norms, scaling arguments, and the previous two observations yield

\| ΛS\| L2(T \prime ) \approx | T
\prime | 

1
2 | S|  - 

1
2 \| ΛS\| L2(S) \approx h

1
2

T \prime \| ΛS\| L2(S),

where the hidden constants depend only on the polynomial degree. This, estimate
(50), and the bound on XT \prime derived in (55) yield

✂
S

J(\nabla uT  - pT I) \cdot νK \cdot ΛS

\lesssim 
\sum 

T \prime \in \scrN S

\bigl( 

\| \nabla eu\| L2(dα
z
,T \prime ) + \| ep\| L2(dα

z
,T \prime )

\bigr) 

h
 - 1

2

T D
 - α

2

T \| ΛS\| L2(S).

We replace the previous estimate in (56) to arrive at

(57) hTD
α
T \| J(\nabla uT  - pT I) \cdot νK\| 2

L2(S) \lesssim 
\sum 

T \prime \in \scrN S

\Bigl( 

\| \nabla eu\| 
2
L2(dα

z
,T \prime ) + \| ep\| 

2
L2(dα

z
,T \prime )

\Bigr) 

.
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Since every T \in T belongs to at most three sets in the collection \{ \scrN S : S \in S \} , we
can conclude.

Step 3. We now bound the residual term associated with the incompressibility
constraint. Since divu = 0, for any T \in T , we immediately arrive at

(58) \| divuT \| L2(dα
z
,T ) = \| div eu\| L2(dα

z
,T ) \lesssim \| \nabla eu\| L2(dα

z
,T ).

Step 4. We now bound the term associated with the singular source. Let T \in T

and note that if T \cap \{ z\} = \emptyset , then there is nothing to prove. Otherwise, we must
obtain a bound for the term hαT | F| 

2. To do so we follow the arguments developed in
the proof of [1, Theorem 5.3] that yield the existence of a smooth function \eta such that

(59) \eta (z) = 1, \| \eta \| L\infty (Ω) = 1, \| \nabla \eta \| L\infty (Ω) \lesssim h - 1
T , supp(\eta ) \subset \scrN T .

Define vη := F\eta \in H1
0(d

 - α
z ,Ω). Since (u, p) and (Φ, \psi ) solve (11) and (28), respec-

tively, we obtain

| F| 2 = \langle F\delta z,vη\rangle = a(u,vη) + b - (vη, p) + c(u,u;vη)

= a(Φ,vη) + a(uT ,vη) + b - (vη, pT ) + c(uT ,uT ;vη).

Since supp(\eta ) \subset \scrN T , we apply arguments similar to those that led to (53), integration
by parts, and basic estimates to arrive at

| F| 2 \lesssim 
\bigl( 

\| \nabla eu\| L2(dα
z
,\scrN T ) + \| ep\| L2(dα

z
,\scrN T )

\bigr) 

\| \nabla vη\| L2(d - α
z

,\scrN T )

+
\sum 

T \prime \in T :T \prime \subset \scrN T

\| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| L2(T \prime )\| vη\| L2(T \prime )

+
\sum 

T \prime \in T :T \prime \subset \scrN T

\sum 

S\in S
T \prime :S \not \subset ∂\scrN T

\| J(\nabla uT  - pT I) \cdot νK\| L2(S)\| vη\| L2(S).

We now use the estimates

\| \eta \| L2(S) \lesssim h
1
2

T , \| \eta \| L2(\scrN T ) \lesssim hT , \| \nabla \eta \| L2(d - α
z

,\scrN T ) \lesssim h
 - α

2

T ,

and the fact that since z \in T , we have hT \approx DT , to assert the bound

(60) | F| 2 \lesssim h
 - α

2

T | F| 
\Bigl( 

\| \nabla eu\| 
2
L2(dα

z
,\scrN T ) + \| ep\| 

2
L2(dα

z
,\scrN T )

\Bigr) 
1
2

+ h
 - α

2

T | F| 

\Biggl( 

\sum 

T \prime \in T :T \prime \subset \scrN T

hT \prime D
α

2

T \prime \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| L2(T \prime )

+
\sum 

T \prime \in T :T \prime \subset \scrN 
T \prime 

\sum 

S\in S
T \prime :S \not \subset ∂\scrN T

D
α

2

T \prime h
1
2

T \prime \| J(\nabla uT  - pT I) \cdot νK\| L2(S)

\Biggr) 

.

Invoke (55) and (57) to conclude.
Step 5. Collect the estimates derived in the previous steps to arrive at the desired

local efficiency estimate (51).

6. Numerical results. In this section we present a series of numerical examples
that illustrate the performance of the devised error estimator Eα(uT , pT ;T ) defined
in (37). In some of these examples, we go beyond the presented theory and per-
form numerical experiments where we violate the assumption of homogeneous Dirich-
let boundary conditions. The examples have been carried out with the help of a
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Fig. 1. The initial meshes T0 used in the adaptive algorithm, Algorithm 1, when (a) Ω = (0, 1)2,
(b) Ω = ( - 1, 1)2 \setminus [0, 1)\times [ - 1, 0), (c) Ω = (0, 4)\times (0, 1), and (d) Ω = (0, 10)\times (0, 1)\setminus [2, 4]\times [0.4, 0.6].

code that we implemented using C++. All matrices have been assembled exactly, and
global linear systems were solved using the multifrontal massively parallel sparse di-
rect solver (MUMPS) [6, 7]. The right-hand sides, the terms involving the weight,
and the approximation errors are computed by a quadrature formula which is exact
for polynomials of degree 19.

For a given partition T , we solve the discrete problem (20) with the discrete
spaces (17)–(18). This setting will be referred to as Taylor–Hood approximation. To
obtain the solution of (20) we use a fixed–point strategy, which is described in Algo-
rithm 2. In this algorithm, the initial guess is obtained as a discrete approximation
of the solution to a Stokes problem with singular sources [5] and tol = 10 - 8. Once
the discrete solution (uT , pT ) is obtained, we compute, for T \in T , the a posteriori
error indicators Eα(uT , pT ;T ), given in (35), to drive the adaptive mesh refinement
procedure described in Algorithm 1. Every mesh T is adaptively refined by marking
for refinement the elements T \in T that are such that step 3 in Algorithm 1 holds. A
sequence of adaptively refined meshes is thus generated from the initial meshes shown
in Figure 1.

We define the total number of degrees of freedom as Ndof := dimV(T ) +
dim\scrP (T ). We recall that the discrete spaces V(T ) and \scrP (T ) are as in (17) and
(18), respectively.

Algorithm 1 Adaptive Algorithm.

Input: Initial mesh T0, interior point z \in Ω, and \alpha \in (0, 2);
1: Solve the discrete problem (20) by using Algorithm 2;
2: For each T \in T compute the local error indicators Eα(uT , pT ;T ) given in (35);
3: Mark an element T \in T for refinement if

Eα(uT , pT ;T ) >
1

2
max
T \prime \in T

Eα(uT , pT ;T \prime );

4: From step 3, construct a new mesh, using a longest edge bisection algorithm [29].
Set i\leftarrow i+ 1, and go to step 1.

6.1. Convex and nonconvex domains with homogeneous boundary con-

ditions. We first explore the performance of the devised a posteriori error estimator
in problems with homogeneous boundary conditions on convex and nonconvex do-
mains Ω.

6.1.1. Convex domain. We set Ω = (0, 1)2, z = (0.5, 0.5)\intercal , and F = (1, 1)\intercal .
We explore the performance of Eα when driving the adaptive procedure of Algorithm 1.
We also investigate the effect of varying the exponent \alpha in the Muckenhoupt weight.
To accomplish this task, we consider \alpha \in \{ 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75\} .
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Algorithm 2 Fixed-Point Algorithm.

Input: Initial guess (u0
T
, p0

T
) \in V(T )\times \scrP (T ) and tol. Set i = 1;

1: Find (ui
T
, pi

T
) \in V(T )\times \scrP (T ) such that

a(ui
T ,vT ) + b - (vT , p

i
T ) + c(ui - 1

T
,ui

T ;vT ) = F \cdot vT (z), b+(u
i
T , qT ) = 0,

for all (vT , qT ) \in V(T )\times \scrP (T );
2: If | (ui

T
, pi

T
)  - (ui - 1

T
, pi - 1

T
)| > tol, set i \leftarrow i + 1, and go to step 1. Otherwise,

return (uT , pT ) = (ui
T
, pi

T
).

In Figure 2 we present the experimental rates of convergence for the error es-
timator Eα. We also present the meshes obtained after 20 adaptive refinements for
\alpha \in \{ 0.25, 1.0, 1.5\} . We observe that optimal experimental rates of convergence are
attained for all the values of the parameter \alpha that we considered. We also observe
that most of the refinement is concentrated around the singular source point. In
Figure 3 we present effectivity indices EffR(\alpha ) for \alpha \in \{ 0.5, 1.0, 1.5\} . Since no exact
solution is available, we consider as an exact solution a discrete one, which we denote
by (u

TR
, p

TR
) and is obtained after performing enough adaptive refinements in order

to surpass one million degrees of freedom. The effectivity indices are calculated as
follows:

(61) EffR(\alpha ) =
Eα(uT , pT ;T )

\| \nabla (u
TR
 - u

T
)\| L2(dα

z
,Ω) + \| pTR

 - p
T
\| L2(dα

z
,Ω)
.

From Figure 3 it can be observed that, for all the values of the parameter \alpha that we
consider, the effectivity indices are stabilized around the value of 6. This shows the
accuracy of the proposed error estimator when it is used in our adaptive algorithm.

Fig. 2. Convex domain: Experimental rates of convergence for the error estimator
Eα(uT , pT ;T ) considering α \in \{ 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75\} (left) and the meshes obtained
after 20 adaptive refinements for (a) α = 0.25 (168 elements and 89 vertices); (b) α = 1.0 (252
elements and 137 vertices); and (c) α = 1.75 (664 elements and 355 vertices).

6.1.2. Nonconvex domain. We set Ω = ( - 1, 1)2 \setminus [0, 1)\times [ - 1, 0), an L-shaped
domain, z = (0.5, 0.5)\intercal , and F = (1, 1)\intercal . We again consider different values of
the exponent \alpha of the Muckenhoupt weight dαz defined in (3). We consider \alpha \in 
\{ 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75\} .

In Figure 4 we present the experimental rates of convergence for the error es-
timator Eα. We also present the meshes obtained after 25 adaptive refinements for
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Fig. 3. Convex domain: Effectivity indices EffR(α), which are calculated as in (61), for α \in 
\{ 0.5, 1.0, 1.5\} .

Fig. 4. Nonconvex domain: Experimental rates of convergence for the error estimator
Eα(uT , pT ;T ) considering α \in \{ 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75\} (left) and the meshes obtained
after 25 adaptive refinements for (a) α = 0.25 (201 elements and 107 vertices); (b) α = 1.0 (412
elements and 222 vertices); and (c) α = 1.75 (923 elements and 493 vertices).

\alpha \in \{ 0.25, 1.0, 1.5\} . We observe that for all the values of the parameter \alpha that we
have considered, optimal experimental rates of convergence are attained. We also
observe that most of the refinement is concentrated around the singular source point
and that the geometric singularity is rapidly noticed for values of \alpha closer to two.

6.2. A series of Dirac sources. We now go beyond the presented theory and
include a series of Dirac delta sources on the right-hand side of the momentum equa-
tion. To be precise, we will replace the momentum equation in (1) by

(62)  - ∆u+ (u \cdot \nabla )u+\nabla p =
\sum 

z\in \scrZ 

Fz\delta z in Ω,

where \scrZ \subset Ω denotes a finite set with cardinality #\scrZ which is such that 1 < #\scrZ and
\{ Fz\} z\in \scrZ \subset R

2. We introduce the weight [4, section 5]

(63) \rho (x) =

\biggl\{ 

dαz , \exists z \in \scrZ : | x - z| < d\scrZ 

2 ,

1, | x - z| \geq d\scrZ 

2 \forall z \in \scrZ ,

where d\scrZ = min \{ dist(\scrZ , \partial Ω),min \{ | z  - z\prime | : z, z\prime \in \scrZ , z \not = z\prime \} \} . This weight belongs
to the Muckenhoupt class A2 [2] and to the restricted class A2(Ω). With the weight
\rho at hand, we modify the definition (5) of the spaces \scrX and \scrY as follows:

(64) \scrX = H1
0(\rho ,Ω)\times L

2(\rho ,Ω)/R, \scrY = H1
0(\rho 

 - 1,Ω)\times L2(\rho  - 1,Ω)/R.
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Fig. 5. A series of Dirac sources: Experimental rate of convergence for the error estimator
D1.5(uT , pT ;T ) (left) and the mesh obtained after 30 adaptive refinements (right) with α = 1.5.
The mesh contains 1324 elements and 693 vertices.

Define

(65) DT,\scrZ := min
z\in \scrZ 

\biggl\{ 

max
x\in T
| x - z| 

\biggr\} 

.

We propose the following error estimator when the Taylor–Hood scheme is con-
sidered:

Dα(uT , pT ;T ) :=

\Biggl( 

\sum 

T\in T

D
2
α(uT , pT ;T )

\Biggr) 
1
2

,

where the local indicators Dα(uT , pT ;T ) are such that

(66) Dα(uT , pT ;T ) :=

\biggl( 

h2TD
α
T,\scrZ \| ∆uT  - (uT \cdot \nabla )uT  - divuT uT  - \nabla pT \| 

2
L2(T )

+ \| divuT \| 
2
L2(ρ,T ) + hTD

α
T,\scrZ \| J(\nabla uT  - pT I)K \cdot ν\| 2

L2(∂T\setminus ∂Ω) +
\sum 

z\in \scrZ \cap T

hαT | Fz| 
2

\biggr) 
1
2

.

6.2.1. Convex domain with four Delta sources. We set Ω = (0, 1)2 and

\scrZ = \{ (0.25, 0.25), (0.25, 0.75), (0.75, 0.25), (0.75, 0.75)\} .

We consider, for all z \in \scrZ , Fz = (1, 1)\intercal and fix the exponent of the Muckenhoupt
weight \rho as \alpha = 1.5.

In Figure 5 we present the experimental rates of convergence for the error es-
timator Dα and the mesh obtained after 30 adaptive refinements with \alpha = 1.5. It
can be observed that the devised a posteriori error estimator exhibits an optimal ex-
perimental rate of convergence. It can also be observed that most of the refinement
is concentrated around the singular source points. In Figure 6, we present the fi-
nite element approximations of | uT | and pT over the mesh that is obtained after 30
iterations of our adaptive loop with \alpha = 1.5.

6.3. A convex domain with nonhomogeneous boundary conditions. We
now explore the performance of our devised a posteriori error estimator by considering
a problem with nonhomogeneous boundary conditions—a framework that does not fit
in our analysis.
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Fig. 6. A series of Dirac sources: Finite element approximations | uT | (left) and pT (right)
over the mesh obtained after 30 adaptive refinements with α = 1.5. The mesh contains 1324 elements
and 693 vertices.

6.3.1. A rectangular domain. We set Ω = (0, 4)\times (0, 1), z = (0.5, 0.5)\intercal , and
F = (10, 10)\intercal . The boundary conditions are illustrated in the left panel of Figure
7. We prescribe the parabolic Dirichlet inflow condition uD = (y(1  - y), 0)\intercal on
\{ 0\} \times [0, 1] and uD = 0 on [0, 4]\times \{ 0\} \cup \{ 1\} and the homogeneous Neumann condition
(\nabla uD  - pI)ν = 0 on \{ 4\} \times (0, 1). Here, ν denotes the unit normal on \partial Ω pointing
outwards. We recall that I denotes the identity matrix in R

2\times 2.
In the right panel of Figure 7 we observe an optimal decay rate for the devised

error estimator E1.5(uT , pT ;T ). Finally, Figure 8 shows the streamlines associated
to the velocity field uT and the mesh obtained after 30 adaptive refinements. It can
be observed that most of the refinement is concentrated around the singular source
point.

6.3.2. A rectangular domain with an obstacle. We set Ω = (0, 10)\times (0, 1)\setminus 
[2, 4]\times [0.4, 0.6] and Fz = (10, 10)\intercal for z \in \scrZ , where \scrZ = \{ zi\} 

4
i=1 with

z1 = (1.011635, 0.198805)\intercal , z2 = (1.011635, 0.801195)\intercal ,

z3 = (5.354725, 0.200869)\intercal , z4 = (5.264444, 0.719518)\intercal .

The boundary conditions are illustrated in the top panel of Figure 9. We prescribe
the parabolic Dirichlet inflow condition uD = (y(1  - y), 0)\intercal on \{ 0\} \times [0, 1], uD = 0

on [0, 10] \times \{ 0\} \cup \{ 1\} , and uD = 0 on the boundary of [2, 4] \times [0.4, 0.6], and the
homogeneous Neumann condition (\nabla uD - pI)ν = 0 on \{ 10\} \times (0, 1). Here, ν denotes
the unit normal on \partial Ω pointing outwards. We recall again that I denotes the identity
matrix in R

2\times 2. The bottom panel of Figure 9 shows the experimental rate of conver-
gence for the error estimator Dα(uT , pT ;T ) with \alpha = 1.5. The estimator exhibits
an optimal rate of decay. Finally, Figure 10 shows the streamlines associated to the
velocity field uT over the mesh obtained after 100 iterations of our adaptive loop. It
can be appreciated that most of the refinement is concentrated around the singular
sources and the involved geometric singularities.
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u
D

=
(y
(1
 - 
y
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0
)\intercal 

(\nabla 
u
D
 - 
p
I
)ν

=
0

uD = 0

uD = 0

(0, 0) (4, 0)
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1

=1.5

Ndof
-1

Fig. 7. A rectangular domain: Boundary conditions for problem (1) on Ω = (0, 4)\times (0, 1). We
prescribe the parabolic Dirichlet inflow condition uD = (y(1 - y), 0)\intercal on \{ 0\} \times [0, 1] and uD = 0 on
[0, 4]\times \{ 0\} \cup \{ 1\} and the homogeneous Neumann condition (\nabla uD  - pI)ν = 0 on \{ 4\} \times (0, 1) (left).
Experimental rate of convergence for the error estimator Eα(uT , pT ;T ) with α = 1.5 (right).

Fig. 8. A rectangular domain: Streamlines associated to the velocity field uT (top) over the
mesh, with 1485 elements and 781 vertices, that is obtained after 30 adaptive refinements of our
adaptive loop (bottom). We have considered α = 1.5.

7. Concluding remarks. In this work, an a posteriori error estimator for the
two dimensional stationary Navier–Stokes equations under singular forcing has been
developed and analyzed. By singular forcing here we mean that the forcing is a linear
combination of Dirac deltas in the interior of the domain. Under the standard small-
ness setting that guarantees uniqueness of solutions, we showed that this estimator
is globally reliable and locally efficient. We presented several numerical examples to
illustrate and extend our theory. To conclude we make the following observations.
\bullet Dependence on the constants on \alpha : In Proposition 3 and Theorems 9 and 11 we

state that our estimates involve constants that depend on \alpha and blow up as they
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Fig. 9. A rectangular domain with an obstacle: Boundary conditions for problem (1) on
Ω = (0, 10) \times (0, 1) \setminus [2, 4] \times [0.4, 0.6]. We prescribe the parabolic Dirichlet inflow condition uD =
(y(1 - y), 0)\intercal on \{ 0\} \times [0, 1], uD = 0 on [0, 10]\times \{ 0\} \cup \{ 1\} , uD = 0 on the boundary of [2, 4]\times [0.4, 0.6],
and the homogeneous Neumann condition (\nabla uD  - pI)ν = 0 on \{ 10\} \times (0, 1) (top). Experimental
rate of convergence for the error estimator Dα(uT , pT ;T ) with α = 1.5 (bottom).

Fig. 10. A rectangular domain with an obstacle. Streamlines associated to the velocity field
uT (top) over the mesh, with 8670 elements and 4498 vertices, that is obtained after 100 adaptive
refinements of our adaptive loop (bottom). We have considered α = 1.5.
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approach the critical values 0 or 2. The precise value, or asymptotic behavior, of
many of the constants that we use is not known, even for simple domains. In spite
of this fact, the following comments can be provided.
\circ dαz belongs to the Muckenhoupt class A2 provided \alpha \in ( - 2, 2) and the Mucken-
houpt characteristic of dαz blows up as \alpha \rightarrow \pm 2.
\circ The constants appearing in the interpolation estimates stated in Proposition 5,
which are derived in [33], depend on the Muckenhoupt characteristic of dαz . It
can thus be concluded that the involved constants blow up as \alpha \rightarrow \pm 2.
\circ In the course of the proof of Theorem 9 we use the precise bound for \delta z derived in
[1, Theorem 4.7]. As is stated in [1, Theorem 4.7], the involved constant blows up
as \alpha \downarrow 0. This is expected because \delta z does not belong to the dual of H1

0 (d
 - α
z ,Ω)

when \alpha = 0; see [26, Remark 21.19] (see also the computation in [19, Proposition
5.2]).

These arguments lead us to the conclusion that in Proposition 3 and Theorems 9
and 11, the hidden constants blow up as \alpha approaches either 0 or 2. However,
as we previously stated, we have no control of all the involved constants (such as
embedding constants between weighted Sobolev spaces), so it is not possible to
make quantitative statements regarding the behavior of these constants and, as a
consequence, of the behavior of our estimator as \alpha approaches either 0 or 2.

\bullet Practical choice of \alpha : The numerical observations seem to indicate (see Figures 2
and 4) that the choice of \alpha \in (0, 2) is not essential for the asymptotic behavior of
the method, but a better value of the error at a fixed mesh can be obtained for
values of \alpha closer to two. One may not wish to make this value too close to the
critical value of two, however, as this may give a blowup in the implicit constants
that appear in our estimates. When the domain exhibits geometric singularities,
numerical evidence supports the claim that they are rapidly noticed for values of \alpha 
closer to two. In such a case the refinement is more spread throughout the domain
due to the smaller relative importance of the singularity introduced by \delta z.

\bullet Limitations: There seem to be two main limitations to our approach. First, we
are restricted to the two dimensional setting. The reason for this is explained in
Remark 2. Our current arguments based on weighted spaces and related techniques
cannot show the boundedness of the convective term in three dimensions. Note that
a similar limitation appears in [12, 32]. The second limitation is that we need to
know the location and intensity of the Dirac source for our approach to work.
However, if we do not have these two pieces of information we do not know the
forcing term, a problem that is beyond our scope here. We are not claiming that
our estimator works for any singular forcing term, or that it will perform well if
the forcing happens to be regular. In fact, in this case our estimator will not work.
This is a heavily tailored estimator for a very singular problem.

\bullet Boundedness of \{ \scrS  - 1
T
\} T \in T: Our developments are based on the fact that the family

\{ \scrS  - 1
T
\} T \in T is uniformly bounded on weighted spaces. As mentioned above, if Ω

is convex and T is quasi-uniform, then [19, Theorem 4.1] has proved this fact.
While convexity may not be a restrictive assumption on the domain, the fact that
T must be quasi-uniform is not fulfilled in an adaptive setting. Filling this gap
is beyond the scope of our interest here. Our numerical experiments, however,
present numerical evidence that this assumption is indeed true. If this assumption
is false, the constants in our estimates will depend on T (read number of degrees of
freedom), and the devised adaptive loop will not deliver optimal asymptotic rates
of decay.
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[26] J. Heinonen, T. Kilpeläinen, and O. Martio, Nonlinear Potential Theory of Degenerate
Elliptic Equations, Dover, Mineola, NY, 2006 (unabridged republication of the 1993 origi-
nal).

[27] P. Hood and C. Taylor, Navier-Stokes equations using mixed interpolation, in Finite Element
Methods in Flow Problems, University of Alabama Press, Huntsville, 1974, pp. 121–132.
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