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OPTICS

Single-shot 3D wide-field fluorescence imaging
with a Computational Miniature Mesoscope

Yujia Xue', lan G. Davison?3, David A. Boas'>*, Lei Tian"3*

Fluorescence microscopes are indispensable to biology and neuroscience. The need for recording in freely be-
having animals has further driven the development in miniaturized microscopes (miniscopes). However, conven-
tional microscopes/miniscopes are inherently constrained by their limited space-bandwidth product, shallow
depth of field (DOF), and inability to resolve three-dimensional (3D) distributed emitters. Here, we present a Com-
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putational Miniature Mesoscope (CM?) that overcomes these bottlenecks and enables single-shot 3D imaging
across an 8 mm by 7 mm field of view and 2.5-mm DOF, achieving 7-um lateral resolution and better than 200-pm
axial resolution. The CM? features a compact lightweight design that integrates a microlens array for imaging and
a light-emitting diode array for excitation. Its expanded imaging capability is enabled by computational imaging
that augments the optics by algorithms. We experimentally validate the mesoscopic imaging capability on 3D
fluorescent samples. We further quantify the effects of scattering and background fluorescence on phantom

experiments.

INTRODUCTION

Fluorescence microscopy is an indispensable tool in fundamental
biology and systems neuroscience (1). A major focus for recent tech-
nological developments is aimed at overcoming the barrier of scale
(2). For example, perception and cognition arise from extended brain
networks spanning millimeters to centimeters (3) yet rely on com-
putations performed by individual neurons only a few micrometers
in size (4). Recent progress, such as macroscopes (3), Mesolens mi-
croscope (5), two-photon mesoscope (6), RUSH (7), and COSMOS
(8), are only beginning to bridge these scales. However, the develop-
ment of these mesoscopic imaging systems is confounded by the
scale-dependent geometric aberrations of optical elements (9). This
results in an undesirable trade-off between the achievable space-
bandwidth product (SBP) and the complexity of the optical design
(9, 10), as evident by mesoscopes developed on the basis of both the
sequential (5, 6) and multiscale (7) lens design principles. In addi-
tion, the achievable field of view (FOV) is further constrained by the
system’s shallow depth of field (DOF) in many bioimaging applica-
tions (3, 7). For example, the FOV's for cortex-wide imaging systems
are often set by the curved cortical surface that requires additional
mechanisms to be compensated for, otherwise resulting in excessive
out-of-focus blurs in the peripheral FOV regions (3).

Another technological focus is toward miniaturization driven by
the need for long-term in vivo imaging in freely behaving animals.
In particular, miniaturized head-mounted fluorescence microscopes,
i.e.,, “miniscopes” (11), have made substantial progress and enabled
unprecedented access to neural signals, revealing previously unknown
views of neural circuits underlying diverse behaviors, such as navi-
gation, memory storage, learned motor programs, and social inter-
actions. However, the imaging performance of current miniscope
systems remains restricted by their optics, similar to their standard
fluorescence microscopy counterparts. Multiscale measurements
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are still beyond reach. Most of current miniscope systems limit
imaging areas to under 1 mm? (11), confining measurements to a
subset of cells within a single brain region. While larger FOV's are
possible, fundamental physical limits preclude meeting the joint
requirements of scale, resolution, and compactness by simply scal-
ing up standard optical designs (12). In addition, wide-field mea-
surements only give access to fluorescence signals within a limited
depth of several micrometers around the plane of focus, as set by the
DOF of the optics (11). The head-mounted configuration further
constrains the flexibility of adjusting focus, making imaging of three-
dimensional (3D) distributed emitters highly challenging (13).
Although two-photon miniscopes have been developed to provide
3D scanning capability (14, 15), they require specialized optics and
suffer from slow acquisition speed (11).

Here, we introduce and demonstrate a Computational Miniature
Mesoscope (CM?) that enables large-scale 3D fluorescence measure-
ments with a compact and lightweight optical platform. The CM?
uses simple optics and accomplishes its SBP improvement and 3D
imaging capability without the need for mechanical scanning. It by-
passes the physical limitations of the optics by jointly designing the
hardware and the algorithm. Specifically, the CM? is capable of re-
constructing 3D fluorescence distributions in 8.1 mm by 7.3 mm by
2.5 mm volumes and achieving ~7-um lateral resolution and better
than 200-um axial resolution from a single wide-field measurement.
This represents at least one-order-of-magnitude increase in the
FOV and two-order-of-magnitude improvement in the DOF over
current miniscope systems, while still offering cellular level lateral
resolution.

The imaging method of the CM?* combines ideas from integral
imaging (16), light-field microscopy (17-19), compound-eye imag-
ing (20), array microscopy (21, 22), and coded aperture imaging
(23-26). It works by first collecting a single 2D measurement using
a microlens array (MLA) and then computationally reconstructing
the 3D fluorescence distribution based on precharacterized point
spread functions (PSFs), as summarized in Fig. 1. Unlike systems
designed to acquire 3D information by attaching an MLA to an ex-
isting microscope (17-19) or miniscope (13, 27), the CM? uses the
MLA as the sole imaging element (Fig. 1, A and B), allowing our
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Fig. 1. Single-shot 3D fluorescence CM?. (A) The CM? combines an MLA optics and light-emitting diode (LED) array excitation in a compact and lightweight platform.
(B) Picture of the CM? prototype (the electric wires and the sensor driver are omitted). Photo credit: Yujia Xue, Boston University. (C) CM* measurement on 100-um
fluorescent particles suspended in clear resin. (D) Projected view of the CM? reconstructed volume (7.0 mm by 7.3 mm by 2.5 mm) and three zoom-in regions with orthog-

onal views. Scale bars, 500 um. CMOS, complementary metal-oxide semiconductor.

setup to circumvent the FOV limitations imposed by the conven-
tional objective lens (17, 18) or the gradient index (GRIN) lens
(13, 27). In addition, this configuration offers a simple and com-
pact form factor by removing the bulk of infinite-conjugate optics
used in existing miniscopes (11, 13). Similar to coded-aperture
techniques (23-26), the CM? captures 3D information through op-
tical multiplexing, where the PSF is no longer a single tight focus
but spreads over multiple foci. As compared to the techniques us-
ing highly dispersed PSFs (23, 24), the CM? is designed to have a
“small” 3 x 3 focal spot array that incurs a proportionally low degree
of multiplexing, since both the image contrast and signal-to-noise
ratio (SNR) degrade as multiplexing increases (28). This design
ensures the CM? captures high-contrast measurements contain-
ing nine partially overlapping perspective projections from the ob-
ject (see Fig. 1C). Furthermore, the multi-view finite-conjugate
configuration provides the CM? with rapidly varying PSFs across
depths, which lays the foundation for robust and accurate 3D recon-
struction. Accordingly, the forward model of the CM? describes
the convolution between the 3D object and the depth-dependent
PSFs simultaneously projected onto the image sensor. The CM?
reconstruction algorithm recovers the 3D object by solving a sparsity-
promoting regularized least-squares problem. As compared to the
digital refocusing algorithm that synthesizes geometrically refocused
images at different depths (16, 17, 22), the CM? algorithm provides
depth-resolved reconstructions by solving the full 2D-to-3D de-
convolution problem (Fig. 1D).

The CM? operates as a standalone fluorescence imaging device
that integrates the fluorescence excitation module with the imaging
module on the same platform (Fig. 1, A and B). Naively adopting
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the popular on-axis epi-illumination to a mesoscale FOV leads to
bulky optics and undesired long working distance. Instead, we de-
sign and optimize an array of light-emitting diodes (LEDs) that create
uniformly distributed illumination across a centimeter-scale FOV
using an oblique epi-illumination configuration. In addition, this
design imparts the compactness and light weight of the CM?* and
bypasses the conventional limitations from the collimating optics,
dichromatic mirror (11), and diffusing elements needed for wide-
FOV illumination (12) in existing miniscopes.

Building from off-the-shelf hardware components, a 3D printed
housing, and augmented with the reconstruction algorithm, the CM?
enables volumetric imaging of fluorescence objects and provides
high resolution, wide FOV, and extended DOF with a 3D SBP of up
to 21.6 million voxels. Our joint optical-computational design al-
lows us to perform tomographic reconstruction using a single mea-
surement. In the following, we first outline the operation principle
of the CM? and derive the theoretically achievable lateral and axial
resolution based on both geometric optics and 3D modulation
transfer function (MTF) analysis. We then show that our experi-
mentally obtained resolution matches well with the theoretical pre-
dictions. Next, we experimentally demonstrate the 3D mesoscopic
imaging capability under different conditions. First, we present re-
sults on scattering-free samples, including fluorescent particles em-
bedded in clear volumes and fiber clusters spread over a curved
surface. Next, we investigate the effects of bulk scattering and back-
ground fluorescence and then quantify the axial reconstruction range
of the CM? in a series of controlled phantom experiments. Last, we demon-
strate the advantage of the CM™s extended DOF across a mesoscale
FOV by imaging a scattering volume with a curved surface geometry.
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RESULTS

Principle of the CM?

The principle of the CM”’s single-shot 3D imaging capability can be
explained by drawing an analogy to frequency division multiplex-
ing (FDM). In the FDM, simultaneous transmission of multiple sig-
nals is made possible by first modulating each signal with a distinct
carrier signal and later separating them by demodulation. Analo-
gously, in the CM?, simultaneously resolving fluorescence signals
from multiple depths is achieved by first convolving the signals from
each depth with a distinct PSF and later reconstructing the depth-
wise information by deconvolution, as summarized in Fig. 2. Fur-

the axial resolving power of the CM?” is fundamentally limited by
the need for substantially differing PSFs across depths.

The experimentally measured PSFs by displacing a 5-um source
axially along the optical axis are shown in Fig. 2A (see details in
Materials and Methods). The separation between the central and side
foci decreases as the source is moved away from the MLA, resulting
in the characteristic “axial shearing” in the array PSF. The separation
of the foci d as a function of the object-MLA distance [ (measured
from the first principal plane H; of the MLA) can be quantified on
the basis of a geometric optics analysis, which gives

d = (lT°+1>D (1)

ther considering fluorescence signals from a continuous volume,
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Fig. 2. Characterization of the CM?’s imaging principle, shift variance, and resolution. (A) The CM? produces axially varying array PSFs to achieve optical sectioning.
The axial shearing in the side foci is well characterized by the geometric model in Eq. 1. The PCC of the axially scanned PSFs quantifies the expected axial resolution.
EM, emission. (B) The 3D MTF (shown in log scale) shows that the CM? captures extended axial frequency information and enlarges the system’s SBP. The support of the
experimental MTF matches with the theory (in dashed-dotted curve). The angle of each tilted “band”in the MTF is set by the angular location of the corresponding micro-
lens omia (in dashed line). (C) The lateral shift variance is characterized by the PCC of the laterally scanned PSFs. The PSF in the central FOV (marked by orange boundary
lines) contains 3 x 3 foci; the PSF in the outer FOV (marked by blue boundary lines) contains 2 x 3 or 3 x 2 foci; the PSF in the corner FOV (marked by yellow boundary lines)
contains 2 x 2 foci. (D) The resolution at different regions of the FOV is characterized by reconstructing a 5-um pinhole object using the CM?s shift-invariant model. The
lateral full width at half maximum (FWHM) is consistently below 7 um. The axial FWHM is ~139 um in the central FOV and degrades to ~172 and ~ 189 um in the outer and
corner FOVs, respectively. (E) Geometry for imaging a tilted fluorescent target. (F) Raw CM? measurement. (G) MIPs of the reconstructed volume (8.1 mm by 5.5 mm by
1.8 mm). The 7-um features (group 6, element 2) can be resolved as shown in the zoom-in xy projection. The axial sectioning capability is characterized by the xz projection,
validating the feature size-dependent axial resolution.
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where D = 1 mm is the pitch of the MLA and [y = 5 mm is the
MLA-sensor distance (measured from the second principal plane
H, of the MLA). An excellent match between the model in Eq. 1 and
the experiments are found by overlaying the theoretically predicted
separation d within the 2.5-mm defocus range onto the maximum
intensity projection (MIP) of the experimentally measured PSFs in
Fig. 2A.

The depth variation of the PSFs can be further quantified using
the Pearson correlation coefficient (PCC) calculated between the
nominal in-focus PSF (the z = 0 plane is defined at the nominal
working distance [ = 12 mm) and each defocus PSF (see Materials
and Methods). As shown in Fig. 2A, the correlation reduces rapidly
across different depth planes because of the axial shearing of the array
focus. We further compare the 3 x 3 array PSF with other configu-
rations, including a single focus, a 2 x 3 array, and a 2 x 2 array, and
show that the decorrelation generally improves with the number of
foci. To further quantitatively compare the axial resolving powers
of different configurations, we adopt the full width at PCC = 0.8
proposed in (26) as a heuristic estimate of the axial resolution,
which gives 155 um for the 3 x 3 array, 179 um for the 2 x 3 array,
and 206 pum for the 2 x 2 array. In the next section, we show that
these PCC-based axial resolution predictions agree well with our
experimental data.

The achievable resolution of the CM? can be rigorously quanti-
fied by computing the system’s 3D MTF. In Fig. 2B, the f,-f, cross
sections of the 3D MTFs of the CM? and the single-microlens sys-
tem are compared (see details in Materials and Methods). First, we
analyze the axial resolution. Notably, the CM* markedly extends the
axial (f;) bandwidth and hence achieves much improved axial reso-
lution. Akin to all microscopes (29), the axial bandwidth of the cMm?
depends on the lateral frequency (f,). The high-frequency region, e.g.,
fi > 0.05 um™’, supports a relatively uniform axial bandwidth of
~0.014 um ™!, which predicts ~140-um axial resolution. The low-
frequency region suffers from the common “missing-cone” problem
(29),1.e., reduced axial Fourier coverage, which results in deteriorated
axial sectioning. The shape of the MTF can be well explained by clas-
sical imaging theory. The diffraction-limited single microlens system
has a 3D MTF with a “bowtie”-shaped f,-f; cross section (29), as il-
lustrated in Fig. 2B. The axial bandwidth is BY = NTA2 =0.0033 um ™,
where the numerical aperture (NA) of the microlens is ~0.042 at the
nominal working distance and the central emission wavelength A =
530 nm. The extended axial Fourier coverage of the CM? is attributed
to the array PSF. Specifically, each axially sheared side focus produces
a tilted band through the origin in the 3D MTF, as illustrated in Fig. 2B.
The tilting angle, o = tan™'(D/]) = 4.76", is set by the angular lo-
cation of the side microlens, akin to the Fourier slice theorem (30),
which agrees well with the experimental MTF. This MTF-based ax-
ial resolution analysis is further corroborated by a geometric optics
analysis (see details in Materials and Methods). Together, these re-
sults show that the axial resolution of the CM? is fundamentally de-
termined by the total angular coverage by the whole array. The MTF
analysis further shows that the axial bandwidth of the current CM?
prototype is ~1.56x narrower than the diffraction limit because of
the pixel undersampling (see details in Materials and Methods),
which, in turn, proportionally degrades the axial resolution.

Next, we analyze the lateral resolution. Because of the pixel un-
dersampling, the MTF of the CM? only contains lateral frequency
up to the sampling rate f; = ;—A =0.1 um_l, where A = 5 um is the
effective pixel size (see details in Materials and Methods). The MTF
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analysis shows that the CM? does not improve the lateral resolution
as compared to the single-microlens case, since in both cases, the
lateral resolution is fundamentally limited by the NA of a single mi-
crolens. In addition, the lateral bandwidth of the CM? is not strongly
affected by the axial frequency, indicating a relatively uniform later-
al resolution regardless of the axial feature size. We later verify these
predictions and demonstrate excellent agreement between the anal-
ysis and the experiments.

Resolution and lateral shift variance characterization

The image formation of the CM? is approximated by a slice-wise
shift-invariant model. Under this approximation, the lateral shift vari-
ance at a given depth is neglected. Accordingly, the CM? measure-
ment is modeled as the axial sum of the 2D convolution between
each object slice at a given depth and the corresponding depth-
dependent PSF (see details in Materials and Methods). This simpli-
fication is to reduce the requirements of both the physical PSF
calibration and the computational complexity of the inversion
algorithm. In practice, however, lateral shift variance is present
because of several factors, including the spatially varying aberra-
tions in the microlenses, the finite-sized image sensor, and the
angle-dependent response of the complementary metal-oxide semi-
conductor (CMOS) pixel.

To characterize the lateral shift variance, we image a 5-um pinhole
across an 8 mm by 7 mm FOV. Next, we calculate the PCC between
the on-axis PSF and each off-axis PSF to quantify the degree of lateral
shift variance across the FOV in Fig. 2C (see details in Materials and
Methods). Notably, both the finite sensor size and the limited pixel
angular response can truncate the PSF to a smaller array from an
off-axis point source, as shown in the examples in Fig. 2C. Accord-
ingly, we divide the FOV into nine regions based on the number of
foci in the PSF overlaid on the PCC map. The boundaries of these
regions align well with where the PCC drops sharply, which shows
that the loss of foci (i.e., “views”) contributes significantly to the lat-
eral shift variance. By further analyzing the PSF measurements, we
conclude that the vertical PSF truncation is from the limited sensor
size. The horizontal PSF truncation is from the limited angular pix-
el response, which has a ~21° cutoff estimated from our measure-
ments. Next, to assess the effect of the spatially varying aberrations
of the microlens alone, we calculate the PCCs using only the focal
spot from the central microlens. The PCC map in fig. S4C shows
that the central 7-mm-diameter region displays high correlation
(PCC > 0.7), indicating a relatively good match to our shift-invariant
model. Outside this region, the spatially varying aberrations further
increase the system’s lateral shift variance, which, in turn, degrades
the reconstruction.

The impact of the lateral shift variance to the CM? resolution is
quantified by deconvolving the pinhole measurements at different
lateral locations using the same shift-invariant model (see details in
Materials and Methods). To account for the statistical variations, we
aggregate the data into three groups in Fig. 2D, including those
from the central (3 x 3 foci), outer (3 x 2 or 2 x 3 foci), and corner
(2 x 2 foci) FOV regions (as defined in Fig. 2C), based on the num-
ber of foci/views in the measurement. The lateral resolution is con-
sistently below 7 pm, as measured by the lateral full width at half
maximum (FWHM) of the reconstructed intensity profile. Only
slight variations are observed in the three FOV regions (central,
6.18 um; outer, 6.34 um; and corner, 6.49 um). This result matches
well with our MTF analysis that shows that the lateral resolution is
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not affected by the array size. The variations are likely due to the
uncompensated off-axis aberrations at the peripheral FOV regions.
On the other hand, the axial resolution (measured by the axial FWHM
of the reconstructed intensity profile) is strongly affected by the
number of views in the measurements, as the axial-PSF PCC analy-
sis suggests. As validated in our experiment, the FWHM from the
central 3 x 3-view region is ~139 um, which matches well with the
3D MTF prediction; the outer 3 x 2-view and 2 x 3-view regions is
~172 pm; the corner 2 x 2-view region is ~189 um. Overall, these
results establish that the slice-wise shift-invariant model used in the
current CM? prototype is sufficient to image an 8 mm by 7 mm
FOV and provide 7-um lateral resolution and better than 200-um
axial resolution.

Experiment on a tilted fluorescent resolution target

A fluorescent resolution target (Edmund Optics 57-895) is imaged
to further validate the lateral resolution of the CM” We conduct
experiments by tilting the target across the volume (Fig. 2, E to G)
or placing it on the same focal plane (fig. S5A) and show that the
same lateral resolution is achieved regardless of the geometry. The
xy MIP of the CM? reconstruction (Fig. 2G) shows that the features
with 7-pm linewidth (group 6, element 2) can be resolved, which
agrees with both our MTF analysis and pinhole deconvolution re-
sults. The xz MIP (Fig. 2G) demonstrates successful recovery of the
tilted geometry. The feature size-dependent axial sectioning is also
observed. The larger features result in wider axial elongations. Since
we took the measurement by placing the high-resolution features in
the central FOV region, the axial elongation artifacts are observed
more prominently in the outer FOV regions corresponding to the
low-resolution features on the target. We further validate these
observations using Zemax-simulated measurements (fig. S5B and
section S6) and find good agreement between the simulations and
the experiments.

Experiments on fluorescent particles in clear volumes

We experimentally demonstrate that the CM? allows localizing fluo-
rescent emitters distributed across a large volume. First, we image
100-um-diameter fluorescent particles dispersed in a ~7.0 mm by
7.3 mm by 2.5 mm volume (the CM? measurement shown in Fig. 1C).
We establish the accuracy of the CM?* volumetric reconstruction result
(Fig. 1D and movie S1) by comparing it with an axial stack acquired
using a 10x, 0.25 NA objective lens on a commercial epifluorescence
microscope (Nikon TE2000-U) in fig. S8B and section S10, where
we show excellent agreement between the two. The axial elongation
from each 100-pm particle is consistently around 420 pm.

Next, to test the CM?’s performance on samples with the feature
size similar to a single neuron, we image 10-pm-diameter fluores-
cent particles distributed in a ~5.7 mm by 6.0 mm by 1.0 mm vol-
ume. The raw CM? measurement is contaminated with stronger
background fluorescence due to the increased particle concentration
and suffers from lower contrast and reduced SNR due to the reduced
brightness of the emitters (shown in the inset in Fig. 3A). Nevertheless,
the CM? algorithm is tolerant to these signal degradations, as shown
in the high-quality full-FOV reconstruction in Fig. 3A. The meso-
scale FOV offered by the CM? is highlighted by comparing that
from the 2x and 10x objective lenses (on a Nikon TE2000-U micro-
scope with a pco.edge 5.5 sCMOS). Visual comparison between the
CM? reconstruction and the axial stack acquired by the 10x, 0.25 NA
objective lens are shown in Fig. 3B, demonstrating accurate single-shot
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localization of the individual particles (volumetric visualization
available in movie S2). We further quantify the reconstruction ac-
curacy by comparing the CM? reconstruction with the axial stacks
taken with 2x, 0.1 NA and 10x, 0.25 NA objective lenses. As shown
in the lateral cross sections in Fig. 3C, the CM?* accurately recovers
the 10-um particle profile. Further evaluating the axial cross sections
(Fig. 3C) indicates that the CM? reconstruction achieves better axial
sectioning than the 0.1 NA objective lens but worse than the 0.25 NA
objective lens. The xz cross-sectional view of a single-particle
reconstruction (Fig. 3D) also highlights these observations. Quantita-
tively, the axial elongation from a 10-um particle taken from the cen-
tral FOV is around 246 um. To characterize the spatial variations of
the reconstruction, we quantify the lateral sizes and axial elonga-
tions of all the reconstructed particles across the entire volume (see
details in Materials and Methods). In Fig. 3E, the statistics of the
lateral and axial FWHMs are computed for the central, outer, and
corner FOV regions (as defined in Fig. 2C). For the lateral size, in
both the central and outer FOV regions, the reconstructed particle
widths are consistently around 11 um. In the corner FOV region,
the lateral size is broadened to an average 12.3 um possibly because
of the unmodeled stronger off-axis aberrations. On the other hand,
the axial elongation is more affected by the missing view-induced
lateral shift variance. In the central FOV region, the reconstructed
particles have an average 246-um elongation. In the outer and cor-
ner FOV regions, the axial widths are elongated to ~292 and ~299 um,
respectively. These results are in good agreement with those from our
resolution characterization experiments.

Experiment on fluorescent fibers on a curved surface

The ability to image complex volumetric fluorescent samples is ex-
perimentally tested on fluorescent fibers spread on a 3D printed
curved surface that mimics the surface profile of a mouse cortex (as
shown in Fig. 4A). The sample spans a wide FOV (~7.8 mm by 4.9 mm)
and an extended depth (~0.9 mm). As shown in the depth-color-
coded MIPs of the full-FOV reconstruction (Fig. 4B and movie S3),
the overall surface curvature with closely packed fiber structures
can be clearly recovered. The reconstruction quality of the CM” re-
construction is highlighted by comparing a few reconstructed depths
with the wide-field fluorescence measurements using the 2x, 0.1 NA
and 10x, 0.25 NA objective lenses (Fig. 4D). The CM? algorithm
correctly recovers the in-focus structures and rejects the out-of-focus
blurs in each depth, since it solves for the 3D object rather than
mimicking the physical focusing on a microscope. We also plot the
reconstruction cutline across a dense fiber cluster and compare it with
the wide-field measurement from the 2x, 0.1 NA objective lens. The
overlay verifies that the CM? resolves most of the individual fibers
(Fig. 4C). The differences in the intensity of different fibers between
the two cutlines are primarily due to the different illumination con-
ditions used during the measurements (oblique epi-illumination for
the CM? versus on-axis for the 2x objective lens on a standard epi-
fluorescence microscope). Additional experiments on the same type
of fluorescent fibers placed on a planar surface are conducted to
further verify the above observations, as described in section S9 and
fig. S8A.

Experiments on controlled scattering phantoms

To quantitatively evaluate the performance of the CM* under bulk
scattering and strong background fluorescence, we conduct experi-
ments on eight phantoms with progressively increasing scattering

50f 15

1202 ‘61 1snBny uo /Bio"Bewsousios saoueApe//:diy Woll papeojumod


http://advances.sciencemag.org/

SCIENCE ADVANCES | RESEARCH ARTICLE

A Reconstructed xy MIP
CM? measurement ’ <Z(
Te)
N
(=}
e
o
<
Z
~—
o
<
N
c *om=—2x,0.1NA .
CM2 reconstruction \\
* m=10x,0.25 NA \\
Star: reconstruction data S
AU. Line: Gaussian fitting AU \\
1.0 1.0 \\\
0.8 0.8 AN
0.6 0.6
0.4 0.4 /
02 0.2
AL AN &AL
0. ; — + o i — 0.0 e + ey
20 -15-10 -5 0 5 10 15 20 -600 -400 -200 0 200 400 600
Lateral (um) Axial (um)
D 1 10x%, 0.25 NA objective :

CM? reconstruction,

2x, 0.1 NA objective

Wide-field epifluorescence
(10x, 0.25 NA)

CM2 reconstruction

E Lateral Axial
123 400
15 . 99
292
108 109 T 37
+1.0 +1.1 320+ 246
127 £29
5 ol g 2401
= s
I I
= = 160|
o 6+ o
34 80 1
0l (!
Central Outer Corner Central Outer Corner
FOV FOV FOV FOV FOVv FOV

Fig. 3. Single-shot 3D imaging of 10-um fluorescent particles in a clear volume. (A) xy MIP of the reconstructed volume spanning 5.7 mm by 6.0 mm by 1.0 mm. Top
left inset: Raw CM? measurement. The FOV of the CM? is comparable to a 2x objective lens (red bounding box) and is ~25x wider than the 10x objective lens (blue bounding
box). (B) Zoom-in of the CM? 3D reconstruction benchmarked by the axial stack taken by a 10%, 0.25 NA objective lens. (C) Lateral and axial cross sections of the recovered
10-um particle. By comparing with the measurements from the standard wide-field fluorescence microscopy, the CM? faithfully recovers the lateral profile of the particle
and achieves single-shot depth sectioning. A.U., arbitrary units. (D) xz cross-sectional view of a reconstructed fluorescent particle, as compared to the axial stack acquired
from the 2x and 10x objective lenses. (E) To characterize the spatial variations of the reconstruction, the statistics of the lateral and axial FWHM:s of the reconstructed
particles are plotted for the central, outer, and corner FOV (as defined in Fig. 2C). The lateral width changes only slightly (~0.9%) in the outer FOV but increases in the
corner FOV (~13.9%). The axial elongation degrades from ~246 um in the central FOV to ~292 and ~ 299 um in the outer and corner FOV regions, respectively.

properties, as summarized in Fig. 5. All the phantoms are seeded
with the same concentration of the target 25-um fluorescent parti-
cles so that the differences in the reconstruction are only attributed
to bulk scattering and background fluorescence. In addition, 1.1-pm
background fluorescent particles are added to mimic unresolvable
fluorescent sources commonly seen in biological samples (e.g., neuro-
pils in the brain). The seeding density of the background fluorescent
particles is kept the same for all the phantoms. This allows us to
isolate the impact of volumetric scattering on the target fluorescent
signals from the background fluorescent particles. To introduce bulk
scattering, we seed nonfluorescent 1-um polystyrene particles for
mimicking refractive index inhomogeneities in tissues. Furthermore,
the scattering strength is controlled with progressively higher seed-
ing density. Specifically, the first phantom does not contain any addi-
tional scatterers, which serves as the benchmark. For the rest of the
seven phantoms, we double the seeding density of the nonfluorescent

Xue et al., Sci. Adv. 2020; 6 : eabb7508 21 October 2020

scatterers in each sample (see more details in Materials and Methods).
The scattering level for each phantom is quantified by the scattering
mean free path [ (the yellow curve in Fig. 5B).

The raw CM?” measurement is subject to strong background and
reduced image contrast, as shown in the example image (the top left
panel of Fig. 5A). To overcome this issue, we conduct a background
subtraction procedure (as detailed in Materials and Methods) before
performing the 3D deconvolution. This procedure can effectively
remove the slowly varying background while maintaining high-
fidelity signals from the high-contrast targets, as shown in the
background-removed image (the top right panel of Fig. 5A) and
the overlay between the raw and background-removed images (the
bottom panel of Fig. 5A). To quantify the effects of background fluo-
rescence and bulk scattering in the raw measurements, we calculate
the signal-to-background ratio (SBR) (see details in Materials and
Methods) and find that the average SBR is reduced from ~1.62 for
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Fig. 4. Imaging of fluorescent fibers on a curved surface. (A) The sample contains fluorescent fibers spread on a 3D printed curved surface that mimics the mouse
cortex. Photo credit: Yujia Xue, Boston University. (B) The depth-color-coded MIP of the reconstruction spanning a volume of ~7.8 mm by 4.9 mm by 0.9 mm. The orthogonal
projections reveal the curvature of the sample. (C) The CM? resolves the fiber structures as verified by the cutline from the reconstruction compared to the measurement
with a 2%, 0.1 NA objective lens. (D) The depth sectioning of the CM? is benchmarked by the wide-field measurements from 2x, 0.1 NA and 10x, 0.25 objective lenses. The
CM? accurately recovers in-focus fiber structures and suppresses out-of-focus fluorescence.

the least scattering phantom (Is = 324 mm) to ~1.18 for the most scat-
tering phantom (J; = 0.15 mm) in our experiments (the blue curve
in Fig. 5B). Recall that an array PSF with more foci theoretically leads
to reduced image contrast when strong background signals are pre-
sent in the sample. To verify this, we quantify the spatial variations of
the SBR for each phantom. The SBRs averaged over the three sub-
FOV regions (defined in Fig. 2C) show that the SBR consistently
increases as the number of views in the measurement reduces for all
the phantoms. Quantitatively, the local SBR increases on-average by
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~0.053 from the central FOV (3 x 3 views) to the outer FOV (2 x 3
or 3 x 2 views) and by another ~0.10 in the corner FOV (2 x 2 views),
as shown in Fig. 5B. Besides the scattering condition and the num-
ber of captured views, we find that several other factors further
influence the SBR, including the sample uniformity, the angle-
dependent CMOS pixel response, and spatially varying aberrations
of the microlenses.

We perform 3D reconstruction for each scattering phantom. All
the deconvolutions are conducted using the same computational
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Fig. 5. Imaging of scattering phantoms. (A) A background subtraction procedure is devised to remove the slow varying background before performing the 3D deconvo-
lution. (B) Quantitative evaluation of the CM? performance under bulk scattering and strong background fluorescence. The contrast of the raw measurement is quantified
by the local SBR. The mean SBR across the whole FOV is plotted in the blue curve along with the mean SBR in different FOV regions (as defined in Fig. 2C). The SBR increas-
es as the number of views in the measurement reduces. The FOV-dependent SBR s visualized by the local SBR maps at three scattering densities. The reconstructed depth
range is measured to quantify the CM*s axial imaging capability. When the scattering is weak, the reconstructed depth range is primarily limited by the low SBR due to
background fluorescence. As the scattering increases and /s approaches the axial elongation of a single particle, the reconstructed range reduces to the superficial layer
and is bounded by the finite axial resolution. The error bars represent measurements from multiple sub-FOVs. [ for phantoms 1 and 2 are 323.7 and 7.5 mm, respectively,
and are omitted in the plot for better visualization. (C) xz MIPs of the reconstruction across eight phantoms with different scattering densities. The dashed line in each
subfigure indicates the top surface of each phantom. (D) Images of the scattering phantoms used in the experiments. Photo credit: Yujia Xue, Boston University.

settings (i.e., the same set of regularization parameters and a fixed
number of iterations), so that the influence from the (nonlinear)
regularization terms can be considered approximately identical
across all cases. The reconstruction results are visualized in the xz
MIPs in Fig. 5C. As the scattering increases, while it is still possible
to resolve individual emitters, the reconstructed depth range gradu-
ally reduces. When the scattering is sufficiently strong, the CM? re-
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constructs the emitters within the superficial layer of the phantom
(phantoms 6 to 8). This observation is further quantified by mea-
suring the reconstructed depth range in each case (the red curve in
Fig. 5B) (more details in Materials and Methods). It is generally ob-
served that the depth range reduces as the SBR reduces. The depth
range is first limited by the background fluorescence (phantoms 1
to 5). As the scattering increases, the range approaches the limit set
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by the single scattering mean free path (phantoms 6 to 8), much like
other wide-field fluorescence techniques. When the scattering mean
free path is shorter than the axial elongation from a 25-um fluores-
cent particle (~372 um), the experimentally measured depth range
in Fig. 5B is set by this elongation because of the limited axial reso-
lution (phantoms 7 and 8). The estimated reconstruction depth range
varies because of the surface variations present in each phantom,
which is quantified by calculating the standard deviation (SD) in
Fig. 5B. The variations are seen in the MIPs of the reconstructed
volumes in Fig. 5C, where the white dashed line represents the esti-
mated top surface of each phantom in the reconstruction.

Experiment on a scattering sample with a curved

surface geometry

Although the reconstruction volume of the CM? is fundamentally
limited by bulk scattering, next we show that it is still an effective
solution of compensating for the surface curvature often present in a
mesoscale FOV. To demonstrate this, we image a scattering (I, ~ 264 um)
phantom with a curved surface geometry (Fig. 6A). The phantom is
made using the same protocol as before. The entire surface spans
approximately a 725-um range. Although only the fluorescent emit-
ters within the superficial layer can be recovered, the curvature of
the surface is faithfully reconstructed by the CM?, as highlighted in

A Scattering phantom
|t —— ]

Wide-field epifluorescence

2 .
10%, 0.25 NA MIP of CM? reconstruction

I,H“,HI 1 ILUNT

1

Wide-field epifluorescence

2 .
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CM?2 measurement

=
-
=
=
—
=

the reconstructed volume in Fig. 6B and visualized in movie S4. The
fidelity of the reconstruction is further validated against the wide-
field fluorescence measurements in Fig. 6C, which shows excellent
agreement.

DISCUSSION

In summary, a novel minijaturized fluorescence imaging system is
demonstrated to enable single-shot mesoscopic 3D imaging. The CM?
integrates the fluorescence imaging and the excitation modules on
the same compact and lightweight platform. Simulations and ex-
periments have been presented to establish the operation principle
and 3D imaging capability of the CM?. Tts utility for 3D mesoscopic
imaging under bulk scattering and strong background fluorescence
has been experimentally quantitatively evaluated. This computational
microscopy technique achieves a square centimeter—scale FOV, a
millimeter-scale DOF, ~7-um lateral resolution, and better than
200-um axial resolution and offers up to 21.6-million-voxel infor-
mation throughput in a single shot. Under bulk scattering, the CM*
is still able to reliably reconstruct the fluorescence distribution in
the superficial layer and digitally compensate for the curved surface
geometry. With these unique combinations of imaging capabilities,
we believe that this miniaturized system has a strong potential for

B Depth-color-coded MIP

(A O g g "

Fig. 6. Imaging of a scattering sample with a curved surface. (A) lllustration of the scattering sample (/s ~ 264 um) with a curved surface and CM? raw measurement.
Photo credit: Yujia Xue, Boston University. (B) The depth-coded MIPs of the CM? reconstruction recovers particles in the superficial layer of the curved surface. (C) The
comparison between the CM? reconstruction and the wide-field fluorescence measurements (10x, 0.25 NA and 20x, 0.4 NA) verifies that the cm? correctly reconstructs

the emitters in the superficial layer.
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achieving neural imaging on scales approaching the full extent of
the mouse cortical surface with single-neuron level resolution, as an
attractive alternative to the table-top one-photon macroscope sys-
tems (3, 7, 8). As a pilot study, we simulate a brain-wide imaging of
vascular networks in section S7 and fig. S6. The results show prom-
ising results of imaging complex structures across a cortex-wide
FOV and accommodating for millimeter-scale surface variations.

While the current CM* prototype is considerably more compact
and lighter weight as compared to table-top systems for cortex-wide
imaging (3, 7, 8), it is not yet compatible with head-mounted in vivo
applications. The size and weight of the current CM? prototype are
primarily limited by the circuit boards of the image sensor (BFLY-
PGE-50A2M-CS, FLIR) and the LED (LXML-PB01-0040, Lumileds),
as detailed in section S1. Miniature circuit boards will be developed
in the future generations of CM?* by incorporating advances made
in the wearable miniscope systems (11-13). A preliminary estimate
is made on the basis of a miniature sensor board (MU9PC-MBRD,
Ximea) for the same CMOS sensor chip that has been used in a
head-mounted in vivo system for mice (31) and a miniature LED
board (LXZ1-PB01, Lumileds) that provides the same central wave-
length and similar illumination flux. On the basis of this estimate,
the total weight of the CM? can be reduced by more than 5x to un-
der 4 g. The total size can be reduced by more than 15x to ~13 mm
by 13 mm by 10 mm (details in section S1). With these additional
efforts in miniaturization combined with the cortex-wide optical
window implantation technologies (3), we envision that future gen-
erations of CM? can be an attractive head-mounted platform for full
cortical in vivo imaging in freely moving mice.

The imaging capability of the CM? can be further improved with
future development in both hardware and algorithm. First, this first-
generation device suffers from low light efficiency (~20% overall
efficiency) due to the oblique epi-illumination geometry, limiting
its application to weak fluorescent samples. A pilot study on imag-
ing a green fluorescent protein (GFP)-labeled mouse brain slice is
described in section S8 and fig. S7, which demonstrates the meso-
scopic imaging capability and the limitation of the current version
of the CM”. The future generations of CM? will improve the light
efficiency by exploring alternative designs, such as using novel fo-
cusing optics (12), diffractive optical elements (32), or fiber optics-
coupled light sources (33). Second, the imaging optics of the CM? is
designed by heuristically balancing several hardware and imaging
attributes, including the resolution, FOV, image contrast, and de-
vice complexity and size. Given this multidimensional design space
and several intrinsic trade-offs, it is highly possible that the imaging
optics can be further optimized by using advanced computational
procedures, such as those based on classical [e.g., the genetic algo-
rithm (34)] or data-driven [e.g., machine learning (35, 36)] algorithms.
Here, we discuss several promising directions to pursue in the fu-
ture. First, our analysis shows that both the lateral and axial resolution
of this CM? prototype are primarily limited by the pixel undersam-
pling. Practical solutions for alleviating the pixel undersampling
include reducing the demagnification factor (by decreasing the work-
ing distance) and using a CMOS sensor with a smaller pixel size. By
further balancing the primary trade-off for the FOV, the working
distance and the sensor choice can be optimized for improved reso-
lution. Second, the lateral resolution is fundamentally limited by the
NA of a single microlens. Customized aperiodic MLAs (19, 26) hav-
ing nonidentical NAs can open up a broader design space for im-
proving the lateral resolution without compromising other imaging
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attributes. The axial resolution is physically limited by the total an-
gular extent of the MLA, which can be moderately increased given
the size constraint for the wearable application. Nevertheless, our
computational imaging approach potentially allows leveraging ad-
vanced algorithms to overcome the limitations imposed by the phys-
ical optics. In particular, recent methods in deep learning (37-40)
and spatiotemporal signal processing algorithms (41) can be adapt-
ed to the CM? to markedly improve the axial resolution beyond the
diffraction limit. Third, the FOV is currently limited by the compu-
tational model that neglects the lateral shift variance in the image
formation. This limitation can be overcome by developing recon-
struction algorithms that can effectively incorporate shift-variant
PSFs, such as the local convolution model (26) and deep learning
algorithms (42). As observed in our experiment, the FOV is ulti-
mately limited by the limited angular pixel response (see section S4
and fig. $4B), which is 11.7 mm by 11.7 mm given the ~20.9" cutoff
from the standard CMOS sensor used in this CM* prototype. The
emerging back-side illumination CMOS sensor is an appealing solu-
tion that can increase the angular range by more than 2x and will be
investigated in future CM? platforms. Last, the image contrast is
primarily affected by the array size of the multifocus PSF and the
scattering conditions. It may be possible to improve the contrast by
reducing the array size while maintaining the imaging resolution
and FOV by optimizing the physical parameters of the MLA using
advanced algorithms, such as the genetic algorithm (34) and deep
learning (35, 36). In addition, advancing the illumination technology
by incorporating the structured illumination (43) can be a promis-
ing solution to suppress the background fluorescence and improve
the image contrast. With these improvements, we envision that fu-
ture generations of CM” may open up new exciting opportunities in
a wide range of large-scale in vivo 3D neural recording and biomedical
applications.

MATERIALS AND METHODS

The CM? prototype

The CM? consists of two main parts for fluorescence imaging, in-
cluding the imaging and illumination modules, as shown in Fig. 1
(A, and B). The detailed descriptions are provided in the section S1
and fig. S1. Briefly, for the imaging path, we choose an off-the-shelf
MLA with rectangular apertures and 100% filling factor for the lens
region (no. 630, Fresnel Technologies Inc.; focal length = 3.3 mm,
pitch = 1 mm, thickness = 3.3 mm). The MLA is first diced into a
smaller array whose size is slightly larger than the 3 x 3 array (see
section S2 and fig. S2). The extra size is needed to minimize vignetting
due to the thickness of the MLA, as illustrated in the ray tracing in
Zemax in fig. S2. The 3 x 3 MLA is approximately centered about
the image sensor (Aptina MT9P031, monochrome CMOS: sensor area
of 4.3 mm by 5.7 mm, 1944 x 2592 pixels, 2.2-um pixel size, 8-bit
image output, dynamic range of 60 dB, dark noise of 6.62¢"). The
back surface of the MLA is held approximately 2.6 mm above from
the image sensor by a 3D printed housing. The resulting finite-conjugate
imaging system has a nominal working distance of ~12 mm away
from the front surface of the MLA. This design provides an overall
~2.4x demagnification and a 5-um effective pixel size at the object
space, which is verified experimentally by imaging a resolution target.
Compared with the 6.4-pm diffraction-limited lateral resolution,
the CM? is undersampled by approximately a factor of 1.56 accord-
ing to the Nyquist sampling requirement. No precise alignment is
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needed between the MLA and the image sensor. After assembly, a
one-time system calibration is performed, in which a point source is
scanned along the optical axis of the MLA to acquire a stack of PSFs
(see the “PSF calibration” section and section S3). A thin emission
filter (535/50, Chroma Technology) is placed between the MLA and
the sensor.

For the illumination path, four surface-mounted LEDs (LXML-
PB01-0040, Lumileds) are placed symmetrically around the MLA
for fluorescence excitation to provide oblique epi-illumination.
The LEDs are connected to a driver (350 mA; 3021-D-E-350, LED-
dynamics Inc.). Each LED is first filtered spectrally by the excitation
filter (470/40, Chroma Technology) and then angularly confined by
a 3D printed aperture to generate an oblique diverging beam for il-
luminating the imaging region. The positioning of the LEDs and the
3D printed apertures are optimized. To do so, we build a model in
Zemax that incorporates the array geometry, the LED spectrum, the
angular profile of each LED emitter, and the incident angle-dependent
transmittance profiles of the excitation filter. We then optimize a
merit function that considers the illumination uniformity and the
total flux. Additional details about the illumination optimization are
given in section S11. We achieve highly uniform illumination over
a 10 mm by 10 mm area after the optimization, as shown in fig. S9.
The oblique geometry also reduces the transmittance efficiency of
the emission filter, which is also modeled by our Zemax model (see
section S12 and fig. S10).

The CM? prototype is built around an off-the-shelf CMOS sen-
sor package (BFLY-PGE-50A2M-CS, FLIR) by placing a 3D printed
housing (material: black resin, printed on Form 2; Formlabs) on top
of the sensor circuit board (Fig. 1B). In addition, linear polarizing
thin films (86-180, Edmund Optics) are inserted in front of each
LED and the MLA. The orientation of each polarizer is adjusted to
achieve optimal rejection of the specular reflections. After assembly,
the prototype is connected to a desktop computer via an Ethernet
cable for power and image acquisition. The prototype weighs ~19 g
and has a dimension of ~29 mm by 29 mm by 30 mm (see details in
section S1). Both the size and weight are primarily limited by the
BFLY-PGE-50A2M-CS image sensor circuit board, which weighs
18 g (~95% of the total weight) and has a dimension of ~29 mm by
29 mm by 23 mm. The lateral dimension is further limited by the
LXML-PB01-0040 LED circuit board, which has a dimension of ~4.6 mm
by 3.2 mm. Both a miniature image sensor board, MU9PC-MBRD
(Ximea, the same Aptina MT9P031 CMOS chip; weight, 1.5 g; di-
mension, ~13 mm by 13 mm by 3 mm) and miniature LED circuit
board (LXZ1-PB01, Lumileds; dimension, 1.7 mm by 1.3 mm) will
be incorporated in the future CM? platforms to further reduce the
weight and size by following the protocol established in existing
head-mounted platforms (11, 12, 31).

PSF calibration

After the CM? is assembled, it only requires a one-time calibration
to characterize its PSFs. To perform the calibration, we first build a
point source consisting of a green surface-mounted LED (M530L4,
Thorlabs), diffused by multiple layers of highly scattering thin films
(Parafilm), and followed by a 5-um pinhole (P5D, Thorlabs). The
details on the construction of the point source are in section S3 and
fig. S3. The point source is mounted on a three-axis automatic trans-
lation stage and controlled by a custom-built MATLAB program.
To calibrate the PSFs, the point source is scanned along the axial
direction with a 10-um step size across the [-3.5 to 3.5 mm)] range.

Xue et al., Sci. Adv. 2020; 6 : eabb7508 21 October 2020

The measured PSFs are then registered numerically to account
for the slight misalignment between the mechanical scanning axis
and the optical axis. During the experiments, the central 2.5-mm
range is used to perform the reconstruction. To quantify the lateral
shift variance, we also measure the PSFs by scanning the pinhole
across a 51 x 51 grid with a 0.2-mm step size over a 1-cm® FOV
located at the working distance plane. During the experiments, the
central 8 mm by 7 mm region is used to characterize the lateral shift
variance of the system.

3D MTF calculation

After acquiring the system’s axial PSF stack, we estimate the achiev-
able resolution by computing the system’s 3D MTF. Note that the
MTF calculation assumes that the system is spatially shift invariant.
However, the CM? is shift variant at each focal plane because of the
finite-sized image sensor and the angle-dependent response from
the CMOS pixel that may truncate the array PSF and the spatially
varying aberrations of the microlenses. By neglecting these lateral
shift variance effects, the 3D MTF is calculated by directly taking
the 3D Fourier transform of the axial PSF stack.

Axial resolution based on geometric optics analysis

The axial resolution of the CM? is estimated on the basis of the fol-
lowing geometric optics framework. By taking the finite difference
on both sides of Eq. 1, it gives

Ad = Dl—ﬁ‘w @

Equation 2 shows that an axial displacement by Al produces a lat-
eral shift of the side focus by Ad. The smallest distinguishable lateral
shift can be approximated by the pixel size, which, in turn, sets the
geometric optics-limited axial resolution. By setting Ad = 5um (the
pixel size at the object space) and plugging in other physical param-
eters of our CM? prototype, Eq. 2 gives ~144-um axial resolution at
the nominal working distance (I = 12 mm). This result matches well
with the 3D MTF-predicted 140-um axial resolution.

The CM? forward model and reconstruction algorithm

The CM? is modeled by a slice-wise shift-invariant model. In this
model, the 2D measurement is calculated as the axial sum of the 2D
convolution between the object “slice” at each depth and the corre-
sponding depth-dependent PSF. It further assumes an unknown
boundary condition at the image plane by including a truncation
operation to partially account for the loss of views at large incidence
angles (44). At a given depth, the PSF also changes slowly across the
FOV. However, fully accounting for this lateral shift variance requires
large costs from both the physical PSF calibration and computational
reconstruction. We thus use the simplified slice-wise shift-invariant
model that neglects the lateral shift variance. The degree of lateral
shift variance is characterized in Fig. 2 (C and D), section S4, and
fig. S4. This simplification leads to slight degradation of the resolu-
tion (Fig. 2D) in the CM? reconstruction due to the model mis-
match in the peripheral FOV regions (as shown in Fig. 2, C and D,
and fig. $4). Concretely, the CM? forward model is written as the
following compact form

y = DHx 3)
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where the discretized 3D object x = [xy, x3, ..., xn]T is written as n
discrete depth slices that are concatenated into a long vector. The con-
volution operator H = [H), H», ..., H,] stacks all the corresponding
2D convolution matrices. The operation Hx = XI_| H;x; projects all
the 2D measurements (H;x;) from different depths onto the 2D im-
age sensor. D is the truncation matrix.

The reconstruction algorithm solves an inverse problem that is
highly ill posed because of the dimensionality mismatch (i.e., from
2D to 3D). Our strategy is to incorporate priors by solving the fol-
lowing constrained optimization

X = arg min%"DHx —y”g + R(x) (4)
x>0

where R includes two types of regularization terms, including the
I;-norm and the 3D total variation. The non-negativity constraint
enforces the recovered fluorescent intensity to be positive and is
achieved by minimizing an indicator function 1,(-). To efficiently
solve this regularized least-squares problem, we adopt the alternating
direction method of multiplier algorithm by splitting the problem
into a sequence of suboptimizations, where each suboptimization
has either a closed-form solution or a fast proximal operator (44).
The iterative algorithm typically takes 0.5 and 2.5 hours to converge
for 2D planar and 3D volumetric objects, respectively. The recon-
struction algorithm is implemented in MATLAB 2018b and runs on
the Boston University Shared Computing Cluster with an Intel Xeon
Processor E5-2650 v2. The typical memory requirement is 16 and
256 GB for planar and volumetric object reconstructions, respectively.
Additional details of the algorithm are provided in section S5.

Background subtraction algorithm

We perform background subtraction on the raw CM” measurement
to remove the slowly varying background before performing the 3D
deconvolution, implemented in MATLAB 2018b. The background
is estimated by applying the image morphological opening algorithm
to the raw image, which is a two-step morphological operation. It
first performs an image erosion followed by a dilation, both with the
same template. In our case, the template is a disk with the diameter
greater than the size of the fluorescent targets. It is observed that in
the scattering phantom experiments, the signals from the emitters
below the superficial layer are removed by this background subtraction
procedure since these signals generally have low contrast and spread
over a much wider area compared to those at the superficial layer.

Calculation of the PCC

To quantitatively evaluate the depth variation of the array PSFs, we
compute the PCC between the in-focus PSF and each defocus PSF
in Fig. 2A. First, we register the defocus PSF with the in-focus PSF
by computing the 2D cross-correlation. The location of the maxi-
mum in the cross-correlation map finds the lateral shift needed to
register the pair of PSFs. Next, the PCC between the registered PSFs,
X and Y, is calculated by

(X - ux) (Y - py)
\/;(X,- - y)? \/;(Yi -uy)?

PCC(X,Y)= (5)

where u denotes the mean and i is the pixel index of the registered
PSFs. For other configurations (including the 2 x 3 array, the 2 x 2
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array, and the single microlens), we first crop the original 3 x 3 ar-
ray PSF to the desired array size (so the NA of the microlenses in
each configuration is the same) and then repeat the above procedure
to compute the PCCs.

To quantify the lateral shift variance of the CM?, we compute the
lateral PCC map (at the nominal in-focus plane I = 12 mm) in
Fig. 2C. We repeat the same cross-correlation-based registration
between the on-axial PSF and each off-axis PSF and then compute
the PCC. To further quantify the effect of spatially varying aberra-
tions alone on the lateral shift variance, we compute the lateral PCC
map of the focal spot from only the central microlens in fig. S4C.

Quantification of the resolution from pinhole measurements
To quantify the resolution of the CM? at different lateral positions,
we take measurements from a 5-um pinhole that is scanned across
an 8 mm by 7 mm FOV with a 0.2-mm step size. The effect of the
lateral shift variance on the reconstruction resolution is then evalu-
ated by deconvolving the pinhole measurements using the shift-
invariant model. To reduce the computational cost, instead of
deconvolving each measurement one by one, we perform deconvolution
on a single synthetic image that is the sum of all the raw images. The
volumetric reconstruction is performed by using the axial PSF stack
(in Fig. 2A) and solving the slice-wise shift-invariant deconvolution
problem in Eq. 4. Following the reconstruction, we extract the 3D
intensity profile for each point source. The lateral and axial resolu-
tion at each location is defined by the corresponding lateral and ax-
ial FWHMs of the intensity profile, respectively.

Quantification of the reconstructed fluorescent particle size
We use the following steps to quantify the lateral sizes and axial elon-
gations of the deconvolved 10-um fluorescent particles. First, each
reconstructed particle is detected using the 3D object counter tool
in Image]. Next, the lateral and axial intensity profiles for each par-
ticle are extracted. Last, the lateral size and axial elongation of each
reconstructed particle are measured by the respective FWHM:s of
the intensity profile.

Quantification of the SBR

For the experiments on phantoms with different scattering densities,
we quantify the SBR of the raw CM? measurements for each phan-
tom. The SBR is calculated as the mean intensity value on the parti-
cle region over the mean intensity value on the background region.
In our measurement, the background is not uniform across the whole
FOV because different FOV regions capture different numbers of
views (defined in Fig. 2C). To account for these variations, we di-
vide the whole FOV into 500 pm by 500 um FOV patches and quan-
tify the local SBR of each patch in different FOV regions. The mean
values of the local SBRs from the whole FOV under different scat-
tering densities are plotted in the blue lines in Fig. 5B along with the
mean SBRs in different FOV regions labeled with different markers.
When calculating the statistics, we remove the outliers from regions
that contain bead clusters and boundary artifacts, such as glare. As
expected, in the same FOV region, the SBR reduces as the scattering
density increases. For a fixed scattering density, the SBR increases
as the number of captured views reduces. This also matches with
the visual inspection of the raw measurements shown in Fig. 5C.
The SBR maps in Fig. 5B are formed by directly plotting the local
SBR from each patch. The spatial variations in the SBR generally
correlates well with the number of foci at the corresponding region
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(defined in Fig. 2C). Besides the scattering densities and number of
foci, the SBR is further confounded by several experimental factors,
including sample uniformity, the angular response of the CMOS pixels,
and aberrations of the microlenses.

Quantification of the reconstructed depth range

To quantify the imaging depth limit of the CM? under bulk scatter-
ing, we measure the reconstructed depth range for each phantom.
This is done by first randomly selecting multiple sub-FOV patches
(800 um by 800 um) from the reconstructed volumes and then tak-
ing the xz MIPs. We then use the 3D object counter tool in Image]J
to detect the centroid of each reconstructed particle. For each sub-
FOV, the local depth range is calculated as the difference between
the maximum and minimum axial coordinates of the centroids with
the additional axial elongation from each particle (372 um for a 25-um
particle) to account for the intrinsic uncertainty in this measure-
ment due to the limited axial resolution. Last, the mean and SD are
calculated from multiple sub-FOVs and reported in Fig. 5B. It is
observed that the recovered depth range reduces as the SBR decreases.
In addition, the depth range curve crosses the scattering mean free
path curve at phantom 6 (I; = 497 um) and later plateaus. This is
because when the scattering mean free path (497 um) is close to the
axial resolution (372 um), only emitters at the superficial layer of
the sample can be faithfully reconstructed. When the scattering mean
free path is less than the axial elongation from a single particle, the
reconstructed depth range measured by our procedure is set by the
axial blur induced by the imaging optics.

Zemax simulation

We conduct two series of simulations in Zemax, including the study
of the imaging path and the illumination path of the CM>. In the
imaging path simulation, we use either a standard resolution target
or a simulated mouse brain vasculature network as the sample. To
make the simulation match the experimental conditions, the model
incorporates the shift-variant aberrations in the CM? by performing
ray tracing in Zemax. All the components used in the setup, includ-
ing the MLA, image sensor, and the 3D printed housing, are modeled
to match the actual sizes in Zemax. The objects used in the simula-
tion are first generated and then imported into the nonsequential
mode of Zemax as source objects. The mouse brain vasculature ob-
ject is generated by discretizing the volume into 16 discrete layers
with a 0.1-mm layer thickness (details in section S7 and fig. S6). Fur-
thermore, to account for the filter efficiency change under oblique
illumination, we import the incidence-dependent transmittance
profiles of the filter set from the manufacturer (fig. S10), as well as
the emission and excitation spectra of the fluorophores used in the
experiments. In the illumination path simulation, we optimize the
uniformity and efficiency over a ~1-cm” excitation area. The surface-
mounted LEDs, along with the 3D printed housing and filters, are
accurately modeled in terms of their positions and spectral charac-
teristics. A virtual detector is placed at the desired sample plane to
measure the intensity profile of the excitation beam. Additional de-
tails are in section S11 and fig. S9.

Calculation of the 3D SBP

The SBP of a 3D imaging system (3D SBP) quantifies the fundamen-
tal spatial information throughput, which measures the maximum
number of voxels that can be resolved inside the imaging volume in
an ideal noise-free condition. In practice, to avoid possible ambigu-
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ities from different spatial resolution criteria, the SBP is calculated
as the product between the imaging volume V and the 3D bandwidth
B (9). Our experimentally measured maximum FOV and DOF are
8.1 mm by 7.3 mm and 2.5 mm, respectively, giving V = FOV x
DOF = 148 mm”. The experimentally obtained lateral bandwidth
B,is0.143 um™" (corresponding to 7-um lateral resolution and a cut-
off frequency f, = 0.0715 pm™"), as marked in Fig. 2B. Further ac-
counting for the square aperture of the microlens, the support of the
fx-fy cross section is approximated as a square (i.e., the 2D autocor-
relation of a square), whose area is B2/2. The local axial bandwidth
depends on the lateral frequency, as shown in the 3D MTF. There-
fore, the practically achievable 3D SBP depends on the frequency con-
tent of the object. To give a reasonable estimate, we define the upper
bound of the 3D SBP by using the axial bandwidth B, = 0.0143 um " at
the lateral cutoff frequency f, = 0.0715 um ™", as marked in Fig. 2B. The
3D bandwidth is then estimated as B = B,B2/2 = 1.46 x 10~ um >,
which approximates the irregular MTF shape (in Fig. 2B) as a rect-
angular volume. Accordingly, the highest 3D SBP of the CM? is
approximately 21.6 million. The actual information throughput
depends on the SNR of the measurements. The experimentally
achievable SBP is further influenced by the sparsity of the object, the
scattering condition, and the background fluorescence, as evident
in the results presented in Fig. 5.

Imaging of the fluorescent resolution target

The resolution target needs to be excited at 365 nm and emits at
550 nm, which does not match our choice of the LEDs in the CM*
prototype (designed for exciting common GFPs). As a result, the
measurements of the target are taken with an external ultraviolet
(UV) lamp.

Scattering-free sample preparation

Fluorescent particles with different sizes (10 and 100 um; Thermo
Fisher Scientific Fluoro-Max Green Dry Fluorescent Particles) are first
suspended in clear resin (Formlabs, no. RS-F2-GPCL-04) and then
diluted to different concentrations. Next, we apply the mixture onto a
standard microscope slide (Thermo Fisher Scientific no. 125493). The
samples are later cured under a UV lamp. The samples are controlled to
be within 1 to 2 mm in thickness. The fluorescent fiber sample is made
by soaking lens tissue fibers in green fluorescent dyes and then cured
inside the clear resin. To mimic the surface curvature of the mouse
cerebral cortex, fluorescent fibers are placed on top of a 3D printed
clear mouse brain model that forms a total depth range of around
1 mm.

Scattering phantom preparation

We fabricate scattering phantoms with both bulk scattering and back-
ground fluorescence. The bulk scattering is controlled by embedding
1-um nonfluorescent polystyrene microspheres (i.e., scatterers) (Thermo
Fisher Scientific, 5000 Series Polymer Particle Suspension; refractive
index, 1.5979) into the phantom. The background fluorescence is
introduced by 1.1-um green fluorescent microspheres (Thermo Fisher
Scientific, Fluoro-Max Dyed Green Aqueous Fluorescent Particles)
at a fixed density of 1.2 x 10° particles/ml. The imaging targets are
25-um green fluorescent microspheres (Thermo Fisher Scientific,
Fluoro-Max Green Dry Fluorescent Particles) of a fixed density of
1.5 x 10* particles/ml. The background medium is the clear resin
(Formlabs, no. RS-F2-GPCL-04; refractive index is approximately
1.5403) for the ease of fabrication. One caveat of this recipe is that
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the anisotropy factor g of the phantoms is 0.965 due to the small
refractive index contrast, which is larger than the commonly reported
values for biological tissues (~0.9). This can result in worse back-
ground fluorescence in the raw measurements as compared to the
case with smaller g values (45).

Different amounts of nonfluorescent scatterers are added to the
eight different phantoms with a micropipette (Thermo Fisher Scien-
tific, Fisherbrand Elite Adjustable-Volume Pipette, no. FBE00100).
Specifically, 0, 8, 16, 32, 64, 128, 256, and 512 pl of scatterer suspen-
sion (10% volume concentration) are added to 2 ml of clear resin,
where 0 stands for the control “nonfluorescent scatterer-free” phantom.
Correspondingly, the rest of the seven phantoms contain 7.6 x 10°,
1.5 x 10%,3.0 x 10%, 5.9 x 10”, 1.2 x 10", 2.2 x 10", and 3.9 x 10"
particles/ml, respectively. After fully mixing the bead suspension
with the clear resin, 0.1 ml from each mixed solution is then trans-
ferred to a 3D printed well (inner diameter, 8 mm; height, 2 mm;
clear resin). Each phantom is then cured under a UV lamp. The pic-
tures of the phantoms used in our experiments are shown in Fig. 5D.

The scattering mean free path [, of each phantom is estimated on
the basis of Eq. 6 derived from the Mie scattering theory (46)

L= 5 (©)

where d is the mean diameter of the scatterers and @ is the volume
fraction of the scatterers (calculated from the number of scatterers
added to each phantom). Q; is the scattering efficiency factor calcu-
lated on the basis of the Mie scattering calculator (47). For phantom 1,
we consider the 1.1-um fluorescent beads as the main source of scat-
tering and the corresponding Q is 0.271. For phantoms 2 to 8, we
consider the 1.0-um nonfluorescent beads as the main source of scat-
tering and the corresponding Qs is 0.224. Accordingly, the scatter-
ing mean free paths [ for the eight phantoms are approximately 323.7,
7.51,3.77,1.9, 0.965, 0.497, 0.264, and 0.147 mm, respectively.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/43/eabb7508/DC1
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