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Abstract—Remote synchronization describes a fas-
cinating phenomenon where oscillators that are not
directly connected via physical links evolve synchronously.
This phenomenon is thought to be critical for dis-
tributed information processing in the mammalian brain,
where long-range synchronization is empirically observed
between neural populations belonging to spatially distant
brain regions. Inspired by the growing belief that this phe-
nomenon may be prompted by intermediate mediating brain
regions, such as the thalamus, in this letter we derive a
novel mechanism to achieve remote synchronization. This
mechanism prescribes remotely synchronized oscillators
to be stably connected to a cohesive relay in the network –
a group of tightly connected oscillators mediating the dis-
tant ones. Remote synchronization unfolds whenever the
stability of the subnetwork formed by relays and remotely
synchronized oscillators is not affected by the rest of the
oscillators. In accordance with our results, we find that
remotely-synchronized cortico-thalamo-cortical circuits in
the brain posses strong interconnection profiles. Finally,
we demonstrate that the absence of cohesive relays pre-
vents stable remote synchronization in a large class of
cases, further validating our results.

Index Terms—Biological systems, network analysis and
control, Lyapunov methods, stability of nonlinear systems.

I. INTRODUCTION

SYNCHRONIZATION is a universal phenomenon inti-
mately related to the functioning of many natural and engi-

neered systems [1]. In the brain, synchronization phenomena
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are thought to constitute the neural basis of cognition, memory,
and large-scale information processing [2]–[4]. Empirical evi-
dence demonstrates that brain regions that are not physically
interconnected are capable of synchronizing, giving rise to
what is known as remote synchronization [5]–[7]. In this con-
text, the thalamus is believed to be an enabler of remote
synchronization by functioning as a central hub that relays
information to distant cortical regions [5]. However, the mech-
anism underlying this compelling phenomenon has not been
fully characterized yet, and studies on remote synchronization
remain few and sparse.

To investigate this phenomenon, we model neural activity as
the network-wide product of interacting oscillators, where each
oscillator represents a brain region [8]. Preliminary work has
probed remote synchronization in phase-amplitude oscillators,
producing seminal results [9]–[11]. Yet, there is compelling
evidence that most of the information in brain-wide interac-
tions can be explained by the phases of brain signals, not their
amplitude [2], [12]. Hence, phase oscillators lend themselves
as an ideal candidate for the modeling and analysis of remotely
synchronizing brain regions.

In this work, we utilize heterogeneous Kuramoto oscillators
to investigate the role that network topology and parameters
play in the emergence of remote synchronization. Specifically,
we derive conditions to ensure stable remote synchroniza-
tion that prescribe the existence of a strongly connected set
of oscillators acting as intermediate relay between remotely-
synchronized nodes. Moreover, by analyzing human brain
structural and functional data, we find evidence that the brain
may enact a similar mechanism.

Related Work: Kuramoto-like models, known for their
rich dynamics and fascinating behaviors [13], have been
widely used for the study of neural synchronization
phenomena [14]–[17]. Besides emerging in brain record-
ings, remote synchronization finds applications in climate
research [18] and in secure communication technologies [19].
In the latter, concurrent remote synchronization of dis-
tant network nodes and asynchronous behavior of the
intermediate ones allows for the secure distribution of criti-
cal information. Despite its importance, the characterization
of remote synchronization in phase oscillators has remained
elusive.
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Early attempts at the characterization of remote synchro-
nization in phase oscillators have been made by employing
phase shifts [20] and network symmetries (mathematically
described by graph automorphisms) [21], [22]. Here, we
present a different mechanism for remote synchronization, and
show that network symmetries, although beneficial, are not
necessary for the emergence of remote synchronization.

Paper Contribution: The main contribution of this letter is
the derivation of a mechanism that guarantees the emergence
of stable remote synchronization in networks of heteroge-
neous Kuramoto oscillators. We demonstrate that stability of
remote synchronization is guaranteed whenever there exists
a network partition where oscillators within the same group
evolve cohesively, and at least one group consists of remotely-
synchronized oscillators with strongly connected neighbors –
a cohesive relay. We confirm the existence of a cohesive relay
that enables remote synchronization in human brain data using
a publicly available dataset. The mechanism proposed in this
letter builds upon and extends previous results used to assess
cluster synchronization [23], and complements previous work
on relay synchronization [24].

Furthermore, we reveal that the absence of cohesive relays
hinders the stability of the remote synchronization manifold in
the class of networks comprising two groups of synchronized
oscillators. This important result suggests that our condition
may be (almost) necessary. Finally, since Kuramoto oscillators
are hard to analyze with the Master Stability Function for-
malism, our findings shed light to the challenging analysis of
exotic synchronization phenomena in this class of oscillators.

Mathematical Notation: R, R≥0, R>0, and S denote the real
numbers, the nonnegative real numbers, the positive real num-
bers, and the unit circle, respectively. The set T

n = S×· · ·×S

is the n-dimensional torus. We use 1 and ei to represent the
vector of all ones and the i-th canonical vector, respectively.
The operation A† denotes the Moore-Penrose pseudoinverse
of the matrix A. An M-matrix is a real nonsingular matrix
A = [aij] such that aij ≤ 0 for all i �= j and all leading
principal minors are positive. Finally, A � 0 indicates that
A is positive definite, and D = diag(c1, . . . , cn) represents a
diagonal matrix with (i, i)-th entry ci, i = 1, . . . , n.

II. PROBLEM SETUP AND PRELIMINARY NOTIONS

In this letter, we characterize the stability properties of
remotely-synchronized trajectories arising in networks of
oscillators with Kuramoto dynamics. To this aim, let G =
{O, E} be the connected and weighted graph representing the
network of oscillators, with O = {1, . . . , n} being the oscilla-
tor set, and E being the edge set. Let A = [aij] be the sparse
adjacency matrix of the network, where aij > 0 whenever
(i, j) ∈ E , and aij = 0 otherwise. The dynamics of the i-the
oscillator is governed by

θ̇i = ωi +
∑

j �=i

aij sin(θj − θi), (1)

where ωi ∈ R>0 and θi ∈ S denote the natural frequency and
the phase of the i-th oscillator, respectively, and aij represents
the coupling strength of the undirected edge between oscil-
lators i and j. We assume that there are no self-loops (i.e.,
aii = 0).

Fig. 1. A network with (remotely-)synchronized clusters of oscillators.
The clusters C1 and C2 comprise remotely-synchronized oscillators.
Clusters C3 and C4 contain connected phase-synchronized oscillators.
All the singletons C5, . . . , Cp are depicted in shades of gray.

In what follows, we distinguish between phase synchroniza-
tion and frequency synchronization of the oscillators.

Definition 1 [(Remote) Phase Synchronization]: We say
that oscillators i, j ∈ O are phase synchronized if θi(t) = θj(t)
for all t ≥ 0. Additionally, two phase-synchronized oscillators
i, j ∈ O are remotely-synchronized if aij = 0.

Definition 2 [Frequency Synchronization (Manifold)]: We
say that oscillators i, j ∈ O are frequency-synchronized if
θ̇i(t) = θ̇j(t) for all t ≥ 0. Additionally, the frequency synchro-
nization manifold for G is MG = {θ ∈ T

n : ωi + ∑
k aik(θk −

θi) = ωj + ∑
k ajk(θk − θj),∀i, j ∈ O}.

Conditions for the oscillators in G to have an asymptotically
stable frequency synchronization manifold M can be found
in [13], [25], and demand that the coupling strengths dominate
the heterogeneity of the natural frequencies.

Remote synchronization can be studied as a special case
of cluster synchronization, where the oscillators can be parti-
tioned into clusters (possibly, singletons) so that the oscillators
in each cluster evolve identically. To formalize the treatment,
consider a network partition C = {C1, . . . , Cp}, with clusters
satisfying Ck ∩ C� = ∅ for all k, � ∈ {1, . . . , p}, k �= �, and⋃p

k=1 Ck = O. The cluster synchronization manifold is

SC = {θ ∈ T
n : θi = θj for all i, j ∈ C�, � = 1, . . . , p}.

To focus on remote synchronization, we assume that the first
m ≥ 1 clusters contain remotely-synchronized oscillators:

(A1) there exists 1 ≤ m ≤ p such that aij = 0 for all
i, j ∈ C� and � ∈ {1, . . . , m}.

Fig. 1 illustrates a network partitioned into clusters.
To be stable, the cluster synchronization manifold SC must

be invariant. Sufficient conditions on the network weights and
oscillators’ natural frequencies for the invariance of SC have
been derived elsewhere, and read as follows [23]:

(C1) the natural frequencies satisfy ωi = ωj for every i, j ∈
Ck and k ∈ {1, . . . , m};

(C2) The network weights satisfy
∑

k∈C�
aik − ajk = 0 for

every i, j ∈ Cz and z, � ∈ {1, . . . , m}, with z �= �.
In the following, we assume that (C1) and (C2) are satisfied

for the partition C being considered.
Notice that the invariance conditions (C1) and (C2) do

not rely on the existence of network symmetries to sup-
port remotely-synchronized trajectories. This is contrast with
previous studies [21], [22], where remote synchronization
emerges from specific network configurations. Fig. 2 illustrates
remote synchronization in the absence of network symmetries.

We conclude this section by stressing out that existing
conditions for the stability of the cluster synchronization
manifold SC require each cluster in C to be connected
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Fig. 2. Fig. 2(a), where phases are color coded, depicts a network of
identical oscillators (ωi = ωj for all i , j) in which θ1(t) = θ2(t), and θ3(t) =
θ4(t) = θ5(t), with conditions (C1) and (C2) being satisfied. In Fig. 2(b),
the adjacency matrix A of the network in Fig. 2(a) changes to Ã �= A
after a permutation of oscillators 1 and 2, thus implying that there is no
network symmetry supporting synchronization of 1 and 2.

internally [23], [26], and do not cover the case of disconnected
clusters. In the next section, we extend the results in [23] to
account for the case of remote synchronization.

III. STABILITY OF REMOTE SYNCHRONIZATION

THROUGH RELAY INTERACTIONS

In this section, we present a condition to ensure that
remote synchronization emerges in a network of heterogeneous
Kuramoto oscillators. We focus on local stability because SC
is, in general, not globally asymptotically stable. As it is not
clear where on the manifold the system stabilizes, we are
interested in any trajectory that converges to SC . Our con-
dition reveals that the existence of a strongly connected relay
promotes the stability of remotely-synchronized trajectories.

A. A Sufficient Condition for the Stability of Remote
Synchronization via Perturbation Theory and Relays

In order to derive our stability condition, we introduce the
incremental dynamics of (1). Let xij = θj − θi, so that ẋij =
θ̇j − θ̇i. Stacking all the differences xij with i < j yields a
vector of phase differences x = BTθ , with B being the oriented
incidence matrix of G.1

It is worth noting that n−1 phase differences xmin encode all
phase trajectories, and that there always exists a full column-
rank submatrix Bmin ∈ R

n×(n−1) of B such that

x = BT(BT
min)

†xmin,

where xmin is a set of n − 1 phase differences that can be
used to quantify synchronization among all oscillators. To see
this, let xmin = BT

minθ , with Bmin being any full column-rank
submatrix of B (e.g., the incidence matrix of a spanning tree
of G [27]). Because ker(BT) = ker(BT

min) = 1 by definition, it
holds that x = BTθ = BT(θ + c1) = BT(BT

min)
†xmin.

Let ẋ(k)
min = gk(x

(k)
min) denote the incremental dynamics of (1)

restricted to a subnetwork Gk = {Ok, Ek}, with Ok ⊆ O and
Ek = {(i, j) ∈ E : i, j ∈ Ok} ⊆ E , and let

Jk(x̄
(k)
min) = ∂gk

∂x(k)
min

(x̄(k)
min)

= −BT
min,kBk diag({aij cos(x̄ij)}(i,j)∈Ek)B

T
k (BT

min,k)
† (2)

1The n × |E | oriented incidence matrix is defined entry-wise as Bk� = −1
if oscillator k is the source of the interconnection �, Bk� = 1 if oscillator k
is the sink of the interconnection �, and Bk� = 0 otherwise.

be the Jacobian matrix computed at x̄(k)
min [23, Lemma 3.1],

where each x̄ij can be expressed as a function of x̄(k)
min. The

following theorem extends [23, Th. 3.2] to the case of discon-
nected clusters, thus providing a condition for the stability of
the remote synchronization manifold.

Theorem 1 (Stable Remote Synchronization Through Relay
Interactions and Weak Outer Couplings): Let SC be the clus-
ter synchronization manifold associated with a partition C =
{C1, . . . Cp} of the network G, with {C1, . . . , Cm} comprising
disconnected oscillators. The cluster synchronization manifold
SC is locally asymptotically stable if there exists a partition
F = {F1, . . . ,Fr} satisfying the following conditions:

1) C� ⊆ Fk, for all � ∈ {1, . . . , p} and some k ∈ {1, . . . , r};
2) Gk = (Fk, Ek) is connected, for all k ∈ {1, . . . , r},
3) There exists a locally asymptotically stable MGk (see

Definition 2) for the oscillators in the isolated subnet-
work Gk = (Fk, Ek), for all k ∈ {1, . . . , r};

4) the matrix S ∈ R
r×r, defined as

S = [sk�] =
{

λ−1
max(Pk) − c(kk) if k = �,

−c(k�) if k �= �,
(3)

is an M-matrix, where Pk � 0 is such that Jk(0)Pk +
PkJk(0)T = −I, with Jk as in (2), and, for any i ∈ Fk,

c(k�) = 2 max
r

|Fr| ·
{∑

j∈F�
aij, if � �= k∑

� �=k
∑

j∈F�
aij, otherwise.

(4)

Proof: We will use perturbation theory of dynamical
systems [28, Ch. 9] to prove the stability of SC . Here, the
nominal systems are the isolated sets F1, . . . ,Fr, whose
stability is perturbed by the phase trajectories of the oscil-
lators belonging to interconnected sets. We first show that,
because the oscillators in G1, . . . ,Gr have stable frequency
synchronization manifolds, there exist r quadratic Lyapunov
functions for the linearized incremental dynamics of the iso-
lated sets F1, . . . ,Fr. Notice that the frequency-synchronized
trajectories of the oscillators in F1, . . . ,Fr uniquely identify
equilibria x̄(k)

min, k ∈ {1, . . . , r}, of their respective incremental
dynamics on G1, . . . ,Gr. By applying a change of coordi-
nates y(k) = x(k)

min − x̄(k)
min such that the linearized incremental

dynamics are centered at the origin, we can define r Lyapunov
functions that read as Vk(y(k)) = y(k) TPky(k), with Pk � 0
such that Jk(0)Pk +PkJk(0)T = −I, and satisfy Vk(0) = 0, for
all k ∈ {1, . . . , r}. Next, we define ỹmin = [y(1), . . . , y(r)]T as
the minimum incremental variables for the entire partition C
of G, so that ỹmin = 0 implies cluster synchronization. Let the
Lyapunov candidate for the incremental dynamics ˙̃ymin be

V(ỹmin) =
r∑

k=1

dkVk(ỹ
(k)), dk > 0. (5)

By the invariance condition (C2) and [23, Lemma 3.1],
we can apply perturbation theory of dynamical systems [28,
Ch. 9.5] to obtain that the derivative of (5) satisfies V̇(ỹmin) ≤
(DS + STD)‖ỹmin‖, where D = diag(d1, . . . , dr), and S is as
in (3). Finally, [28, Lemma 9.7 and Th. 9.2] define the con-
stants c(k�) as in (4), the matrix S as in (3), and conclude on
the origin of ˙̃ymin being locally stable if S is an M-matrix, thus
proving the stability of SC .

Theorem 1 introduces an additional partition of the oscil-
lators besides C, where the sets F1, . . . ,Fr contain one or
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Fig. 3. Remote synchronization through stable relay interconnections.
This figure illustrates a partition F = {F1, . . . , Fr } of the network
in Fig. 1 satisfying the conditions in Theorem 1. Requiring that the matrix
in (3) is an M-matrix guarantees that the stable frequency-synchronized
trajectories in F1 and F2 are not perturbed by the rest of the oscillators.

Fig. 4. Fig. 4(a) illustrates a network partitioned into C = {C1, C2, C3}
that displays stable remote synchronization by satisfying Theorem 1 with
F = {F1, F2}, where F1 = {C1, C2}. The cluster C (in blue) being a
cohesive relay for the remote cluster C1 (in green). In this example F2 =
C3 (in red). We fix the network weights as a13 = a24 = a34 = a56 = 10
and a35 = a46 = 1, and the natural frequencies as ω1 = 0, ω2 = 0.5,
ω3 = 2.1. It can be shown that the dynamics ẋ (1)

min = [ẋ13 ẋ24 ẋ34]T

for F1 (in grey, dashed) has a stable equilibrium x̄ (1)
min = [0 0.025 0]T.

The matrix S = [ 7.7139 −4
−4 36 ] in (3) is an M-matrix. Fig. 4(b) illustrates the

phases evolution starting from random initial conditions close to SC . The
phases, which are color coded according to Fig. 4(a), converge to SC ,
and the oscillators in C1 are remotely synchronized.

more clusters each, and whose oscillators are required to
be coupled strongly enough to achieve frequency synchro-
nization when isolated from the other sets. That is, while
the partition C encodes which oscillators are phase- and
which are remotely-synchronized, F encodes the frequency
synchronization behavior of the oscillators.

Remark 1 (Cohesive Relays Support Stable Remote
Synchronization): Conditions (i) and (ii) in Theorem 1 require
that any set Fk containing a cluster of remotely-synchronized
oscillators C�, � ∈ {1, . . . , m} must also contain one or more
connected clusters from {Cm+1, . . . , Cp}, which in turn act as
a relay for the remote oscillators in Fk. Such relay is also
cohesive, as all its oscillators behave cohesively due to its
internal weights being large enough to guarantee frequency
synchronization and the M-matrix condition. Taken together,
these requirements reveal that stable remote synchronization
is ensured by the existence of cohesive relays, which provide
sufficient “inertia” to preserve remote synchronization despite
the perturbations from other oscillator sets.

Fig. 3 illustrates remotely-synchronized oscillators sup-
ported by cohesive relays in a partition F for the network
in Fig. 1. Finally, Fig. 4 presents an example for Theorem 1.

B. Remotely-Synchronized Brain Regions Possess
Strong Relay Interconnections

While Theorem 1 does not provide a method to choose
the partition F and, thus, which oscillators constitute relays,

Fig. 5. Distribution of cortico-thalamic interconnections of remotely
synchronized cortical regions in anatomical brain networks of N = 20
subjects. For each subject, we plot the cortico-thalamic interconnection
weight of remotely-synchronized cortical regions aCT divided by the
subject-specific average interconnection weight mean(aij ).

empirical studies have identified candidate relay regions in
the brain to be the backbone of a set Fk ⊂ F . We interro-
gate the publicly available NKI Rockland dataset [29] to
verify whether there exists a relay whose connections with
brain regions that display remote synchronization are much
stronger than the average connection strength across all brain
regions. More in detail, we analyze cortico-thalamo-cortical
circuits [5], where disconnected cortical regions synchronize
via interconnections with the thalamus.

In the considered dataset, the anatomical organization of
the brain is encoded by adjacency matrices Wi ∈ R

188×188
≥0 .

We analyze the first N = 20 subjects in the dataset, and
find that each subject possesses pairs of disconnected cortical
regions whose activity is highly synchronous (Pearson corre-
lation coefficients ≥ 0.9). For each subject, we select the pair
displaying the largest mean coupling strengths with the tha-
lamus. We find that, across all 20 subjects, the mean cortico-
thalamic interconnection of remotely synchronized regions is
4.079 ± 0.303 SEM (Standard Error of the Mean) times the
mean network weight. Fig. 5 illustrates the distribution of
cortico-thalamic interconnection weights divided by the aver-
age interconnection weight of each subject. Remarkably, even
the smallest among these values is larger than one. Because
a partition F cannot be uniquely identified from the avail-
able data, we cannot check whether Theorem 1 is satisfied.
Nevertheless, the above finding is in line with the theoreti-
cal requirement of strong relay interconnections, and suggests
that remote synchronization in the brain may be supported by
strong interactions with a cohesive relay.

IV. UNSTABLE REMOTE SYNCHRONIZATION IN THE

ABSENCE OF COHESIVE RELAYS

In this section, we provide evidence that the absence of
cohesive relays hinders the emergence of stable remote syn-
chronization in a large class of networks. To do so, we
first assess whether frequency-synchronized sets that include
remotely-synchronized oscillators are necessary to enable sta-
ble remote synchronization of a single cluster of disconnected
oscillators. We focus on the case of networks partitioned into
two clusters (C = {C1, C2}), where θ̇i �= θ̇j for all i ∈ C1 and
j ∈ C2. We set to zero all intra-cluster couplings in C1, so that
C2 is a (non-cohesive) relay for the remote oscillators in C1. In
this configuration, there does not exist a partition F satisfying
Theorem 1.

The next theorem shows that this specific configuration
yields at best marginal stability of SC – as phase trajecto-
ries that start in the vicinity of SC never converge to it as
t → ∞. To present our result, we define ω̄ = ω2 − ω1, with
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Fig. 6. Fig. 6(a) illustrates a 2-cluster network where the remote oscil-
lators in C1 are connected to all the oscillators in C2, thus satisfying the
condition in Theorem 2. Fig. 6(b) illustrates that, due to the synchroniza-
tion of all the oscillators in C2 (in red) whenever the oscillators in C1
share common neighbors, the network in Fig. 6(a) can be reduced to a
star network in order to analyze its stability properties. When studying a
specific perturbation of θ (0) ∈ SC so that only the oscillators in C1 are
outside of SC at t = 0, the star network in the top panel can be further
reduced to a 3-node star. Fig. 6(c) depicts the periodic trajectories (in
Cartesian coordinates) x12 = θ2 − θ1 and x23 = θ3 − θ2 of the 3-node
star in Fig. 6(b) starting from θ1(0) = −1 and θ2(0) = θ3(0) = 0, which
satisfy Theorem 2.

ω1, ω2 being the natural frequencies of the oscillators in C1
and C2, respectively. Finally, let ā = ∑

k∈C2
aik + ∑

k∈C1
ajk,

for any i ∈ C1 and j ∈ C2.
Theorem 2 (Instability of SC if Common Neighbors Are Not

Frequency-Synchronized): Consider the network G partitioned
as P = {C1, C2}, with aij = 0 for all i, j ∈ C1 and aij =
aik > 0 for any i ∈ C1 and all j, k ∈ C2. If ω̄ > ā, then
the cluster synchronization manifold SC is not asymptotically
stable. Furthermore, for any initial condition θ(0) = θ̃ (0)+αei,
with θ̃ (0) ∈ SC , α ∈ T, and i ∈ C1, the solution to (1) is
periodic and does not belong to SC .

Proof: We prove that there exist an infinite number of time
instants t1, t2, . . . such that θ(0) = θ(t1) = θ(t2) = . . . .
Owing to [23, Lemma 3.4], the condition ω̄ > ā implies that
θ̇i �= θ̇j for all i ∈ C1 and j ∈ C2. Notice that any remote oscilla-
tor can equivalently be seen as a singleton cluster, and that the
phases of such clusters cancel out in the dynamics of ẋ(2)

ij for
all i, j ∈ C2. Hence, due to (C1) and the fact that C2 is internally
connected, it holds that |xij| → 0 for all i, j ∈ C2 [23]. In this
case, we observe that any network akin to Fig. 6(a) can be con-
veniently analyzed as a star network, where C2 is considered
as the oscillator at the center of the star because its oscillators
synchronize (see Fig. 6(b)).

Let us reorder the oscillators so that the last one is the
star center, and consider initial conditions θ(0) = c1 +
[α 0 . . . 0]T; that is, all oscillators start at the same value
c ∈ T and x1k = α, for all k = 2, 3, . . . , |C1|. This choice
of θ(0) allows us to further reduce the star network to a
3-oscillator star, where synchronized oscillators 2, . . . , |C1|
become a single oscillator, as illustrated in Fig. 6(b). To see
this, recall that the synchronized trajectories of 2, . . . , |C1| are
invariant due to (C1), (C2). Finally, for simplicity, let us set
aij = 1 for all aij.2 We are left with studying a 3-oscillator
star obeying equations θ̇1 = sin(θ3 − θ1), θ̇2 = sin(θ3 − θ2),
θ̇3 = ω3 − sin(θ3 − θ1) − sin(θ3 − θ2).

2The reasoning below can be extended to any weights aij ∈ R≥0.

We are now ready to demonstrate that there exist t1, t2, . . .
such that θ(0) = θ(t1) = θ(t2) = . . . We first define
γ = 1

2 (θ2 − θ1) and ϕ = ω3 − θ1+θ2
2 . On the unit cir-

cle, γ (t) represents the evolution of half of the difference
between the two outer oscillators, while ϕ(t) represents the
evolution of the difference between θ3(t) and the center of
the difference between the outer oscillators. Since θ3 − θ1 =
γ + ϕ and θ3 − θ2 = γ − ϕ, the time evolution of γ

and ϕ can be written as γ̇ = 1
2

[
sin(ϕ − γ ) − sin(ϕ + γ )

]
,

ϕ̇ = γ3 − 3
2

[
ϕ − γ ) + sin(ϕ + γ )

]
. Notice that γ̇ = 0 for

(γ, ϕ) = (α
2 , k π

2 ) with k odd. Next, we get rid of the depen-
dence of γ from time by considering γ̇

ϕ̇
= ∂γ

∂t
∂t
∂ϕ

= ∂γ
∂ϕ

. By
recalling that ϕ is monotonically increasing (as ω̄ > ā implies
that θ̇3 �= θ̇1), we can study γ (ϕ) and ∂γ

∂ϕ
(ϕ) as a function of

ϕ. In particular, showing that γ (−π
2 ) = γ ( 3π

2 ) is equivalent
to show that x12 does not converge to zero. To do so, recall

that γ ( 3π
2 ) = γ (−π

2 ) + ∫ 3π
2

− π
2

∂γ
∂ϕ

(τ )dτ.

It holds that the integral in the above equation is zero, as it
can be shown that

∫ π
2

− π
2

∂γ

∂ϕ
(τ)dτ = −

∫ 3π
2

π
2

∂γ

∂ϕ
(τ)dτ. (6)

Specifically, we prove by mathematical induction that, for any
ϕ ∈ [− π

2 , π
2 ], ∂γ

∂ϕ
(ϕ) = ∂γ

∂ϕ
(π−ϕ). This can be done by letting

ϕ1 = π
2 , and considering for the base step of the induction

ϕ+
1 = ϕ + δ and ϕ−

1 = ϕ − δ. In the limit for δ → 0, it holds
that ∂γ

∂ϕ
(ϕ+

1 ) = ∂γ
∂ϕ

(ϕ−
1 ). The inductive step can be proven

analogously, thus concluding on the symmetry of ∂γ
∂ϕ

in the
unit circle with respect to the axis (−π

2 , π
2 ), which implies

the equivalence in (6) since we have that

∫ 3π
2

− π
2

∂γ

∂ϕ
(τ)dτ =

∫ π
2

− π
2

∂γ

∂ϕ
(τ)dτ +

∫ 3π
2

π
2

∂γ

∂ϕ
(τ)dτ

=
∫ π

2

− π
2

∂γ

∂ϕ
(τ)dτ +

∫ π
2

− π
2

∂γ

∂ϕ
(π − β)dβ = 0.

This concludes the proof that x12 circles back to x12(0)

an infinite amount of times, thus implying that the remote
synchronization manifold is not asymptotically stable.

Theorem 2 shows that if every oscillator i ∈ C1 receives the
same “input”

∑
j∈C2

aij sin(θj−θi) from all the oscillators in C2,
as illustrated in 6(a), the cluster synchronization manifold SC
is at best marginally stable. Additionally, Theorem 2 demon-
strates the existence of a family of initial conditions, which
can be arbitrarily close to SC , that yields periodic trajectories
not belonging to SC . Fig. 6(c) illustrates periodic trajectories
as in Theorem 2.

We confirm by means of Floquet stability theory [30] that
network topologies not as accurately crafted as the ones in
Theorem 2 yield an unstable SC . We remark that it is possible
to employ Floquet stability theory because the phase differ-
ences between the oscillators in C1 and the ones in C2 are peri-
odic whenever the two clusters are not frequency-synchronized
(i.e., ω̄ > ā) [23, Lemma 3.4].

We generated 104 2-cluster networks with varying size and
connectivity profiles, where aij = 0 for all i, j ∈ C1, and
C2 is a random connected topology (Erdös-Rényi graphs with
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Fig. 7. Fig. 7(a) illustrate a 2-cluster network with random inter-cluster
coupling and no common neighbors. Fig. 7(b) depicts consistently
unstable Floquet characteristic multipliers of a 2-cluster network for vary-
ing topologies and cluster sizes. We generated, for each cluster size
|Ci | = N and probability p of interconnection between two nodes, 100
Erdös-Rényi graph topologies with weights drawn uniformly from [0, 1].
Each entry of the matrix plot represents the mean unstable characteris-
tic multiplier ρi averaged over 100 different network instances satisfying:
(i) clusters C1 and C2 consist of N oscillators each, (ii) the conditions for
the invariance of SR, (iii) aij = 0 for all i, j ∈ C1.

edge probability p ∈ [0.1, 1]). Fig. 7 summarizes the stability
analysis of SC in all these networks.

While not excluding that remote synchronization may arise
in specific instances where multiple phase-unlocked clusters
interact, our results suggest that the sufficient mechanism
proposed in Section III may be (almost) necessary for the
stability of SC .

V. CONCLUSION

We have studied remote synchronization in networks of
heterogeneous Kuramoto oscillators. Motivated by the hypoth-
esis that remote synchronization in the brain is promoted by
intermediate brain regions that relay information between dis-
connected ones, we have proposed a novel mechanism to
achieve stable remote synchronization. Our main result pre-
scribes the existence of cohesive relays, which are required
to be strongly coupled to remote oscillators and weakly per-
turbed by the other ones. We have also analyzed brain data
and found that regions that remotely-synchronize are strongly
connected to a common relay. Finally, we have demonstrated
that the case of 2 clusters where no cohesive relay exists does
not admit stable remote synchronization. The latter result sug-
gests that our sufficient conditions may also be necessary. We
leave the validation of this conjecture as a topic for future
research.
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