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Art conservators have adopted optical technologies to improve conservation efforts; laser triangulation, stereopho-
togrammetry, structured light, laser scanners, and time of flight sensors have been deployed to capture the 3D
information of sculptures and architectures. Optical coherence tomography (OCT) has introduced new imaging
methods to study the surface features and subsurface structures of delicate cultural heritage objects. However, the
field of view of OCT severely limits the scanning area. We present a hybrid scanning platform combined with an
effective algorithm for real-time sampling and artifact removal to achieve macroscopic OCT (macro-OCT) imaging
and spectral 3D reconstruction of impressionist style oil paintings. ©2020Optical Society of America
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1. INTRODUCTION

Art conservators routinely examine heritage works to determine
their state of deterioration. Microscopic examination is one of
the common routines that involves obtaining small samples of a
painting or mural and assessing the sample under a microscope.
Art conservators have adopted optical technologies to improve
conservation efforts; laser triangulation, stereophotogramme-
try, structured light, laser scanners, and time of flight sensors
have been deployed to capture the 3D information of sculptures
[1–3] and architectures [4]. 3D scanning devices have been
used on paintings for art conservation efforts: 3D data collected
based on conoscopic micro-profilometry/holography [5–7]
has been integrated with 2D data to improve the conservation
strategy [8,9]; a 3D range camera based on optical triangulation
with fringe pattern projection was used to capture the 3D sur-
face profile of “Adoration of the Magi” by Leonardo da Vinci
at the Uffizi Gallery in Florence for conservation monitoring
[10]; the famous painting “Mona Lisa” was 3D scanned with a
high-resolution color laser scanner [11] based on trigonometry
to generate the 3D coordinates, while simultaneously capturing
the spectral information of the object; and more recent research
has applied terahertz reflectometry to generate the surface pro-
file and the cross-sectional information of paintings [12,13],
which enables conservators to evaluate the layer structure of
paintings. Other methods such as x-ray computer tomogra-
phy and magnetic resonance imaging have been applied for

cross-sectional imaging; however, these methods lack of spatial
resolution for microscopic examinations [14,15].

The unique capabilities of optical coherence tomography
(OCT) [16] have introduced new imaging methods to the
field of cultural heritage conservation. OCT is a non-invasive
imaging technique that acquires depth-resolved signals with
micrometer resolution, which is highly advantageous in study-
ing the surface features and subsurface structures of delicate
cultural heritage objects [17,18] such as historical oil paintings
and murals. Researchers have applied OCT to capture high-
density (HD) cross-sectional information of paintings to reveal
the layer structure [19,20], which is used for varnish layer and
structural analysis [21] and varnish thickness determination
[22,23]. Other applications such as identifying layer structure of
ancient murals [24] and non-invasive monitoring of the varnish
removal from easel paintings [25] have been demonstrated.

Despite these advantages, the small field-of-view (FOV)
[26] of an OCT system severely limits its potential to cover a
mesoscale or macroscopic region of interest (ROI) on a painting.
In our previous study on OCT examination of paintings [27],
we presented a proof of concept scanning system that performed
raster scanning using a pair of galvanometers, and extended the
lateral FOV by translating the sample painting using a pair of
linear motors. The increased FOV image is then obtained by
digitally stitching imagines from each step. However, galva-
nometers generally have higher resolution and accuracy than
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linear motors. Therefore, the linear motors’ translation error
accumulated through each step introduced redundant sampling
that resulted in artifacts in the image.

In this paper, we describe a hybrid scanning platform com-
bined with effective algorithm for real-time sampling artifact
removal to achieve macroscopic OCT (macro-OCT) imag-
ing. The system enables large FOV, HD examination and 3D
spectral reconstruction of the surface topography of paintings.
The rest of the paper is organized as the follows: we describe the
imaging platform and data acquisition protocol, demonstrate
the spectral 3D reconstruction of an impressionist style oil
painting, and finally conclude the paper with discussions.

2. SYSTEM

A. System Configuration

The macro-OCT imaging system is illustrated in Fig. 1. We use
a swept source OCT (SS OCT) system for 3D imaging. The
SS-OCT system (Axsun) operates at 1.06 µm with 100 nm
bandwidth, 100 kHz Ascan rate. The output of the swept
source illuminates a fiber-optic Michelson interferometer. A
lens is used in the sample arm (Thorlabs LSM04-BB) to focus
the probing beam and collect photons backscattered from
the sample. Sample light interferes with reference light and the
interferometric signal is detected. A frame grabber (PCIe-1433,
National Instrument) acquires the data and streams the data
to a host computer for image reconstruction and analysis. The
computer uses a GPU (NVIDIA gtx1080) for parallel signal
processing. The hybrid scanning platform consists of two
parts to achieve large FOV OCT imaging. The first part of the
scanning platform is the galvo system that uses two galvanom-
eters (Thorlabs GVS002) to steer the incident light beam in
the x and y directions for lateral scanning. The lateral FOV is
determined by galvo scanning in the x and y directions. FOVx

and FOVy are proportional to the focal length of the imaging
objective (Fobj = 54 mm for the objective lens we used), the
responsive factor of the galvanometer deflection angle to volt-
age (β), and the voltage applied to the galvanometer (Vx and
Vy ): FOVx = 2βVx Fobj and FOVy = 2βVy Fobj. The second
part of the hybrid scanning platform is a pair of linear stages
used to increase the FOV of OCT imaging without compro-
mising spatial resolution. The X Y Z gantry linear stage was

Fig. 1. Configuration of macro-OCT based on a hybrid scanning
platform.

purchased from Intellidrives (Intellidrives X1-BEMA-W45-
600). The control of the X and Y stages is integrated into the
OCT imaging system. The X and Y stages have a translation
resolution of 18.75 um. As illustrated in Fig. 1, a workstation
computer (Dell Precision 5530) is used to coordinate and
synchronize different modules of the macro-OCT system.
The C++ program that synchronizes the data acquisition card
(DAQ, National Instruments NI 6212) with galvo scanning
is developed in-house. Meanwhile, we use a microcontroller
unit (Arduino UNO REV3) to control the X Y Z motion of the
gantry linear stage and develop in-house software to sync the
X Y motion of the linear stage to the DAQ. Macroscopic FOV
is achieved by synchronizing translational movements with
iterating volumetric data acquisition.

B. Lateral Scanning and Data Acquisition Protocol
for Macro-OCT Imaging

Lateral scanning for the macro-OCT imaging is illustrated in
Fig. 2. The macro-OCT system first performs conventional
volumetric data acquisition with the sample located at lateral
coordinate (x1, y1). By synchronizing data acquisition with
galvo scanning, the imaging system obtains volumetric OCT
data from an area represented by the rectangle shaded in blue,
denoted as ROI1. ROI1 centers at (x1, y1) with x dimension
of FOVx and y dimension of FOVy . When the OCT engine
performs data acquisition from ROI1, the linear motors remain
still. After data acquisition is completed, the DAQ sends a
trigger signal to the MCU. Upon receiving the trigger signal,
the MCU moves the motor in the x dimension and/or in the
y dimension to a new lateral coordinate (x2, y2). When the
linear stage motion is complete, the OCT engine resumes vol-
umetric data acquisition from the new area (ROI2) centered
at (x2, y2). This is again followed by linear motor translation.
The process of data acquisition and motor translation repeats
for N times. N sets of volumetric OCT data are obtained at
(x1, y1), (x2, y2), (x3, y3), . . ., and (xN, y N). For Fig. 2,
N = n ∗ p , where n is 10, and p is 9. These lateral coordinates
are predefined, and the scanning pathway is shown in Fig. 2.

C. Image Stitching Methods

A redundant scanning strategy is adopted to ensure every point
on the lateral plane of the sample is scanned for OCT imaging.
In other words, there is overlapping between adjacent scanning
areas for each linear stage position. Therefore, as shown in Fig. 2,

Fig. 2. Lateral scanning for macro-OCT imaging.
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Dx < FOVx and Dy < FOVy , where Dx and Dy are the trans-
lation step sizes in the X and Y directions for the linear stage.
Such a redundant scanning strategy is needed since galvanome-
ters are highly linear and accurate (1.5 µm scanning resolution)
while the linear motors used to translate the sample have a lower
translational resolution (18.75 µm). The theoretical overlap-
ping width is set to 300 um. However, the redundancy in data
acquisition introduces image artifacts when volumetric OCT
datasets are stitched together directly. To obtain an artifact-free
OCT image with large FOV, we implement a method based on
cross-correlation analysis to adaptively stitch S0, S1, . . ., and
SN−1, where Sk ∈ R Nx×Ny×Nz are volumetric OCT datasets
obtained with the sample located at (xk, yk). In our previous
study, a similar method was developed and validated to generate
distortion-free OCT images using a manually scanned single
fiber probe [28].

Consider imaging system acquired two adjacent volumetric
OCT datasets of Sk and Sk+1. To digitally align the acquired
data, we first reduce 3D datasets Sk and Sk+1 to 2D by aver-
aging pixel values along the axial dimension (z). The resultant
datasets are denoted as Mk and Mk+1 (Mk ∈ R Nx×Ny and
Mk+1 ∈ R Nx×Ny ), as shown in Figs. 3(a) and 3(b) (actual enface
OCT image). If Sk and Sk+1 are stitched together directly, as
shown in Fig. 3(c), the same region (areas enclosed by the dashed
rectangular boxes) will appear twice in the post-stitching image,
resulting in image artifact. To remove artifacts due to redundant
OCT scanning, we select a submatrix from the bottom of Mk ,
denoted as mk , that contains a few numbers of rows [h rows
within the rectangular box at the bottom of Fig. 3(a)]. We then
sift through the second image (Mk+1), and determine a subma-
trix within Mk+1 that best matches mk . To achieve this, we select
a submatrix from Mk+1, denoted as mk+1, that contains h rows
of data from Mk+1 [subimage within the rectangular box at the
top of Fig. 3(b)]. We calculate the Pearson correlation coefficient
between mk and mk+1 using Eq (1), where E () represents the
expectation value, • represents the element-wise product, and
σv represents the standard deviation of v. The value ofρ is closer
to 1 when mk and mk+1 are extremely similar and decreases as

Fig. 3. Illustration of image stitching strategy. (a) An enface OCT
image of the oil painting; (b) an enface OCT image of the oil paint-
ing with the sample translated in the y direction; (c) images directly
stitched together with redundant artifact; (d) images stitched together
through cross-correlation analysis after redundant artifact removal.

the similarity between mk and mk+1 decreases. We use a window
sliding along the y direction to select mk+1 that consists of the
wth to the (w+ h − 1)th row of Mk+1, calculate a set of ρ, and
determine the w that corresponds to the largestρ. We will attach
data of Mk+1 to Mk , starting from thewth Bscan, resulting in an
artifact-free image [Fig. 3(d)]. The same data stitching strategy
applies to every set of OCT data and we chose mk and mk+1 to
have five rows:

ρ =
E [(mk − m̄k) · (mk+1 − m̄k+1)]

σmkσmk+1

. (1)

After stitching the dataset in the y direction, a similar
approach is utilized to stitch images in the x direction.

3. RESULTS

In this study, we performed a macro-OCT imaging study on the
oil painting produced by an artist that mimics the impressionist
style. This oil on canvas painting is of 10 cm by 10 cm in size,
shown in Fig. 4. We chose the impressionist style for its unique
brushstrokes to demonstrate the 3D reconstruction capability
of the optical imaging system.

We first applied conventional volumetric data acquisition
using the OCT imaging system to acquire the volumetric
dataset, and the FOV is indicated as a solid red box as shown
in Fig. 4. The Ascan, Bscan, enface image, and 3D rendered
volume of this area are shown in Figs. 5(a)–5(d). The Ascan
obtained from the oil painting [Fig. 5(a)] indicates the depth
penetration of the OCT signal. The Bscan [Fig. 5(b)] shows
clear visible speckle patterns due to the high-density OCT
imaging, which illustrates the surface profile variation, and can
be used for subsurface layer structure analysis. The enface image
in Fig. 5(c) was obtained by averaging pixel values along the axial
dimension z. Figure 5(d) demonstrates the rendered surface
topography of the paint in this area (solid red box in Fig. 4).

We further demonstrated the macro-OCT’s capability for
large FOV, HD OCT imaging to reconstruct the 3D surface
profile of the painting. We used the motor system to translate
the sample to different lateral coordinates following the data
acquisition protocol shown in Fig. 2 (n = 10 and p = 9). We
acquired 90 OCT images (about 100 KB for each image) at

Fig. 4. Sample painting. Oil on canvas, 10 cm by 10 cm. The
dimension of the ROI (dotted line) is 27 mm by 18 mm. The
dimension of the OCT FOV (solid line) is 3.8 mm by 2.3 mm.
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Fig. 5. (a) Ascan, (b) Bscan OCT image, (c) enface image, (d) 3D rendered volume. In (b) and (c), scale bar= 0.5 mm.

different transverse coordinates. A 27 mm by 18 mm transverse
FOV was achieved to scan the ROI (dotted line in Fig. 4). Each
3D OCT data cube takes 5 s to acquire and every position
transition takes 5 s. The total data acquisition time to scan the
macroscopic FOV is about 900 s. The methods described in
Section 2.C are used to digitally stitch the images together to
minimize artifacts. The stitching process takes 60 s, and the
stitched image has a size of 8 MB. The total size of the final
stitched dataset depends on the size of the ROI and the size of
each volumetric OCT scan. In this study, we are interested in the
surface topography, and thus only the surface layers of the OCT
data are acquired and stitched. This reduces the computational
time and memory required to store the data. The enface image
obtained by averaging OCT data along the axial dimension
z is shown Fig. 6(a) where the scale bar represents 5 mm. To
effectively visualize 3D characteristics of the 3D OCT dataset
with macroscopic transverse FOV, we performed peak detection
for each Ascan to identify the surface location in the axial dimen-
sion. Figure 6(b) shows the surface topography information
in gray scale. There are noticeable vertical lines in Fig. 6(b).
Figure 6(b) represents the surface topography of the scanned
ROI. However, as the OCT scanner mechanically moves from
one vertical position to the next one, a small global axial shift is
introduced between different OCT data cubes due to mechani-
cal error. The current algorithm performs image stitching and
artifact removal using enface OCT images. As a result, the
vertical lines representing small surface peak difference along

Fig. 6. (a) Stitched enface image of the ROI; (b) stitched surface
topography of ROI. Scale bar= 5 mm.

Fig. 7. Spectral and texture of the ROI from the impressionist oil
painting.

each vertical scan cannot be removed using the current stitching
algorithm. To eliminate the vertical lines in Fig. 6(b), surface
peak adjustment has to be performed or the mechanical distance
calibration between the sample and the OCT scanner has to be
improved.

Finally, we projected the color image onto the surface topog-
raphy dataset using 3D plug-in software (3D map generator)
from Adobe Photoshop. The software first generates a 3D
topography model via a gray-scale height image, and in this
case from Fig. 6(b). Then we captured the 2D spectral image of
the ROI. The software projects the 2D spectral image onto the
3D topography model and transforms it into the 3D spectral
reconstruction of the ROI, containing both spectral and texture
information. Figure 7 presents the spectral 3D reconstruction of
the ROI on the painting (white dotted area in Fig. 4).

4. CONCLUSION

We have designed a hybrid scanning platform for macroscopic
OCT to achieve spectral 3D reconstruction of delicate art works
and potentially other cultural objects. Due to the OCT system’s
limited focal distance, the painting’s maximum surface height
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variation is 1.5 mm. This surface variation range is adequate
for Old Master paintings and some impressionist paintings.
However, an adaptive distance control mechanism, such as the
OCT-based surface topology and motion compensation system
[29], can be added to the OCT scanner to increase the system’s
surface height variation tolerance.

By using enface images acquired in each scan and stitching
all of them with the method mentioned in Section 2.C, we can
achieve high-resolution OCT imaging with increased FOV.
This type of digital copy could serve as a backup method to
capture the best possible details of art works to hedge against
the worst-case scenario, such as war, terrorism, natural disaster,
heist, and other catastrophes that put art works in vulnerable
positions.

We further carried out customer discovery interviews to
better understand the real-world applications and the need
for the proposed system. We interviewed 25 potential users,
namely an artist, a museum administrator, art historians and
educators, and conservators. We have identified three potential
applications of the digital reconstruction products. The 3D
surface model of paintings can be used in classes to enhance art
viewing experiences, especially for online courses. Students will
be able to rotate, zoom in and out to view details of art works
such as brushstrokes, and learn about various painting styles. 3D
printed painting samples can be used to assist visually impaired
users to experience various painting techniques, such as Van
Gogh’s brushstrokes and Pointillism demonstrated by Seurat’s
works. The OCT provides a minimally invasive method to
generate the cross-sectional information of paintings, which can
be used for art conservation work.
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