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Abstract

We consider weak solutions of the Novikov equation that lie in the energy space
H' with non-negative momentum densities. We prove that a special family of such
weak solutions, namely the peakons, is H'-asymptotically stable. Such a result is
based on a rigidity property of the Novikov solutions which are H'-localized and
the corresponding momentum densities are localized to the right, which extends the
earlier work of Molinet (Arch Ration Mech Anal 230:185-230, 2018; Nonlinear
Anal Real World Appl 50:675-705, 2019) for the Camassa—Holm and Degasperis—
Procesi peakons. The main new ingredients in our proof consist of exploring the
uniform in time exponential decay property of the solutions from the localization
of the H'! energy and redesigning the localization of the total mass from the finite
speed of propagation property of the momentum densities.

1. Introduction

Solitary waves made their scientific debut in Russell’s famous horseback obser-
vation of Great Wave of Translation moving along the Glasgow—Edinburgh canal
[29]. Their relevance has since emerged in a vast area of physical problems, includ-
ing fluid mechanics, optics, quantum physics, and plasma physics. Understanding
their stability under perturbation has significant physical implications. In this work
we will consider a quasilinear dispersive equation and establish the asymptotic
stability of the solitary waves in this setting.

To be more precise, the equation of interest here reads as

U — Upyy + 4u2ux = 3uu uyy + uzuxxx. (1.1)

This was first proposed by Novikov [26] in classifying integrable equations
with cubic nonlinearity, and was recently shown to arise in the modeling of the
propagation of shallow water waves where waves are assumed to be of moderately
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large amplitude [8], which is in sharp contrast with the classical Korteweg—de
Vries (KdV) equation. The Novikov equation (1.1) can be reformulated into a
more compact form with the introduction of the momentum density y := u — uyy,

2 3 2 _
yrtu yx+<§u > y=0, (1.2)
X

which easily reveals its similarity to the well-known Camassa—Holm (CH) equation
[5,11]:
yi +uyy +2u,y =0. (1.3)

Like its CH ancestor, the Novikov equation exhibits strong nonlinear effects as well

as nonlinear dispersion, allowing it to support a remarkable class of non-smooth

solitary waves, called peakons [12,15,16],

ke s 0.
(1.4)

The study of the stability of solitary waves has a rich history, where the dom-
inant part of the literature lands in the scope of smooth waves. Here we present
a short survey with no attempt to be exhaustive. One way to prove stability is to
seek invariants of the system that can be combined to give a variational charac-
terization of the solitary waves, and their Lyapunov stability can be concluded by
further exploiting the spectrum of the linearized operator. For equations possess-
ing a Hamiltonian structure with symmetries, this approach is very powerful to
prove orbital stability [2—4,6,14,30]. The second path to stability is based on a
perturbation approach in that one tries to prove linear stability and then propose an
approach to bootstrap the nonlinearity to establish stability for the nonlinear flow.
This usually requires a direct spectral analysis of the linearized operator. Using this
approach, PEGO--WEINSTEIN [28] proved the asymptotic stability of a family of the
KdV solitons in some exponentially weighted space. This result was then refined
by MizumacHI [22] and Germain—Pusateri-Rousset [13] to treat perturbations in
polynomially weighted spaces. Another approach was developed in a series of pa-
pers of Martel-Merle in the study of a class of generalized KdV equations. Without
linearization, the authors either employ a virial inequality to directly prove asymp-
totic stability [20], or establish a Liouville theorem for solutions around solitary
waves [19,21] and use such a property to obtain the asymptotic stability.

All of the above mentioned works require the solitary waves to be sufficiently
smooth to allow for the spectral analysis [2-4,6,13,14,22,28,30] or the formu-
lation of the dual problem [19,21]. However, the class of equations we consider
here admits solitary waves with peak singularity (1.4), a property shared by many
quasilinear integrable systems. We also want to note that the KdV-like equations
are semilinear, whereas equations accommodating peakons are often quasilinear.
The enhanced nonlinearity would in turn make the stability analysis more delicate.
In a recent work [23,24], Molinet introduced a very interesting and deep idea to
prove the asymptotic stability for the CH and Degasperis—Procesi (DP) peakons.
Utilizing the transport structure for the momentum density, a Liouville type rigidity
result can be proved and consequently applied to asymptotic stability. In the present

u(t, x) = @c(x —ct —xg) 1= ~/cp(x —ct —xg), where @(x):=e"
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work, the idea for treating the Novikov peakons stems from [23,24], and hence we
will briefly review Molinet’s approach and point out some new challenges.
The CH equation (1.3) possesses the following conservation laws

Y (u) :=/ydx, E(u) :=/ (uz—i—ui) dx, F(u) ::/ (u3+uu§) dx.
R R * (1.5)

The orbital stability of the CH peakons ensures the weak convergence of the per-
turbed solution along a time sequence. With the help of the conservation laws Y
and &, this weak limit can be shown to carry some “localized” structure from the
initial perturbation and leads to a “localized” solution. Then the rigidity property
would imply that such a solution is indeed a peakon. Finally the desired asymptotic
stability can be obtained by a standard modulation argument. One of the main new
features in [23,24] is the rigidity property in terms of the momentum density y
rather than the solution u. The applicability and advantages of this replacement are
that: (1) the invertibility of (1 — 83) shows that y and u are in one-to-one corre-
spondence, and peakons are solutions whose momentum densities are Dirac delta
measures; (2) compared with the nonlocal evolution of u, the local dynamics of y
makes the analysis simpler. Analyzing y also motivates one to consider the function
space

Yy = {ueHl(R)|y=u—uxxeM+(R)}, (1.6)

where M (R) is the set of finite non-negative Radon measures on R. The non-
negativity is needed to guarantee the existence of global solutions. To characterize
the “localization” property in a way such that the rigidity result can be built upon,
MOLINET [23,24] takes advantage of the conservation of the H'! energy £ and the
total mass Y, and considers localization in terms of the densities (12 + u%) dx and
y dx. From the fact that the dispersion travels to the left of solitary waves, one may
prove an “€ +Y”-monotonicity in the spirit of Martel-Merle, which is the principal
tool to obtain asymptotic stability.

The case for the Novikov equation (1.1) is somewhat similar. The conservation
laws include £(u) as in (1.5), and

V() ::fy2/3dx, Fu) :=/
R

1
<u4 + 2u?u? — —u§> dx.  (1.7)
R

3
However, notice that the total mass Y is not a conserved quantity anymore. This
presents a serious obstacle when applying Molinet’s machinery: using the localiza-
tion in terms of (u? + u)%) dx and y dx may still produce a corresponding rigidity
theorem. However it is not clear whether the w-limit (in time) of the perturbed so-
lution would carry the same localized structure, since one fails to control the total
mass from the left (as in [23, (5.15)]) due to the lack of conservation of Y.

We now explain the ideas and methodology we will use to overcome the above
difficulties. As aforementioned, the localization consists of two parts: the H-
localization and the Y-localization. Treating them separately one can see that the

localization of H'! energy is preserved in the limit because of the conservation of
E.
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The challenge comes from controlling the total mass Y. In the case of strong
solutions, we can only bound ||y||;1 up to an exponential growing-in-time factor

2

Iyl < et fyoll i (1.8)

Therefore it is not clear whether one can control the total mass uniform and glob-
ally in time, let alone the preservation of the Y-localization. On the other hand, the
Y-localization in the earlier works [23,24] is mainly used for obtaining the rigidity
property. In particular it implies that the support of the momentum density y is
bounded from the right (cf. [23, Proposition 4.2]), which is crucial to further char-
acterize the jump of u,. Moreover, the local dynamics (1.2) indicates that the mass
is moving to the right at a finite speed %2, and thus it is conceivable that one may
give up the left localization and only consider the localization of y to the right. As in
the case for the CH equation [10], the Novikov solutions that are H I Jocalized and
move to the right enjoy exponential decay. One consequence of the H !-localization
is that the modulated solution enjoys exponential decay, cf. Proposition 3.1. This in
turn provides control of the rate of the focusing of the characteristics in the far field
(Lemma 3.2). With this, the total mass of y(#;) in the far field can be equivalently
pushed forward to the mass of y(#2) in the far field. Then by choosing fast enough
modulation one can prove the upper bound for the support of y, cf. Proposition 3.2.

The price to pay for giving up half of the Y-localization constraint is that the
proof for the asymptotic stability becomes more difficult. In particular, in character-
izing the (time) w-limit of the perturbed solutions, one needs to check that the total
mass for the limit solution is finite. But (1.8) indicates that the total mass can po-
tentially become unbounded as t — oo. Again, the remedy here is the exponential
decay property derived from the H !-localization. Please refer to Proposition 4.2
for details.

We would like to point out that our relaxed localization condition on y extends
the requirement of y in [23,24], and leaves the argument free from the conservation
law of y. Thus it could be potentially useful in studying the asymptotic stability of
peakons to a wider class of models.

The rest of the paper is organized as follows. In Section 2, we introduce some
definitions and notations, state our main results, and also recall some useful esti-
mates and the global well-posedness of H' weak solutions. In Section 3, we prove
the Liouville property of the Novikov peakons, cf. Theorem 2.1, which follows the
adapted strategy in [23]. In Section 4, we apply the result of Section 3 to obtain the
asymptotic stability (Theorem 2.2) of the Novikov peakons.

2. Preliminaries and Main Results

In this section, we introduce some notations and definitions, recall some useful
estimates and the global well-posedness of H'! weak solutions, and state our main
results.

Let us now introduce some notations following [23]. Set Rt := (0, o0), R™ :=
(—00, 0). We denote Cj,(RR) to be the set of bounded continuous function on R and
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Co(R) the set of continuous function on R vanishing at infinity. For any ¢ € Cp(R)
(resp. ¢ € Co(R)), if a sequence {v,} C M satisfies

(vn, @) = (v, @), veEM,
we say that
Up S tightly in M (resp. v, X vin M).

For any interval I C R, y € C;;(I; M) (resp. y € Cy,(I; M)) means that

V¢ € Cp(R) (resp. Co(R)), ¢+ (y(t), ¢) is continuous on /,
and y, X yin Cy; (I; M) (resp. Cy, (I; M)) says

V¢ € Cp(R) (resp. Co(R)),  (yu(1), ) — (y(1), ¢) in C(I).
Note that p(x) := %e"x‘ is the Green’s function for 1 — 8)% in R, that is

prxf=0=03)"1f forany fe H '(R). (2.1

As pointed out in [23, Section 2],

1
lullwiiwy = 1P * (@ — uxx)llwio (g = 5”” — Ul M®)>

and the embedding

Y = {u €H'R) [y =u—uyy € M(R)} < {u € WI(R) such that uy € BV(R)}
holds. Noting that Cgo (R) is dense in Y, we have
luy] Su forany u €Y. (2.2)

We also define the mollifier {¢,}, > by

1/2=1) for x| < 1,
for |x| = 1.
(2.3)
Let us turn to the wellposedness of the Novikov equation (1.1). The local and
global wellposedness of strong solutions is given in [32].

—1
cn<x)=(/ ;(@ds) n¢(nx) with ;(x)z{g
R

Proposition 2.1. (Wellposedness of strong solutions [32]) Assume that ug € H°,
s > %, then there exists a unique solution u to equation (2.4) and a T > 0 such
that u = u(-,ug) € C([0,T); H*) N C' ([0, T); H~Y). Moreover, the solution
depends continuously on the initial data. In particular, if ug € H*, then u €
C([0, T); H®). In addition, if yo = uo — uo.xx does not change sign on R, then
the local solution can be extended globally.
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However the above theory does not apply to peakons due to the peak singularity,
and hence it is natural to work in the weak solution framework. Thus we rewrite
the Cauchy problem for (1.1) in the following weak form:

{ut o+ (=)0 (Gu + ) + (1 =07 () =0,

u(0, x) = ug(x).
Here we record the following result on the existence and uniqueness of global H'!

weak solutions of the Novikov equation (2.4), which is an improved version of [31,
Theorem 3.1]:

Proposition 2.2. (Global existence and uniqueness of weak solutions [9]) For any
uo € Yy, the Cauchy problem (2.4) admits a unique global weak solution u €
WL @Rt x R) N C(RT; HY(R)) such that y(t,-) € My (R) for all t > 0.
Moreover, £(u) and F (u) are conservation laws.

Similar to the argument in [23,24], we can also improve the regularity in time
for the above global solution. For brevity we will only state the following adapted
proposition without a proof.

Proposition 2.3. Let up € Y andn € N, then

e (Global existence and Uniqueness) There exists a unique solution u € C'(R;
L*(R)) N C(R; H'(R)) of (2.4) such that y € C;;(R; M,). Moreover, £(u)
and F(u) are conserved.

o (Continuity with respect to ug in H L(R)) For any sequence {ug ,} bounded in
Yy such that

o — uoin H'(R) and (1 - af) o — (1 — 82)ug tightly in M,

then for any T > 0, the sequence of solutions {u,} C C! (R+; LZ(R)) N
C (R+; H! (R)) emanating from {uo ,} satisfies that as n — oo,

U, — uinC ([—T, T]: HI(R)) , (2.5)
and
(1 - a)%) Un =~y in Ci((=T, T1; M). (2.6)

e (Continuity with respect to ug in Y equipped with the weak topology) For

any sequence {ug ,} bounded in Y such that ug , A ug in 'Y, then for any
T > 0, the sequence of solutions {u,} C C' (R*; L2 ([R)) N C (R*; H'(R))
emanating from {ug ,} satisfies that as n — oo,

Uy, — uin Cy ([—T, T]; HI(R)) )
and

(1 - aﬁ) Un =y in Co(I=T, T]; M).
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Now we turn to the main results of the paper. First we give the definition of
localized solutions.

Definition 2.1. A solution u € C (R; H'(R)) with u — uy, € Cy (R; M) of
(1.1) is said to be H'-localized if there exist ¢y > 0 and a C' function p(¢) with
0 = co > 0 such that for any ¢ > 0 there exists R, > 0 so that

(@ + D) @1 = pa)) S e @.7)

holds forallz € Randall ®; € C(R) with0 < ®; < 1and supp®| C [—R,, R.]°.
We say the solution u is Y-localized to the right if

(= ux)(t, ), @(- = p(t) S ¢ (2.8)
forall r € R and all ®, € C(R) with0 < &, < 1 and supp®, C [R,, 00).

Remark 2.1. The notion of H!-localized solution is similar to that of the CH equa-
tion [10]. As is pointed out in [24, Remark 1.1], such a characterization is natural for
equations admitting the H' conservation law. Otherwise (2.7) can be replaced by a
uniform in time exponential decay characterization. Compared with the localized
solutions defined in [23, Definition 1.1] and [24, Definition 1.1], here in (2.8) we
only consider semi-localization to the right.

Our first main theorem states a rigidity property of the solution to the Novikov
equation that is H'-localized and Y-localized to the right.

Theorem 2.1. If u € C(R; H'(R)) is a solution to (1.1) that is H'-localized and
Y-localized to the right, and is not identically vanishing, then there exist ¢* > 0
and xo € R such that

u(t) = \/c_*ga(- —x0—c*t), forallteR.

With the help of the above rigidity theorem, we can prove the following theorem
on the asymptotic stability of the Novikov peakons:

Theorem 2.2. For ¢ > 0, if for each ug € Yy and 6 € (0, \/c) satisfying 6* < %
there exists a constant no such that

luo = @ell g1 < mo/c6*, (2.9)

then there exist ¢* > 0 and a function p(t) € C'(R) satisfying tlim pr = ¢ such
— 00
that

u(t, -+ pt)) = e in H'(R) as t — oo, (2.10)
where u € C(R; H") solves (2.4) with initial data ug. Moreover,
lim (1) = g (- = PO 151,00 = O- @11

We remark that during the refereeing process of this paper we found a work by
PaLacios [27] where similar results were obtained independently.
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3. Liouville Property for the Novikov Peakon

The goal of this section is to prove the Liouville type rigidity property for the
Novikov peakons, cf. Theorem 2.1, in the space of H'-localized and Y-localized
to the right functions. As explained in the Introduction, we will consider the H'-
localization and the Y-localization (to the right) separately.

For the H!-localized solutions, there is a well established theory about the
asymptotics in the context of the CH equation; see, for example, [10,23] and the
references therein. Here we will first follow the idea of [23] to prove an almost
monotonicity of the H! energy at both sides of an H !-localized Novikov solution,
from which an easy adaptation of the method of [10] leads to an exponential decay
property for the H!-localized Novikov solutions.

3.1. Exponential Decay of H'-Localized Solutions
The aim of this subsection is to prove the following decay result:

Proposition 3.1. Let u € C (R; H') with y = (1 —932)u € Cy(R; My) be an
H'-localized solution of (1.1) with infr p; = co > 0. Then for any a € (0, 1),
K > 1, there exists an Ry > 0 such that

2
2 acy . 1 K
||u(l)||L:>o(|x_p([)|>R0) g E, Where L = (6 + E) (ﬁ) . (31)

Moreover, there exists a constant C > 0 depending on co, K, £(u), and Ry, such that
forallt € R, R Z Ry, and ® € C(R) with 0 £ ® < 1 and supp® C [—R, R]",
we have

/ (uz(t) 4 ui(r)) ®(- — p(t))dx < Ce % (3.2)
R
Remark 3.1. From the Sobolev embedding we find from (3.2) that

_R
I 100 (e py >y < CeTE (3.3)

A main tool for proving this proposition is the H!-monotonicity of a quantity
(3.6) related to the H' norm of the solution. This means that the localized energy
of the solution is almost decreasing in time. Such a strategy was first introduced by
MARTEL--MERLE [19], and later was widely applied to other models and viewed as
a crucial prerequisite for showing the rigidity theorem under different settings. One
common feature of these arguments is that all quantities are related to the nontrivial
conservation laws of the Novikov equation, which is showed in the lemma below.

Following the similar strategy in [23], consider an even function ¢ € C2°([—1, 1])
such that { = O and [ ¢ = 1. For K > 1, set

X

g(2) av, (3.4)

1
g(x):=px¢ and Wg(x):= E/ =

—00
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where we recall that p = %e“"'. Then Wx > 0 and is increasing, and Wx — 1 as
x — 00. Moreover

Wi |+ W | + [WE |+ WY < Cxe’X, for x 0,
K2 (3.5)

/

p* Vg = 15— Yk

Now we state the following lemma(for the sake of completeness, its proof will
be given in Appendix A.1):

Lemma 3.1. Letu € C (R; Hl) with 'y € Cy(R; M) be a solution of (2.4) such
that there exists a C' function p(t) withinfr p; = co > 0. Let o € (0, 1) and K >
1. Consider a constant Ry such that (3.1) holds. Furthermore, for R 2 Ry > 0,
define

R = (20 + 20, k(- = plio) F R = a(p() = p(0))),  (3.6)
where Wi is a smooth function given in (3.4). Then we have
LR (o) — 1XR (1) < Ce /K forallt < 1, (3.7)
and
IR @) — 1, R(t0) £ Ce /K forallt = 1, (3.8)
where C depends on K, a, Ry, £(u) and co.

Remark 3.2. It turns out that in the proof of this lemma, the regularity assumption
on y is not necessary. In fact the arguments still work if one only assumes u(z, -) €
WL and |uy| < u.

Now Proposition 3.1 follows easily from the above lemma.

Proof of Proposition 3.1. The proof of (3.1) can be easily deduced from Definition
2.1 and the Sobolev embedding H'! ¢ L*°.

For Itj)'R (1), wefixa = % and introduce ¢ € C2°([—1, 1]) satistying ¢ = 1 on
[—1/2,1/2]and 0 £ ¢ < 1 on [—1, 1]. By decomposition, we have

LR = <u2(r) +ul(1), (1 —¢ ( — m)) Wi (- — z?gR(r)>>

-—p(1)

&

+ <u2(r> +ui(t). ¢ ( ) W (- — zng(r>)> = 11(t) + L(1),

where zng(t) =p(tp) £ R+ %(p(t) — p(tp)), and R, > 0 depends on &. From the
H!-localization of u, for any ¢ > 0, there exists an R, such that I1(¢) < ¢. As for
I (1), we know that for |[x — p(¢)| < R,

+R 1 1
X =z, ) =x—plo) FR—Z(p(t) = pto)) SR FR- 50 (fo = 1) = — 00,

as t — —oo,
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which yields
L) < lluolly Wi (x — ztfR(t)) — 0, as t— —oo,

since lim Wg(x) = 0. Thus with (3.7) it follows that
X—>—0Q

LR (1) < Ce™R/K.
Since g(x) is even from (3.4), it is easy to see that for all 7y € R,

1

3 ] (0 + oo + 0.5+ plan) dx < 15 ).

Therefore for all 1 € R, R =2 Ry and all ® € C(R) satisfying 0 < & < [ and
supp® C (R, 00), we derive

f (w20 +u20) @ = p() dx < Ce™RIK,
R

Under the transformation (¢, x) +— (—t, —x), the desired result for supp® C
(—00, —R) is also obtained. O

A consequence of the decay property is the control of the rate of the focusing
of characteristics in the far field. For a smooth solution u of (2.4), let us define its
characteristics by the following:

i—(t](t, x)=u’(t,q(t,x)), (1,x)€R2

(3.9)
q(0,x) =x, x e R.
Then it is easily seen that

t
qx(t, x) = exp <2f uiy (s, q(s,x))dS> , (3.10)

0

3

y(0,x) =y (1, q(t, x)) gx(t, x)2. (3.11)

Lemma 3.2. Let the assumptions of Proposition 3.1 hold, and assume further that
u € H®. Then there exists a constant Ry > 0 such that, for any K > 1 and any
t € R,

o Sqc(t =t p(t) + Ro+x) S Co forall 1=t, x20, (312
0

where Cqy depends on K, E(u), co, and Ry.
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p( *) p(t*)‘+ RU t=+t,

! q(t —t., p(t.) + Ro)

p(t1) p(ti) + Ry q(t1 — ts, p(ts) + Ro)

Fig. 1. Separation between the modulation and the characteristics

Proof. From (3.1) we confirm the existence of Ry > 0 such that

2 <%
N (x—p 1> R0) = 55

Therefore from (3.9) we know that
€o
LIl(tv-x)gﬁa for-x>10(t)+RO

Given any characteristics g (f — t«, p(t«) + Ro) that passes through (z, p(t+) + Ro),
since p; 2 ¢, together with the above we have

19
q (t — 1y, p(t) + Ro) — (p(t) + Ro) = Focottx — 1), for St (B13)

see Fig. 1 for an illustration. Therefore from (3.3) we know that for any ¢ < ¢,
x =0,

1 19
u (t — i, q (t — 1, p(tx) + Ro +x)) = Cexp <__ <R0 + —CO(t>s< - t)))

(3.14)
By (2.2), the above estimate also holds for u% Therefore from (3.10) we know that
fort <t.and x =0,

0 R 19¢,
exp (—2C/ P - 4 ds) S gy (t — 1y, p(t) + Ro + x)
t—t,

< 0 Ry _ 199
Sexp|2C e~ e~ mr bl gy
1ty

Denote Cy := exp ( 40KC ,—Ro/K ) Then the above estimate yields

1
C_ < qx (t — 1y, p(tx) + Ro + x) < Co,
0

which completes the proof of the lemma. O
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3.2. Finite Upper Bound of the Support of the Momentum Density

With the decay property and the lower bound of the deformation rate of the char-
acteristics established in Proposition 3.1 and Lemma 3.2, the goal of this subsection
is to show that the Y-localization indeed forces the support of the momentum den-
sity to be bounded above. As a consequence, this leads to the bound of u,, which
is a key step for the forthcoming discussion.

Proposition 3.2. Letu € C (R; Y.y) be a solution to (2.4) that is both H'-localized
and Y-localized to the right, with p; 2 co > 0. There exists an ro > 0 such that
forallt € R, it holds that

supp y(z, - + p(1)) C (=00, rol, (3.15)
and for any r > ry,

ut, p(t) +r) = —ux(t, p(t) +r) Z ay, (3.16)

where o, 1= Z;j;\/g(u).

Proof. Since the equation (2.4) is invariant under time translation, it suffices to
prove (3.15) at time = 0. So we only need to prove

(¥0),¢ (- = (p(0) +r0))) =0, (3.17)

where ¢ € C*°(R) with¢p =0onR~, ¢’ 2 0and ¢ = 1 on[1, 00).
Through the proof by contradiction, we suppose that (3.17) does not hold, that
is, there exists an g9 > 0 such that for all r¢g > 0,

(3(0). ¢ (- = (p(0) +10))) = &0. (3.18)

We will use a density argument to apply the method of characteristics. Define
uo.pn = Ln*xug € H®(R), we have a smooth function sequence, {ug ,} C H*(R)N
Y., which emanates the solution sequence {u, } satisfying (2.5) and (2.6). Recalling
the Proposition 2.1, we know that u, € C (R; H*(R)) and y, € Cy, (R; L' (R)).
Hence for each fixed T > 0 and n = ng large enough, we have

\/% 80
My —ullgr < 5= and - yon =yl < 5 (B19)
From (3.18) we know that for n = ny,
o 9
/ yn(0, x)dx = —eo, (3.20)
PO+70 10

Consider the characteristics associated with u,,:

(3.21)

Y (1, x) = u2 (1, qu(t,x)), (1,x) € R?,
Qn(osx):xs XGR,
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and

t
Gnx(t,x) = exp </O Qupitn ) (s, gn(s, x)) ds) , (3.22)

(0, x) =y, (7, gn(t, X)) qi,/f(r, x).

Applying Lemma 3.2 on g, with ¢, = 0 together with Proposition 2.3, we conclude
that an estimate of the form (3.12) holds for ¢, when n 2 ny is sufficiently large.
That is,

1
o S (0. p(O) + Ro+2) S Co. forallr € [-T.0]. x20.  (3.23)
0

Substituting (3.22) into (3.20) with ro = Ry, using (3.23) and changing variables
7 = qn(t, x), we have

o0

o0 9
/ Yn (&, qn(t, X)) gn x (2, x)dx =/ yo (t,2) dz 2 0 Coso.
p(0)+ro n(1,p(0)+70) 0

The convergence of u,, — u implies the estimate of (3.13) with g replaced by g,,.
Thus we have fort € [T, 0],

o 9
/ yu(t, 2)dz = —+/Coep.
p()+ro—cot /2 10

Therefore, for sufficiently large n = ng and T — oo, it follows from (2.6) that

9
(y@), ¢ (= p@) —ro+cot/2)) 2 ToV Coeo, forallz = 0,

which contradicts the fact that « is Y-localized to the right. Thus (3.15) is proved.
We now prove (3.16). For the same rq in (3.15), the H' localization, the con-
servation of £(u) and |u,| < u ensure that for all € R and r 2 rg,

1
V2llult, x = p N 2y 2 Nt x — PO g1y 2 SVEwW),

which shows

max u’(t,x — p(t)) = Lg(u). (3.24)
16r

x€[—r,r]

On the other hand, again from u, = —u, we have [ (ue*); ds = 0 for all x < xo,
which naturally yields

u(t,xo) = u(t,x)e* ", forall x < xo.
Then by setting xg = p(¢) +r, forallt € R and r = ro we get

—2r

ut,p)+r)Zult,x)e ", forallp(t) —r <x < pt) +r,

which gives (3.16) by (3.24). This completes the proof. O
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3.3. The First Jump of uy from the Right

Anticipating a rigidity property, one is naturally led to consider the dynamics
of u, and look to show that it only experiences a one-time jump discontinuity. At
the level of the second derivative u,, and thus y, such a point discontinuity should
correspond to the boundary of the support of the measure. To this end, we define

p+(t) :==inf{x € R: supp y(¢, ) C (—o0, p(t) + x]}.

As Proposition 3.2 shows, for each ¢ € R, the function ¢t — p () takes values in
(=00, ro] and

u(t, p(t) + p+ (1) = —ux (t, p(t) + p4(1)) = ap. (3.25)

It turns out that r — p(7) + p+(¢) is indeed a characteristics of u. The unique
solvability of the characteristics equation (3.9) is guaranteed from the W!! regu-
larity and global boundedness of u [1]. The proof of the fact that this characteristics
coincides with the boundary of the support of y follows almost identically as in
[23, Lemma 4.3], and hence we omit it.

Lemma 3.3. For allt € R, we have

p(1) + p4(1) = q (t, p(0) + p1(0)), (3.26)

where q(-, -) is defined as in (3.9).

Let us record the following lemma in [17] which will be very useful in charac-
terizing y:
Lemma 3.4. Let i be a finite nonnegative measure on R. Then u is the sum of a non-
negative non-atomic measure v and a countable sum of positive Dirac measures
(the discrete part of (). Moreover, for all € > 0 there exists § > 0 such that, if I is
an interval of length less than 8, then v(I) < e.

Next we study the jump of u, across the characteristics g* : t — p(t) + p4(¢)
defined by

q (@) :==q(t, p(0) + p+(0)) = p(t) + p4(r) forallr € R. (3.27)
As in [23], we denote a(t) to be the strength of the jump of u, across ¢* as
a(t) =uy(t,q"®)—=) —uy(t,q*@)+), forallt € R. (3.28)

Proposition 3.3. Let a : R — R be a function defined as in (3.28). Then 0 <
a(t) £ 2J/E ).
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Proof. The upper bound of a(¢) follows directly from a(t) < 2|uy| < 2u <
2/E(u).

Now we turn to show that a(¢) > 0. Arguing by contradiction, we assume that
there exists #p € R such that a(fp) = 0. Due to the fact that y(#y) € M satisfies
suppy(fo) C (—o0, ¢* (tp)], Lemma 3.4 implies that

lim [y (o) | M(g*(t0).00) = alto) = 0.
x—q*(1)

Without loss of generality, we again choose 7y = 0. This indicates that one may
find a small By > 0 and 0 < &1 < @, such that

1y O Mg*0)—o,00) < €1 K Uy (3.29)

Next we approximate ug by smooth functions g := ¢, * ug € Y+ N H®(R).
Picking a large enough n, there must exist o+ > p4(0) close to p4(0) satisfying

Yo = 0 on [g2(0), 0c0), and ||y0||Ll(gl(o),oo) < 2ey, (3.30)

where g (t) and g (¢) are defined as

q1(t) :==q (t, p(0) + p1 — Po), and g2(t) :=q (z, p(0) + p1)

where ¢ is the characteristics given by (3.9) with u replaced by i.

We would like to show that no matter how far apart g;(¢) and g»(¢) are from
each other, u(t, g;(t)) and u(z, g2(t)) are stay bounded below uniformly in time,
which contradicts the H'! localization of u (cf. (3.37)). From (2.5) we know that
for any T > O, there exists &2 < ay, such that the emanating solution i satisfies
that, forallt € [T, T],

() — @) 1 < w% < . (331)
Therefore, we have
g/ (1) — Ga.i ()] = [u(t, ¢* (1)) — (1, G2 (1))
< ) = @O~ + @, )| a7 ) - )]
S e 428w |g* 1) — g0,
leading to
28 (u)t
470 = B0 £ P 1y ) = el + g e =t ey Kap, (33D

by choosing n large enough so that p+ — p4(0) and & are sufficiently small. Hence
by (3.25), |ux| £ u < /E(u) and the mean-value theorem, we conclude that

i (t,qp0) =ut,q"®) + [ (t.¢" @) —u (t. " )] + [ (t. G2(1)) — i (1. ¢*(1))]

> _872_ ” * _ >
= oy O] liix (1,21 |g* () — G2()| =

3oty
7

(3.33)
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where z € (¢*(t), g2(¢)). Also (3.30) ensures that

- - - . 3a
iy (1, G2(1)) = =it (t, 42 (1)) = — 4”’ <0. (3.34)
Next we show that,
forall 1 € [-T,0], u.(t,x) < —% on [g1(t), g2(D)]. (3.35)

To this end, for y > 0 we define

Ay ={t e R™ [forall T € [1,0], uc(r,x) < —y on [41(1), G2(D)]}.
Thus (3.35)is equivalentto [— T, 0] C .Aa,_o/g.By (3.30)and (3.34),for0 < B < By
we have

o o AU 3ar,
iy (0,41(0) + B) = ity (0,32(0)) +/ Yo(s)ds = — 2
31(0)+8

+2¢1, (3.36)

and hence 0 € Aaro /2. By a continuity argument there exists some #; < 0 such
that [#1, 0] C A% /2. Suppose that (3.35) is not true. Then there exist some #, €
[—7,0] and x, € [q1(t4), g2(t«)] such that i, (t, x) < —ay,/2 fort € (t, 0] and
x € [q1(1), @2(D], iy (ts, x) = —ayy /2 for x € [q1(t4), G2(t)], but dix (s, x4) =
—a, /2. This way from (3.22) we see that for ¢ € [#, 0],

0
Gx(t,z) = exp (—f (Zﬁﬁx)(s,é(s,z))dS> =1, forall z €[§1(t), g2(t)].
t

Hence

" 3“}’ éz(t*) 5
Uy (ty,s)ds < ——O—i—/ y(t,s)ds
4 a1t

‘iZ ()

Uy (Fye, Xs) = Uy (L, éz(t*)) - /

Xx

p0)+p+ o _
:__+/ y(t, q(ts, 2))gx (s, 2) dz
p0)+p+—po

3a p(0)+o4 . . a0
<-=n +[ (1, G (1, D)3 (14, 2) dz
14

O)+p+—Bo
3 p0)+p4 _ 3a a
z__m+/ Jo(t,s)ds £ —="0 426 < =2,
4 p0)+p+—Bo 4 2

which is a contradiction. Therefore (3.35) holds true.
For all r € [T, 0], it follows that

d . ~ P ~) o~
a(Qz(I)—Lh(t)):u (g2(1)) — u” (q1(2))

IO 5 ~
= / 2uiiy(t, s)ds < =y (q2(1) — q1(2)) .
q1(1)

Hence,

@ — @) () = @2 — §1) (0) ' = poe 0"
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According to (3.33), i (¢, g2(t)) = 3o, /4 and ity < 0 on (§1(¢), G2(t)), which
implies

i(t,qi(t)) >i(t,q2(1)) 2 3ay/4 on [-T,0].

Consequently, by (3.31) one has, forall t € [T, 0],

min(u(, §1(0)). u(t, (1) = o /2 with (G2 —G1)(6) = foe 0. (3.37)

Taking 7 > 0 large enough, it is clear that (3.37) contradicts the H !-localization
of u, which implies a(¢) > 0 and therefore u, (¢, x) has a jump at ¢g*(¢). O

Applying Lemma 3.4, the measure y(¢) can be decomposed as

o0
V() = v(0) +aO8pwrtp, ) + Y @i (18 ), (3.38)
i=1
where v(¢) is a non-negative, non-atomic measure with v(r) = 0 on (p(¢) +
o0

pi(t),00), ai = 0 with Y " a;(t) < oo and x; () < p(t) + py.(¢) forall i € N,
i=1
As suggested by [23], the next goal is to show that a(#) is non-decreasing and
differentiable.

Proposition 3.4. The function a(t) defined in (3.28) is non-decreasing and differ-
entiable, and

a'(r) = %u(uz —u>)(t,q* (1)), forall t €R. (3.39)

Proof. We will show that for any #; < #5,

I
a(n)—a() = % f " (u2 - uﬁ) (t.¢*()-)dr. (3.40)

4l

Since |uy| S uandu € C (]R2), a(t) must be anon-decreasing continuous function.
Next, u(t, g*(t)—) = u(t, g*(t)+) = —u,(t, ¢*(¢)+) leads to
u (= u?) (r.g"(0-) = atu @ —u) (r.q"0)-)
= a(u(2u(t, ¢*(1)—) — a(t))
=aOu(2u(t, ¢*(1)) —a@)).
Since 1 — u(t, g*(t)) € C(R), a(¢) is differentiable on R. In facta € C!.
Now consider a sequence {¢.} approximating the Heaviside function. That is,

$e = ¢(;) where ¢ € C™ is non-decreasing satisfying supp¢ C [—1, c0) and
¢ = 1 on R™. Then (3.38) gives

a(t) = lim, (y®,0c (- —q*®)).
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Hence without loss of generality, for any ¢ € (0, 1), showing (3.40) is equivalent
to proving the following equality:
tim {y(@), ¢e (- =47 0)) = {y(©). ¢ (- = ¢"(®))
1 t
- Ef u (u2 - uﬁ) (r.q* (1)) dr. (3.41)
0

Again we approximate ug by smooth functions ug , = ¢, * ug € Y1 N H*(R).
Therefore by (2.6), to prove (3.41) one only needs to show that for any fixed positive
number 8, there exists €9 > 0 and sufficiently large n such that for all 0 < € < €,
it holds that

[(V(0) = ya(0), @ - = g*(1))) = (¥(0) = Y (0), he (- — g™ (0)))]
+ [ (@), Be - = g* (1)) = (ya(0), pe (- — g*(0))

13
_ %f f u (1 =) (r.4"(0) + €2) @' (dzdr)| 6 forallr € 0, 1),
0 JR
(3.42)

where yo , = uon— aguo, n- Moreover, we denote by i, the solution to the Novikov
equation emanating from ug , and y, = u, — u, rx. It directly follows from (2.6)
that there exist €p > 0 and sufficiently large ng such that, for all 0 < € < €p and
n > no,

[(V(@) = ya(0), @ - = g* (1)) = (¥(0) = yu(0), de (- — g™ (O))| <

SR ]

From the decomposition of y(¢) in (3.38), for any o > 0 there exists y(a) > 0
such that

Iy O Mg (©0)—y (@),g%(0)) < &

and for large enough n > nj,

lyo — yo,nHM(R) < aand [uon| 1 S 2 uoll -
Then (3.22) implies

~8lluoll; 8lluoll3,
b

x| =2 luollyn  and e # S gui(t,z) Se (3.43)

where (f,z) € (—1,1) x R and ¢, is defined as in (3.21) satisfying ¢ () =
gn (t,g*(0)). In order to show

[ (@), P - — g% (1)) — (yn(0), pe (- — ¢™(0))
t
=5 [ (=) o+ ) ¢ azan)| <
2 Jo Jr

we first use (1.2), integration by parts and changing of variables to obtain

d

d_t Ryn¢e ( —q, (t))

= _u% (t’ q;zk(t))/ Yn‘ﬁé _/ Oy (ynuﬁ) Pe _/ unun,xyn¢e
R R R

)

NSRS
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_! 200 — 2 (1. o Nl it 10
= 6/]1{(”"0’ ) —u;, (t,q (t)))yn(t, )b ( c >

1
+ —/ Up x (uﬁ — uﬁx) (t, ") ¢e
2Jr

1 C— gt
by L (= ) woe (FEO) g g i
R
(3.44)

which indicates that
t
(D), Be (- — g% (1)) — (), be(- — g*(0))) = /0 ASH J BEN 4 CEndr,

Thanks to (3.22), (3.43) and supp¢’ C [—1, 0], we have

8 luoll; X —qr(t)

—Hlf |x — @i ()] yn(t, x)¢’ <L> dx
€ R €

8 lluoll 7 / a(t, X)¢' (“—‘“”) dx
R €

qn(t, z)E— q;’;(t)) d.

A7

A

A

< 8 lugll3,, e*lola! /R Y (0, z)¢/<

Again using the fact that suppg’ C [—1, 0] and the mean value theorem that

2
—8]luol|

€ > |gn(t,2) = gy ()| = lgnx(t, DIz = ¢, (0)] Z € 'z — g, (0)],

we can take
)

* = 3 ATl el
u
32 flug 1%, €*1olur

, and ¢y = y (o).

This way, for any 0 < € < €, it follows that

8luoll?

lz—q*(0)] <eule < y(a),

and then
2 Aol 8
8 lluoll 7y, e M (”y(o)”./\/l(q*(O)—y(a),q*(O)) + | yo = yon ||M(R)) <3

thatis, forall0 < € < ¢y, € (0,1) andn > nq,
t 8
/ |A§’"| dr < 5 (3.45)
0

Next we estimate fot BS&"dt and fé C&"dr. Recalling (2.5) and Helly’s theo-
rem, one may deduce that for each r € [—1, 1], there exists a set &, C R with
measure zero such that u, (¢) is continuous on R\ 2; and

Upx(t,x) = ux(t,x) forallx € R\,
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which naturally leads to
Up x (t, qn () + x) — Uy (t, q (@) + x) , forall x € R\ty+) (),

where 7,(Q2) := {x —a,a € Q} with Q C R, since g, (t) — ¢*(t). Note that
lluxllpe < llullpee < luoll g1, then the Lebesgue dominated convergence theorem
ensures V¢ € (0,1),asn — oo,

! €,n 1 ! 2 2 *
/ BEMdr — -/ /ux (u —ux) (T, ) e (- — ¢*(1))dr, (3.46)
0 2 Jo Jr

t t
f cerdr — 1/ / u(i =) (g (@ + ) @' dzdr. (347)
0 2Jo Jr

In addition, by direct computation, we have
t
[ [ =i2) rou = g oner
0 JR
t _ ¥
= [ [u (=)0 (LU) dxdr
0 JR €
t
- e/ / s (u2 —u?c) (T, " (1) + €2)p (2)dzdr — 0 as € — 0F. (3.48)
0 JR

Combining (3.45)—(3.48), the desired result (3.42) holds for large enough n >
max{ng,ni1}andallt € (0, 1) and 0 < € < €.

Now from uy € BV(R) and ¢’ = 0 on R, it follows that u (u> — u2) (r,) €
BV (R) and for each fixed (z, z), as € — 0T,

u <u2 - ui) (t.q" (1) +€2)¢'(x) > u (u2 - u?c) (t.4"(1)=) ¢'(2).

Again the Lebesgue dominated convergence theorem shows that, as € — 0T,

t t
/ / u (u2 - uﬁ) (t.q" (1) + €2) ¢/ (2)dzdT — / u <u2 — ui) (t.q"(x)—)dr.
0 JR 0
Finally this together with (3.42) shows that (3.41), which completes the proof. O

Next we state the asymptotic property of a(¢). The proof follows along the same
lines as to [23, Lemma 4.5], and hence we omit it.

Lemma 3.5. There exist two constants a— and ay+ € (0,2E(u)] with a— < ay
satisfying

Mm w(t, p(t) + p+ (1)) = lim a(1)/2 = a4 /2,
Jm u (@, p(1) + p+(1) = 1im a()/2=a-/2.

For later use, we compute a’(r) in the following way:

’ 1 2 2 1
a'(1) = u (i =) (1 (1) + p1()=) = Sa(Ou(2u(t, (1) + p1 (1) = alv)).
(3.49)
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3.4. Localization of the Space-Time Reflected Solutions

A very useful observation is that the solution of equation (1.1) under the trans-
formation (¢, x) — (—t, —x) is also a solution. Thus when u(¢, x) is a solution to
the Novikov equation, so is the reflected one i (¢, x) := u(—t, —x).

It is obvious to check that

(@ + .20, @16 = p(=0)) = (W + ud) (1, =), ®1(=x = p(-1)
= (@ + i), S2tx = 1)),

where @, (-) := ®(—-) and the modulation p(r) := —p(—t). Hence o, = p; = ¢p.
This means that the H'-localization of u is equivalent to the H '-localization of 7.
Similarly,

(y(=t,x), @, (x — p(=1))) = (y(—t, —x), ®,(—x — p(—1)))
= (§(t. x), Di(x — p(1))),

where (¢, x) := y(—t, —x) and ®;(-) := ®,(—-). Therefore if the solution u is
Y-localized to the right then & becomes Y-localized to the left.

Repeating the arguments in Section 3.2 and 3.3 for the solutions that are
Y-localized to the left allows us to define p_(¢) := sup {x € R : suppy(s,-) C
[x + p(1), oo)}. Then

u(t, p(t) + p— (1)) = —itx (t, p(t) + p— (1)) = oty > 0.
We can further show that the jump of iz, across p(r) + p— (1),
a(t) = ix(t, p(1) + p—(O+) — ix (1, p(1) + p—(1)-),

is non-decreasing and differentiable, and satisfies

am >0, a@w= %ﬁ(ﬁ —a2)(t, p(t) + p—(D)+),

(3.50)
lim a(t, p(t) + p—(¢)) = lim a(t)/2 =ax/2.
t—+o00 t—=+00
3.5. Proof of Theorem 2.1
From (3.50) and the relation between u and # it follows that
lim u(t, p(t) — p—(=1)) = lim i(—t, —p(t) + p— (1))
t—00 t—00 (3.51)

= lim a(s, —p(=s) + p_(s)) =a_/2.
§—>—00
Note that

p—(—t) =sup {x € R: suppy(—1,-) C [x + p(—1), )}
=sup{x € R: suppy(t, —) C [x — p(t), 00)}
=sup{x € R: suppy(t, ) C (—oo, —x + p(®)]}
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= —inf{x € R: suppy(t, ) C (—00,x + p(t)} = —p4(2).
Therefore (3.51) implies that
a-/2= lim u(t, p(t) = p—(=0) = lim u(t, p(t) + p+(1)) = a+/2.
Then, by the monotonicity property: a_ < ay and a_ < a,, one has

a_=alt)=ay =a_ =a(t) = ay.

In particular we have a’(t) = 0. Therefore from (3.49) we know that u(z, p(r) +
o+()) = ‘% From (3.26) and (3.9) we further obtain that, for all # € R,

2 2
PO+ p1(t) = p(O) + p1(0) + Tt (r, p(0) + p+(0) + %r) ==

Then applying the decomposition (3.38) yields that

o0
YO =v(®) + Y a8y + ardpirrp,0)-
i=1

Now applying (1 — 83)_1 to y(0) we get that
ay _ 2\—1 > 9+
> =u(t, p(t) + p+()) = (1 =9;)" y, pt) + p4+(1)) 2 >

where the last equality holds if and only if v(#) = 0 and a;(t) = O for alli € N.
Therefore y(t) = a10,(1)+p, (1> Which gives

x = p(0) — py(0) — (%)zt

u(t,x) = C%r exp <—

This completes the proof of Theorem 2.1.

4. Asymptotic Stability of the Novikov Peakons

In this section, we apply the result of Section 3 to prove the asymptotic stability
of the Novikov peakons.
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4.1. Orbital Stability

Let us recall some of the relevant orbital stability results. The first H'-orbital
stability of a single Novikov peakon is established in [18] for smooth initial pertur-
bations ug € Y N H® with s = 3. Such a result was later refined for smooth data
uo € H*,s > 5/2 without constraint on the sign of yg in [7], and further improved
for rough data ug € H' N W1 in [9]. Note that by removing the sign condition
on Yy, the corresponding solution may not exist for all time. First, a straightforward
consequence of [9, Theorem 3.9] gives the following H !-orbital stability in Y,
space:

Proposition 4.1. Let ug € Y such that

””0 - «/E‘P”Hl < l\/E84, 0<et < 1 4.1)
4 2

then the corresponding global solution u € C(R; Y) of the Cauchy problem (2.4)
satisfies

sup [|u(-, 1) — V/ew (- — E@)| ;1 < Me, (4.2)

teR
where M depends on c and |\uo|| 1, and & (t) is the point where u takes its maximum.
Following the strategy of [23], the next result indicates that as long as u remains
in some neighborhood of a peakon, we can decompose u as the sum of a modulated
peakon plus a small H' error satisfying certain orthogonality condition (cf. (4.5)).

Lemma 4.1. (Modulation) Assume that u € C(R; H') with y € C,,(R; Y,.) is the
solution to (2.4) and that there exists a small enough 0 < ey < 1 such that

sup [lu(t) — ep(- — z(O) |1 < Ve, (4.3)

teR

with some function z(t) : R — R, then there exist ko > 0, no € N and a unique
function p(t) € C 1 (R) such that

sup|o() — ()] < ko and  sup|p(t) — | < <, (4.4)

teR teR 3

/ u(t) (g,,o * (p’) (-—p@) =0, forall t eR, 4.5)
R

where &y, is defined in (2.3) and nq is large enough to ensure that for all y €
[—1/2,1/2],

/Rw(' =) (G *x¢) =06 y=0. (4.6)
If, additionally,

sup |ju(t) — Jep(- — )|l y1 < Me, where € € (0, Jeego), 4.7
teR

there exists N > 1 such that

sup [lu(t) — /ep(- — p()ll g1 < N+/e. (4.8)

teR
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Proof. We postpone the proof to Appendix A.2. O

For 0 < 6 < /c satisfying 6% < 1, we set

_ 1 e \/ES()

One may easily check that ¢ satisfies (4.1), (4.3) and (4.7). Notice that the function
z(¢) in (4.7) and (4.3) coincides with &£(¢) in (4.2). Furthermore it follows from
(4.4) that inf,cr p; = % > % Recalling the assumptions in Lemma 3.1, for ¢ in

(4.9), we set cg = % and o = % such that for a suitable Ry > 0, it holds that

92 aco

2 2 2 aco
@700 (e p(ry)> Ry = @) = Vep(- = p)lly = N%e = il - oL

Remark 4.1. When the three parameters ¢,  and cg are suitably chosen above, we
set

L { L %o } (4.10)
Ny = ———min{ -, —¢. .
4/ LN 2 M
Then the assumption in Theorem 2.2 shows that all conclusions in Lemma 3.1,
Proposition 4.1 and Lemma 4.1 hold true.

4.2. The w-Limit Set

As we pointed out in the Introduction, one of the key ingredients in the approach
of [23] for the CH peakons is to apply the almost monotonicity properties together
with the conservation laws Y and £ to show that as the initial data u is close enough
to a peakon, the w-limit set in the weak H !-topology of the orbit of 1 consists of
initial data of the fully Y-localized solution. However for the Novikov equation,
Y is not conserved. In fact it can grow exponentially in time, which presents a
serious obstacle to proving even the H !-localization. Nevertheless we can still
characterize the w-limit set using the new notion of Y-localization as in Definition
2.1. What we do is to first use the almost monotonicity for the H'! energy density to
prove the localization of the H' energy, and then take advantage of the fact that the
Novikov solutions lying in W !> with localized H' energy enjoy (uniform in time)
exponential decay, as in Proposition 3.1. This in turn implies that the corresponding
momentum density has a finite total mass. Therefore the limit solution is indeed
H'-localized. Further applying the exponential decay of the limit allows one to
ensure the semi-Y-localization as well. This new route seems to require less on Y
and hence it is conceivable that it can be applied to treat other quasilinear models
admitting peakons.

Proposition 4.2. (w-limit set) Let ug € Y4 satisfy (4.1) with € given in (4.9). Let u
be the solution to (2.4) as in Proposition 2.3 with initial data ug. Then
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(i) for each increasing sequence {t,} going to infinity, there exists a subsequence
{ta.} C {ta} and iig € Y4 such that, as k — oo,

U (tng -+ p (tn)) = dig in H'(R), (4.11)

where the function p(t) is in C'(R) and satisfies (4.4), (4.5) and (4.8). Moreover
the solution @i of (2.4) emanating from iiq is H'-localized;
(ii) u is Y-localized to the right.

Proof. (i) Notice that g in (4.10) ensures that assumptions (4.3) and (4.7) hold.
The properties of p(t) follow from Lemma 4.1.

For a sequence {t, } increasing to oo and t € [T, T] with T > 0, the sequence
{p(t, +1t) — p(t,)} is bounded and equicontinuous from the properties of p(-)
in Lemma 4.1. Hence by using Arzela—Ascoli theorem, we derive that there is a
subsequence {1,, } such that, as k — oo,

p(tn +1) — p(tn) — p@) in C([=T, TT) (4.12)

for some p(r) € C(R). Now by utilizing (4.12) and the fact that {u(t,, + ¢, +
p(ty, + 1))} is uniformly bounded in H 1(R) we have up to a subsequence that, as
k — o0,

U(ty, +1, -+ p(tn, + 1)) = ii(t, -+ (1)) in H(R), (4.13)

forsome ii € L°(R; H'(R)). Again because {u(ty, +1t, -+ p(t,, +1))} is bounded
in H'(R), we know that it is also bounded in L (R) and that for any t € R, it
converges, up to a further subsequence (still denoted by ny), pointwise almost
everywhere to ii(z, - + p(r)). Recall from (2.2) that |u,| < u, we also have for any
t eR,ask — oo,

Uy(ty, +1t,-+ p(ty, +1)) — ux(t,-+ p(t)) almost everywhere R.

Therefore |i, (¢, - + p@))| < u(z,- + p(t)), and by passing to the limit of the
Novikov equation (2.4) we see that i (¢, - + p (1)) is a weak solution with initial data
uo = u(0, - 4+ p(0)). The conservation of £(it) allows us to improve the regularity
to it € C(R; H'(R)). Moreover, from the convergence (4.13) we know that (i1, /)
satisfy (4.6) and (4.8), and hence (4.3). Therefore from Lemma 4.1, uniqueness
implies that 5 € C!(R).

Following the idea as in [23, Proposition 5.2], forv € H ! we introduce the two
functionals

IR = (0 02 W= R)). IF ) = (0 0k (L= Wk R)).
It is easily deduced from (3.7) and (3.8) that

JR o, -+ p () £ IR, -+ p@) +Ce RE  vi<r, (414
TR, -+ p1)) = IR (u (t, -+ p (10))) — Ce KK vi>1.  (4.15)
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Denote
GRw)y =Ry +JRw), GR):=Ew) - GRw).

To prove that the H 1 energy of u is localized, that is, (2.7) holds for (i, p), it
suffices to prove that for all & > O there exists R, > O such thatV¢ € R,

GX (i@, + p()) <e.

If not, then there exists some gy > 0 such that for any R > 0 there exists rg > 0
such that

G (attr, - + p(tr)) Z €o.
Then (4.13) implies

tim inf G (u(tn + 1R, + ptny + 18))) Z Gy (it - + H(1R))) Z €0,
and thus for k sufficiently large
G (ultn, + 1. - + pin, + 1)) Z G (i(1r. - + £(tR))) Z eo.

Applying (4.8) and shrinking ¢ if needed, we can choose R large enough such that

&
GR(utn,, + p(ta)) < 1—00

Then the conservation of Gf (u) + GI.R (u) implies that

Gl (utn, + 1R, -+ ptny +18))) < G (utny, - + p (1)) — 19—08.
Then the rest of the argument follows the same way as in [23, Proposition 5.2], and
hence we conclude that the H! energy of i is localized.

When the H! energy localization is established, we may revisit the proof of
Lemma 3.1 and from Remark 3.2 it follows that under the condition that |iz,| < &
one can still obtain the almost monotonicity result applied to & with infg g, (t) =
¢o > 0. Therefore & enjoys the exponential decay property (3.2) as well, with p
replaced by p.

To finish the proof of part (i), we are left to show that y := u — iy, €
Cy(R; M ). We will first prove that, as k — oo,

(ytn, +1,- 4 (e + 1), ¢) = (3, -+ p(1)), ¢) forevery ¢ € Cc(R). (4.16)

As usual, we will work with the mollified solutions u,, = ¢, xu and y,, = ¢, *y.
Since y, = 0, for any compact set Q@ C R, we have, for n large enough,

30 (g + 1+ (e + 1) = lunllLoe Q]+ 2llun ¥l Lo
= 27121 +2) lluoll g1 -

The above uniform bound implies (4.16), and hence we know that y is a non-negative
Radon measure.
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Mollifying & and y by 4, = &, * u and y, = ¢, * y. The sign property of y
leads to the non-negativity of y,. Then the weak lower semi-continuity implies that

159 aaey < Hminf 151 gy = Hmin a2 ey < 1l gey»

provided that & € L' (R). However this is true because of the exponential decay of
. Asaresult y € M, and hence we complete the proof of part (i).

(i1) Next we turn to the Y-localization. Arguing by contradiction, we assume that
u is not Y-localized to the right, that is, there exists an g such that for all R > 0
one can find a 7g such that

(YR, ), @r(- = p(tr)) Z €0, (4.17)

forsome ®, € C(R) with0 £ ®, < 1and supp®, C (R, 0o). Now approximating
y by y, = &, * y and using (2.6) and (4.16), it follows from (4.17) that there exist
large enough ng and kg such that, for all n = ng and k = kg, we have

o

9

/ Yu(tn, + 1R, x) dx = —eo. (4.18)
Pl +1R)+R 10

The H!'-localization of i and (4.13) ensure that one may apply Lemma 3.2 to
uy, so that there exists some Ry such that for sufficiently large n and k (still denoted
by n = ngand k = ko),

Ty :=ty, + 1ty > 0,

2T, p(T) + Ro + x) < % for x >0,
9
qn (t = Tk, p(Ti) + Ro) — (p (1) + Ro) = ECO(Tk —1), for t =T,

1
— S qnx (t = T, p(Tk) + Ro+x) = Co, forall €0, 7], x 20,

Co
(4.19)
where Cy is independent of n and k.
Now take R = Ry in (4.17) and (4.18). For each k = kg and n = ny, there
exists an Ry > Rg such that

p(Ti)+Ri 4
/ yn (T, x) dx = Zeo. (4.20)
o(T)+Ro 5

From (4.18) and (4.19)4 it follows that

A

4 o(Ti)+Ry Gn (=Tie.0(Ti)+Ri)
560 / yn(Tk,X)dx=/ Y (Ties @u (T, 2)qn.x Tk, ) dz
p(Ti)+Ro Gn (=T, p(Ti)+Ro)
Gn (=T, p(Ti)+Ry)
C(;l/zf
q

A

v(0, z)dz,
n (= Tk, p(Ti)+Ro)

and then, for all k = kg,

Zk 4 Xk = qn (=T, p(Tx) + Ro)
0.2)dz > =/Co e, wh A N G C el
/Xk w(0,2)dz 2 2/Coep,  where {zk;:qn(—Tk,pmHRk). @21
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p(Tk]+|) + Ry

p(0) + Ro Xk.r ij ij+1 Zk.yﬂ

Fig. 2. Infinite accumulation of mass: the dashed curves are characteristics

Now we can apply (4.21) to a sequence of {k;} with the property that Xy, ,, >
ij (this is doable because T, — o0, p; = co, and (4.19),). See Fig. 2 for an
illustration. This way we have

00 o ij
/ (0,2)dz 2 Z/ (0, 2) dz — o0,
p j=17%k;

(0)+Ro
which in turns leads to

(y(0, ), ¢(- = (p(0) + Ro))) = o0,

contradicting the fact that yop € M (R). Therefore we complete the proof of the
proposition. 0O

4.3. Proof of Asymptotic Stability

With the above results, now we turn to the proof of Theorem 2.2. The general
strategy follows similarly from [23]. For the sake of completeness we will provide
the necessary details, with an emphasis on some differences when establishing the
convergence of p;.

Proof of Theorem 2.2. Given that @i is both H'-localized and Y-localized to the
right in Proposition 4.2, by Theorem 2.1 we can see that there exist xgp € R and
¢* > 0 such that

ii = Vcro (- —xo — 1) (4.22)

Hence by Lemma 4.1 and Proposition 4.2, it follows that

I\/_—\/c_*|<N8<% and iig = Vc* o (- — x0) . (4.23)



Rigidity and Asymptotic Stability of Novikov Peakons 525

Further applying orthogonality (4.5) and (4.6) to iy we conclude that xo = 0. Let
Al) = mﬂgx u(t) 2 0. Thus (4.13) and Rellich’s Theorem gives that u(ty,, - +

() — ~/c*@ — 0, which implies that
lim A(ty,) = ve*. (4.24)
k— 00
Notice that for every subsequence {1, }, ~/c* is the only possible limit for A(t, ),
then it follows from (4.11) that, as t — oo,
u(t, -+ p() —r()e — 0 in H'(R). (4.25)

For any compact set 2 C R, we have as k — o0, u(t,,, - + p(ty,)) — i(0)
in L2(), and Uy (tny, -+ p(ty,)) — 1ix(0) in L%(Q). Also recall that luc| < u.
Therefore from (4.22) we have

liminf [|u(ty,, - + ot ) | g1 () = 2Hminf [[u(ty,, - + o)l 1200
k— 00 k—00
=2[u(0)ll 2@y = Nu Ol 51 (q)-
Thus u(ty, , - + p(tn,)) — i(0) in H'(2), and hence
u(t, -+ p(0)) — At — 0 in HL (R). (4.26)

Moveover, setting t = 0 in (4.14), for a fixed § > 0 choosing a large enough
R such that Ce R/K < § and JR(u(0, - + p(0))) < &, we may deduce that
J,R (u(t, -+ p(1))) < 8 forall t = 0. Then it follows from (4.26) that, as t — oo,

u(t,-+p@)) —At)p — 0 in Hl(—A, oo) foreach A > 0. 4.27)

Now for any fixed € > 0 and each pair (#1, 12) € R2 satisfying 11 = f,, we may
pick a sufficiently large R so that (4.15) holds, and deduce

(@ +u2) (11, ), Wk (= p(1) + R)) = (@ + u) (2, ), Wk (- — p(12) + R)) + €.
(4.28)

In addition, by (4.27), there exists a T > 0 such that forall ; > T,
(@ + D), k(= p@) + B) = R@EW| e i =12 @#29)
Consequently, combining (4.28) and (4.29), we have
A2(1)E(Q) — A2 (1)E(p) < 3e, forallry > 1 > T.
This implies that tlim A () exists, which, together with (4.24), implies
— 00
lim A(r) = v/c*. (4.30)
—00
Therefore (2.10) follows from (4.25), and (4.27) becomes, as t — o0,

u(t, -+ p()) — x/c_*go in Hl(—A, oo) for every A > 0. 4.31)
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Now we show the convergence of p;(¢). We define

w(t, ) = crp(-— p®), nt, ) = ult,) — Ve*o(- — p(0) = ult, ) — w(t, ),

so it is not hard to see that w; = —p,;w,. Substituting w(¢, -) and n(z, -) into (2.4)
we obtain

=+ (pr — Hwy

1 :
= 51 =97 0z + 3nzwx + 3n,wp)

+ (77277x + 200w + wznx + 772wx + 2nwwy)
_ 3
+(1-3H""a, (5 (nnf + 200wy + wit + nw? + 2nxwwx)

+0 4 372w + 3u?)) (4.32)

Taking derivative of (4.5) with respect to time and recalling ¢ — ¢”" = 28¢, we have

fR e (Cno % 9) (- — p(0) = py (1) fR 1 (Lng @) (- — p())
= ps (1) fR N (Lng * @) (- — p(1))

—2p(1) /R N(x)En(x — p(2)) dx.

Then,

’/Rm (g“no*fp)'(—p(t))‘<3Ipz—C*|Iln||H1+C* /Rn(s“now)(-—p(t))‘

4+ 2c*

/ﬂ;n(X)Cno(x — p(t))dx

(4.33)

The idea is to take the L?-inner product of (4.32) with (§n0 * <p)/ (-—p()) to
show that all terms on the right-hand side vanish as t — oo.

From (4.31) and the exponential decay of ¢ and ¢’ it follows that, as r — oo,

_I_

07
v (434)

’ /R D)o (x — (1)) dx

05 (0 0 0) (= p(0)|

for i, j=0or1.
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Also from (2.1) we have, fori =0or 1,
fR [ =017 00n] (cap + 0) ¢ = )

= /Rain p* (Cug % 9) (= p(1)

—A+p(t) o0 ) ,
(/ +/ ) Inp * (Cng % @) (- — p(1)
00 —A+p(1)

1[4 ,
= 5/ An(t, x + p(1) </Re"y (Lny * @) (x—y)dy> dx

o0
+/ N, x + p) p* (ng *go)/ (x)dx = 0, as t, A — oo.
—-A
(4.35)
From (4.34), (4.35) and the fact that n, w € W' (R) we conclude that, as r — o0,

fR (=1t + (or — Hwy) (Gng * @) ¢ — p(1)) — 0. (4.36)

Substituting (4.34), (4.8), (4.9) and (4.23) into (4.33) we have, as t — oo,

3/ c* | a
< — — C |.
WL 1"

U Mt (¢no ¥ 9) (- — p (1))
R

On the other hand, as ny — oo,

/R(pz — MYy (Lng % 9) (= p(1))| = Ve*|pr — c*l.
Substituting the above two into (4.36) we see that
pi(t) > c*  as t— oo. (4.37)

Having established the above convergence results, we then follow the steps of
[23, Section 5.4] by using the almost monotonicity (4.15) and (4.31), as well as
the properties of Wx and ¢, and finally we have, for any § > 0 and § € (0, \/¢)
satisfying 6% < %,

f(n2 + 02, YWk (- —01) <6,
R

which implies (2.11).
This completes the proof of Theorem 2.2. O
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Appendix A. Proofs of Lemma 3.1 and Lemma 4.1

A.l. Proof of Lemma 3.1

Proof. For a fixed tp € R, we approximate u(ty) by uo,, = &¢n * u(tp) which
converges to u(tp) in Y. Thanks to the continuity result in Proposition 2.3, the
solution sequence {u, } induced by {ug ,} to (2.4) lies in C (R; H*°(R)). Hence for
an arbitrary positive T,

un—>uinC([t0—T, t0+T];H1(R)). (A1)

For this T, there exists an ng = 0 such that, for all n = ny,

aco

2 — u? || oo (1T 10+ T) xR) = 5L

which combines with (3.1) implying

acy
sup w2l oo (x—p()|=Ro) < A (A.2)
llo—T,10+T]

For the sake of convenience, in the following arguments, we leave out the

subscript n of u,,. Fort € [t — T, tp] and R > Ry, differentiating I;;R (1), we have

d
+R _ 2 2
dtlt() (1) = C(,Ot(f)/ W (u? +u )+/R\IJ,<—dt (@+22). @3

Next we estimate the second term on the right-hand side. A direct computation

yields that
d
(u +u )‘IJK =2 uu,\IlK +2 | uyuyVg.
dt R

Using (2.4), we have

2/ uu Vg = —2/ u3ux\I/K +2/ M\P%hl +2f uyVrhi —/ uVghsy,
R R R R R

(A4)

where iy 1= p ( uu? +u?) and hy := p * u3. Furthermore,
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3
2/ Uiy Vg =2/ Bx(ux‘-IJK)uzux —2/ u,Vgh +2/ u, Vg (fuui +u3>
R R R R 2

+/ u (Vg d2ho + Wi diho)
R
—/uzuz\ll/+2/u\llh 2/3\1/
- x K Wkh + U ux¥Yg
R R R
+/ u (hyWi + Wi 0,h). (A.5)
R

Now combining (A.4) and (A.5), we arrive at

d
/d (u +u )\IJK /u2u§\11}<+/u\lf}<8xh2+2/uh1\l/;(, (A.6)
R df R R R

which, together with (A.3) and (A.6), implies

—1+R(z)——ap,(z)/ wK u? +u )+/u2u§\y;(+/ (udyhy 4 2uhy) Wy
R R

::—ap,(t)/‘l’}( u +ux)+Jl+Jg.
R

Next we estimate J; and J>. We write J; as

Ji =/ uzuilll}( +/ uzui\l—'}< =:Ji1 + J1i2-
lx—p @) <Ro [x=p(1)[>Ro

From R = Ry, for |x — p(t)| < Ryandt € [ty — T, t9], we have

—p(to) — R—a(p() — p(th) =x — p(t)
— R+ (p(t) —ap() — (p(to) — ap(t))
SRy—R—-—(1—a)o(ro—1),

which, together with (3.5) and the non-negativity of Wk, shows that

_ _(l a)
J11(1) £ 2RoCollu(®) 1700 lux (D)1l R0/ K e RIK e colio=1)

_ ,M
S llu(@)||3 R0/ K e RIK g x - cotomn), (A7)

As for Ji3, it holds that

Jiz = IIu(t)lliooqx,p(,)Mo)/ urW. (A8)
x=p(0)>Ro

From |V | < %\IJ}< and (3.5), for J, we have
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Jr =/ (uaxh2+2uh1)\y}( = —f uth\IJ% —/ uhz\ll}é +/ 2uh1\lf}<
R R R R

3
§/ u(p*u3)lll}(+/ l(p*zf)\l/}(—i—/ 2u (p* (—u3+u3)) Wy
R R K R 2

1
<l6+— ||u(r>||m/(p*u3>w;< < L||u(r)||%oo/ W,
K R R

where L := (6 + %) ( K ) Therefore applying similar treatment to J,, we also

K2—1
have
Jr SL|u(®)|? u? W + Llu()|?
2= L®(|lx—p(t)|<Ro) K Lo (lx—p(1)|> Ro)
[x—p()|<Ro
[ 142‘~IJ}<
[x—p(t)|>Ro
=: Jo1 + J2.
Similarly, we have
(I-a)
Dot S (@)l R0/ K e RIK =g cotomn), (A.9)
I < LI o poror / 2 (A.10)
[x—p(t)|>Ro

Combining (A.7)—(A.10) and (A.2) we see that there exists a sufficiently large
R > Ry such that

—~ oz,o,(t)/ e (uz - ui) +Ji2 + I
R

and

(-a)
& 0= for R > Ryand s € [to — T, 1o],

d -
aI,jR(z) < Ce RIKe™

where C depends on K, Ry and &(u). Since T is an arbitrary positive number,
integrating from ¢ to #p and by (A.1), we have

LR (o) — 137 (1) < Ce MK Vi <,

where C depends on K, o, Ry, £(u) and c¢g. One may follow the same steps to
obtain

LR @0 = 17% ) £ Cen MK Vi 20,

which completes the proof. O
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A.2. Proof of Lemma 4.1

Proof. Asin the proof of Lemma4.1 in[23], utilizing the implicit function theorem,
similarly we can derive (4.3). And as for the Novikov equation (2.4), each solution
u € C(R; H'(R)) N C' (R; L*(R)) indicates that the mapping t + p(t) is C'.
Setting R(t, x) := /cop(x — p(t)) and w := u — R, we can check that R satisfies

2 2\ ! 3 2 3
3R+ (o — )R+ R axR+(1—ax) o (SRRI+ R

1 -1
+§(1—a§) R} =0,
which gives

wi — (p — )3 R = —(w + R)2d,w — ((w +R?— Rz) 9 R

- % (1 - af)fl [(wx + R - R3]

- (1 - af)_l 3, (%(w + R)(w, + R — gRRf +(w+R)Y — R3) .
Taking the L2-scalar product of this last equality with (¢, * @)’ (- — p (1)), similarly
we have

‘(,Ot —c) </R 9 ROy (Eng * 9) (- — p (1) + ”w”Hl)‘ S Keep.

The rest of the proof is similar to [23]. O
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