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How superconductivity interacts with charge or nematic order is one of the great unresolved issues at
the center of research in quantum materials. Ba;_,Sr,Ni,As, (BSNA) is a charge ordered pnictide
superconductor recently shown to exhibit a sixfold enhancement of superconductivity due to nematic
fluctuations near a quantum phase transition (at x. = 0.7) [1]. The superconductivity is, however,
anomalous, with the resistive transition for 0.4 < x < x. occurring at a higher temperature than the specific
heat anomaly. Using x-ray scattering, we discovered a new charge density wave (CDW) in BSNA in this
composition range. The CDW is commensurate with a period of two lattice parameters, and is distinct from
the two CDWs previously reported in this material [1,2]. We argue that the anomalous transport behavior
arises from heterogeneous superconductivity nucleating at antiphase domain walls in this CDW. We also
present new data on the incommensurate CDW, previously identified as being unidirectional [2], showing
that it is a rotationally symmetric “4Q” state with C, symmetry. Our study establishes BSNA as a rare
material containing three distinct CDWs, and an exciting test bed for studying coupling between CDW,

nematic, and SC orders.
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One of the perennial questions in quantum materials is to
what extent superconductivity (SC) may be enhanced by
coupling to other Fermi surface instabilities, such as charge
density wave (CDW), spin density wave (SDW), or nematic
orders. This issue has been investigated most widely in
cuprate and iron-based superconductors [3—6]. While spin
fluctuations are considered a primary ingredient in Cooper
pairing in both materials, the CDW in cuprates [7-9] and
nematic fluctuations in iron-based materials [10,11] are
pervasive and suggest a close interrelation between SC and
these other electronic instabilities. The importance of such
orderings for SC is still unclear, so there is a great need for
new materials that can provide fresh insight.

Ba,_,Sr,Ni,As, is a nickel-based pnictide superconduc-
tor that is an ideal system to investigate the relationship
between charge instabilities and SC. We recently showed
that BaNi,As, exhibits two distinct CDW instabilities that
arise sequentially on lowering temperature [2]. In the
tetragonal phase, an incommensurate CDW (IC-CDW),
previously identified as unidirectional, forms along the in-
plane H axis with wave vector ¢ = 0.28. Upon cooling
across the structural transition to the triclinic phase, the
IC-CDW is replaced by the second CDW, which we denote
C-CDW-1, which is commensurate with ¢ = 1/3. This
CDW arises via a lock-in transition from an incipient,
slightly incommensurate CDW with g ~ 0.31 [2].
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When BaNi, As, is substituted with Sr or Co, the triclinic
phase that hosts C-CDW-1 is suppressed and a SC dome
emerges [1,2,12], suggesting C-CDW-1 plays a similar role
to antiferromagnetism in chemically substituted BaFe,As,.
Further, full suppression of the CDW by Sr substitution,
which occurs at the critical composition x, = 0.7, results in
a quantum phase transition (QPT) characterized by nematic
fluctuations that drive a sixfold enhancement of the super-
conducting 7. [1,13]. Ba;_,Sr,Ni,As, is therefore an
exciting new system in which the interaction between
SC, CDW, and nematic order can be studied in detail.

Recent studies revealed two peculiar properties of
Ba,_,Sr,Ni,As, that are not fully understood [1,2]. First,
for the composition range of 0.4 < x < x,, the SC tran-
sition in transport measurements is broadened and occurs at
a higher temperature than the specific heat anomaly [1].
Why the resistive and thermodynamic transitions should be
split in this manner is not known. Second, the IC-CDW
was identified in Ref. [1] as a lattice-driven instability,
without electronic character, since it shows no precursor
response in the nematic susceptibility. However, it was
also observed that the elastoresistance becomes hysteretic
whenever the IC-CDW is present, suggesting the two
phases are coupled. These two observations are seem-
ingly contradictory, since a purely structural phase
transition should not influence the nematic response in
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this way. The nature of the interaction between the IC-
CDW and the nematic phase remains unclear.

Here, using x-ray scattering, we present the discovery of a
third CDW in Ba,_,.Sr,Ni, As,, which we denote C-CDW-2,
in the composition range 0.4 < x < x., where x. = 0.7.
This CDW is commensurate with a period of two lattice
parameters (period-2). While a CDW with a generic wave
vector has a complex order parameter [14], the period-2
CDW state is special in that its order parameter is real. We
will show below that competing (weaker) SC state can be
nucleated on topological defects of a period-2 CDW such
as domain walls. The implication is that the phase at
0.4 < x < x, may be a heterogeneous state in which SC
resides at the topological defects of the CDW order.

Further, we report a wider x-ray momentum survey
showing that the IC-CDW phase is in fact bidirectional with
90° rotational symmetry. We observed additional satellite
reflections demonstrating a coherent “4Q” state with Cy
symmetry that does not break the rotational symmetry of
the underlying tetragonal lattice. This observation explains
the absence of a precursor nematic response in elastor-
esistivity measurements [1], and suggests this CDW could
be electronic and strongly coupled to the nematic order.

Single crystals of Ba;_,Sr,Ni,As, with x =0, 0.27,
0.42, 0.47, 0.65, and 0.73 were measured in this study.
Three-dimensional x-ray surveys of momentum space were
obtained using a Mo K, (17.4 keV) microspot x-ray source
and a Mar345 image plate detector by sweeping crystals
through an angular range of 20°. All temperature evolution
measurements in this study are conducted while warming
the samples starting from low temperature (see
Supplemental Material for experimental details [15]).

The parent compound, BaNi,As,, has tetragonal
I4/mmm symmetry at room temperature and undergoes a
phase transition to triclinic P1 at T, = 136 K [2,26]. This
transition is observed in x-ray measurements as a splitting of
the tetragonal reflections into four peaks due to the formation
of triclinic twin domains [2,26] (see Supplemental Material
for more details [15]). Measurements in the triclinic phase
were indexed by selecting a single subset of these four
reflections, emphasizing scattering from a single domain.
Figures 1(a) and 1(b) show the conventional unit cells and
the BZ boundaries in the tetragonal and triclinic phases.
Throughout this Letter, we use (H, K, L), and (H,K, L)
to denote indices in the tetragonal and triclinic unit cells,
respectively.

Here, we find that when BaNi,As, is substituted with
Sr, the triclinic transition as seen with X rays initially
increases in temperature, reaching a maximum 7y = 141 K
at x = 0.27. Further substitution decreases 7 until, at
x = 0.73, the structure transition is no longer observed,
indicating a quantum phase transition at x,. ~ 0.7, consis-
tent with conclusions from transport experiments [1].
In Fig. 5 we compare our results to the transport phase
diagram of Ba;_,Sr,NiyAs,. The triclinic transition
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FIG. 1. (a) The crystal structure of Ba;_,Sr,Ni,As, and the unit
cells of tetragonal (black lines) and triclinic phases (red lines).
(b) The BZ boundaries of tetragonal (black lines) and triclinic
(red lines) phases. The planes colored in black and red represent
H-K planes in the tetragonal and triclinic phases, respectively.
(c),(d) The H-K planes of tetragonal and triclinic phases,
respectively, showing the location of three CDWs in momentum
space in each phase.

determined by x-ray scattering while warming (purple
line) is slightly higher in temperature than the cooling
transition determined by transport (black dashed line) [1],
demonstrating the first order nature of the transition.
Nevertheless, we see no evidence for coexistence of
tetragonal and triclinic phases, unlike Co-substituted com-
pounds, Ba(Ni;_,Co,),As,, in which an extended region of
coexistence occurs [2].

The primary result of this study is the discovery in the
composition range 0.4 < x < x,. of a third CDW, which we
denote C-CDW-2. This CDW is distinct from the IC-CDW
and C-CDW-1 phases reported previously [1,2]. Figure 2
shows x-ray measurements of the sample with x = 0.42, in
which all three CDWs are observed sequentially upon
cooling. The IC-CDW forms at the highest temperature, at
Tic = 132.5 + 2.5 K. Its wave vector, shown in the (1,1,5)
BZ in Figs. 2(a),2(d), is ¢ = (0,0.28,0),,, which is the
same reported in the parent compound [2]. No correspond-
ing reflection was observed at (0.28,0,0),, in this zone,
which previously led us to the conclusion that the IC-CDW
is unidirectional [2]. Below, we present data revising
this conclusion. In Co-substituted materials, the IC-CDW
was only observed in the parent compound and dis-
appeared at Co content of 0.07 [2]. We note that the
IC-CDW could be present at intermediate Co substitution
in Ba(Ni;_,Co,),As,, just as it persists up to x = 0.47
in Ba;_,Sr,Ni,As,.
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FIG. 2. Three distinct CDWs in Bay 53Sr 4, Niy As,. (a),(b),(c) H-K maps of IC-CDW, C-CDW-1, and C-CDW-2, respectively, at a
selection of temperatures. (d), (e), (f) Line momentum scans of the CDW reflections shown in (a),(b), and (c), respectively, along the

corresponding modulation direction.

Upon further cooling, the IC-CDW is replaced by
C-CDW-1 at T = 117.5 £ 2.5 K [Figs. 2(b), 2(e)], which
coincides with the triclinic transition. Its wave vector is
q =(0,1/3,0),, which is commensurate with a period
of three lattice parameters. As in the case of IC-CDW,
no (1/3,0,0), peak was observed. This CDW is also
observed in Co-substituted compounds, where it exhibits a
lock-in effect [2]. However, we observe no lock-in effect in
Sr-substituted materials.

A third, previously unobserved CDW, which we call
C-CDW-2, appears at lower temperature, 7', =95 £5 K
[Figs. 2(c), 2(f)]. Its wave vector, ¢ = (0,1/2,0),; is
commensurate with a period of two lattice parameters.
Again, no corresponding peak was observed at
g =(1/2,0,0),. When C-CDW-2 forms, the magnitude
of the triclinic distortion increases [Fig. Sl(c) in
Supplemental Material [15]] while the C-CDW-1 order
parameter is suppressed [Fig. 4(c)]. This indicates that
C-CDW-2 competes with C-CDW-1, but has a cooperative
relationship with the triclinic phase itself. None of these
effects were observed in Ba(Ni;_,Co,),As,, indicating that
C-CDW-2 is specific to the current material and does not
arise with Co substitution. We summarize the momentum
space locations of all three CDWs in Figs. 1(b)-1(d). We
emphasize that these three CDWs reside in very different
locations in momentum space, as illustrated in Fig. 1; the

difference between the three CDW wave vectors is not
merely due to a change of indexing coordinates.

We now discuss the rotational symmetry of the three
CDWs. The satellite reflections in all three phases appear in
only one direction in a given BZ, which would normally be
interpreted as evidence that all three CDWs are unidirec-
tional. This is unsurprising for C-CDW-1 and C-CDW-2
since they reside in the triclinic phase in which C, (rota-
tional) symmetry is broken by the underlying lattice.
However, it is puzzling that IC-CDW should also be
unidirectional, since it resides in the tetragonal phase where
C, symmetry is preserved. Our claim that IC-CDW is
unidirectional [2] led the authors of Ref. [1] to conclude
that the IC-CDW is a purely structural phase transition,
uncoupled to the valence electron system, since they
observed no precursor response in the nematic susceptibil-
ity expected of an electronic phase with broken rotational
symmetry.

We reexamined this issue by performing a wide, three-
dimensional x-ray survey of a 20° wedge of momentum
space, analyzing where CDW satellites reside in multiple
BZs. We found that the C-CDW-1 and C-CDW-2 show
the same unidirectionality in all zones observed (see
Supplemental Material [15]), affirming that these triclinic
CDWs are unidirectional as claimed [2]. However, the
IC-CDW exhibits the more complicated pattern shown in
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FIG. 3. (a) H-K map around (-2,-1,5), showing the
IC-CDW satellites at (£0.28,0,0),,. The satellites are absent
at (0,£0.28,0),. (b) H-K map around (1,2,5),, showing the
satellites at (0,£0.28,0),,. The satellites are absent at
(£0.28,0,0),,. (c) Mlustration of the symmetry pattern of
IC-CDW in H-K plane at odd-numbered L. Black dots represent
Bragg peak locations, and red dots represent IC-CDW peak
locations.

Fig. 3. While any given BZ has only two satellites, their
orientation is different in different BZs. The overall pattern
is invariant under 90° rotations around the origin, and
therefore exhibits the same C, symmetry as the underlying
tetragonal lattice. We conclude that the IC-CDW is not
unidirectional, but is a coherent 4Q state in which two
reflections in each BZ are extinguished by some additional
symmetry. This result implies that IC-CDW may be
electronic in origin after all, and may couple strongly to
the nematic order.

Figure 4 summarizes the behavior of the three CDWs
over the full range of Sr composition investigated. The
IC-CDW is present from x =0 to 0.47. The C-CDW-2
phase is first observed at x = 0.42, where it replaces
C-CDW-1 in the triclinic phase, and persists up to x =
0.65 [27]. At x = 0.73, no CDW transition is observed. No
two CDWs are ever optimized at the same composition or
temperature, indicating that the three phases likely compete
with one another.

A summary phase diagram of Ba;_,Sr,Ni,As, is pre-
sented in Fig. 5. The anomalous superconducting phase at
0.4 < x < x,, in which transport and thermodynamic
signatures occur at different temperatures [1], resides
entirely within the C-CDW-2 phase. By contrast, at
x > x, when no CDW is present, the superconducting
signatures are normal. This implies that the peculiar
superconducting state reported in Ref. [1] is connected
to the presence of C-CDW-2.

10 m - | ® . Eag
a =
0.5 f .‘0
Triclinic .& Tetragonal
0.0 : ' : ' :
1.0 W u (b)
= | L L r‘ x = 0.27
© 05 t ®
2 0.0 : ' ' - .
210 B, e (c)
-; e x = 0.42
g 0.5 ¢ ]
O .
o m
530 me (d)
E ¢ e x = 0.47
Sost * { .
0.0 s | . "‘ - -.. L N
Lor " ® IC-CDW (Q=0.28) _ (€)
* ® ccpw-1(Q=1/3) X=0:65
05t * & ccow-2(Q=12)
0.0 N N ‘AA

25 50 75 100 125 150 175 200
Temperature (K)

FIG. 4. Warming temperature dependence of the integrated
intensities of the IC-CDW (blue circles), C-CDW-1 (purple
squares), and C-CDW-2 (green diamonds) reflections. The Sr
composition, x, is shown in each panel. The shaded region
represents the temperature range of the triclinic phase. Each curve
is scaled to the maximum CDW intensity at low temperature. The
solid lines are guides to the eye.

A period-2 CDW competing with superconductivity is
prone to developing a heterogeneous mixed state. The order
parameter of period-2 CDW is real, since its phase can only
be either O or 7, i.e., the order parameter itself is either y
or —y, where y is a real number [15]. A CDW is highly
sensitive to disorder [28], trace amounts of which can lead
to the formation of domain walls with a z phase shift,
across which the order parameter changes sign and, thus,
vanishes. Since the CDW is suppressed at the domain walls,
these locations are favorable for competing superconduc-
tivity to emerge, resulting in a heterogeneous or filamentary
superconducting state. In Supplemental Material Sec. VI
[15], we present a phenomenological theory of this sit-
uation. We consider the simplest form of the Landau-
Ginzburg free energy with competing CDW and SC orders
as given by Eq. (2) in Supplemental Material [15], and
obtain solutions in the presence of a domain wall. The
corresponding Landau-Ginzburg equation [Eq. (12) in
Supplemental Material [15] ] has a nontrivial domain wall
solution in which the CDW order parameter changes sign.
At the location of the topological defect, the SC order
parameter is nonzero, and decays exponentially away from
the domain wall. We therefore identify this unusual SC
state as a heterogeneous state in which SC is locally formed
at domain walls of C-CDW-2 that are a consequence of any
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FIG.5. Phasediagram of Ba,_,Sr, Ni,As, showing the IC-CDW

(blue circles), C-CDW-1 (purple squares), and C-CDW-2 (green
diamonds) phases. The hollow purple square at x = O represents the
onset of the incipient CDW that undergoes a lock-in transition and
evolves to C-CDW-1. The triclinic phase boundary on warming
coincides with the boundary of C-CDW-1 and C-CDW-2. The
overlaid color scale represents the nematic susceptibility, y,.m- The
onset of the strain hysteresis of the nematic response, 7 yem ysc (black
hollow squares), and the resistive superconducting 7. (red hollow
squares) are shown together for comparison.

disorder present in the system. A system with a finite
density of such defects would exhibit a thermodynamic
transition to a uniform SC phase driven by Josephson
coupling among nearby domain walls, albeit with a highly
reduced 7', [29]. Thus, the onset of the resistive transition is
where the CDW domain walls become superconducting,
with macroscopic superconductivity being achieved at
lower temperatures.

Another feature of the phase diagram (Fig. 5) is that there
is a close correspondence between the presence of the
IC-CDW and irreversible behavior in the nematic suscep-
tibility measured with elastoresistance techniques [1]. When
the IC-CDW is present, the strain response is hysteretic.
As discussed above, it is possible that the IC-CDW couples
strongly to the nematic order parameter, and therefore pins
the nematic fluctuations. The hysteretic response then can be
understood as the training of these static nematic domains by
the applied elastic strain field. When the IC-CDW is absent,
the nematic domains become dynamic, the response
becomes reversible, and the fluctuations enhance super-
conductivity near x, = 0.7, as claimed in Ref. [1].

Recently, Merz et al. [30] reported that BaNi,As, is,
in fact, orthorhombic in the IC-CDW phase. We see no
evidence for such orthorhombicity in our study, though the
magnitude of the orthorhombic distortion reported in
Ref. [30] would be below our detection limit. The existence

of such a phase could require a reinterpretation of the
symmetry pattern of IC-CDW [Fig. 3(c)]. More detailed
refinements of the crystal structure would shed light on
this issue.

In summary, we showed that Ba;_,Sr,Ni,As, exhibits
three distinct charge density waves, IC-CDW, C-CDW-1,
and C-CDW-2. The order parameter of C-CDW-2, which
is period-2, is always zero at antiphase domain walls,
allowing the competing superconductivity to emerge
locally. We also showed that the IC-CDW can strongly
couple to the nematic order parameter, and promote static
nematic domains by pinning the fluctuations. Our study
establishes BSNA as a rare example of a material contain-
ing three distinct CDWs, and an exciting test bed for
studying coupling between CDW, nematic, and SC orders.
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Supplementary Information: Multiple charge density waves and superconductivity
nucleation at antiphase domain walls in the nematic pnictide Ba;_,Sr,NiyAs,

I. EXPERIMENTAL DETAILS

Single crystals of Bay_,Sr;NigAss with z = 0, 0.27+0.01, 0.42+0.01, 0.47+£0.01, 0.65£0.02, and 0.73 +0.02 were
synthesized using the self-flux method reported in Ref. [1]. The precise chemical compositions were determined by
energy dispersive x-ray spectroscopy on multiple spots on each sample. Single crystal x-ray scattering measurements
were carried out using the in-lab x-ray instrument equipped with a Xenocs GeniX3D Mo K, microspot x-ray source
with multilayer focusing optics, providing 2.5 x 107 photons/sec in a beam spot of 130 um at the sample position. The
samples were cooled by a closed-cycle helium cryostat with a base temperature of 8 K mounted to a Huber four-circle
diffractometer. The momentum resolution varied between Ag = 0.01 A" and 0.08 A7' depending on the location
in momentum space. Scattering signals were collected by a Mar345 image plate detector with 3450x3450 pixels.
Three-dimensional surveys of momentum space were performed by taking images in 0.05° increments while sweeping
samples through an angular range of 20° and mapping each pixel to the corresponding location in momentum space.

II. LATTICE PARAMETERS

Lattice parameters of Ba;_,Sr,NigAsy samples in high-temperature tetragonal phase and low-temperature triclinic
phase are determined using single crystal x-ray diffraction measurements with Mo K, x-ray source (Table S1). The
crystal structure of the low-temperature phase of BaNiyAs, is reported to be triclinic structure with P1 symmetry
by a previous structural refinement study in Ref. [2]. In this study, we used the standardized unit cell of the triclinic
structure reported in Ref. [2]. Comparisons between the unit cell reported in Ref. [2] and the standardized unit cell
can be found in the supplemental material of Ref. [3].

TABLE S1. Lattice parameters of Baj_;Sr,NizAss. Tetragonal lattice parameters are measured at room temperature and
triclinic parameters at 50 K (except for x = 0.42, which is measured at 70 K).

Tetragonal structure Triclinic structure

x a (A) c (&) a (A) b (A) c (&) a (%) B () 7 ()
0 4.142(4) 11.650(3) 4.21(3) 3.99(2) 6.31(1) 105.2(3) 108.6(2) 89.3(4)
0.27 4.145(3) 11.499(3) 4.158(5) 4.155(6) 6.388(8) 108.2(1) 109.8(1) 89.2(2)
0.42 4.138(5) 11.271(3) 4.157(3) 4.13(1) 6.272(7) 108.5(2) 109.4(1) 89.7(1)
0.47 4.137(7) 11.211(5) 4.146(8) 4.10(2) 6.313(4) 109.12(7) 110.6(1) 89.2(2)
0.65 4.140(1) 10.928(3) 4.126(8) 4.06(3) 6.16(1) 109.6(2) 109.5(1) 89.8(1)
0.73 4.150(4) 10.812(5) - - - - - -

III. STRUCTURAL PHASE TRANSITION IN Bag.538r(.42NizAs,

The tetragonal-to-triclinic structural phase transition in Bag 58519 40NigAss is summarized in Fig. S1. When cooled
across the phase transition, the (0,1, 9)et structural Bragg reflection in the tetragonal phase splits into four reflections
due to the formation of twin domains in triclinic phase [Fig. S1(a)]. One domain is chosen among the four, and the
reflection of the domain is indexed as (—1,0,5)¢i. The line scans through (0,1,9)tet and (—1,0,5)s; show a sharp
transition in their integrated intensity at Ty = 112.5 4+ 2.5 K, indicating the change in symmetry of crystal structure
[Figs. S1(b), (c)]. At Tee = 95 £ 5 K, when C-CDW-2 forms, the magnitude of the triclinic distortion increases
and the intensity of the triclinic Bragg reflection exhibits another sharp increase [Figs. S1(c)]. This indicates that
C-CDW-2 has a cooperative relationship with the triclinic phase itself.



IV. SYMMETRY PATTERN OF IC-CDW

The IC-CDW exhibits a peculiar symmetry pattern that, in a given Brillouin zone (BZ), the satellite reflections
appear only one direction, either along H or K direction. However the direction is not unique: the satellites appear
at (£0.28,0,0)¢c in some BZs, and at (0,40.28,0)tc in others. Fig. S2 shows the directionality of the IC-CDW in
H-K maps at odd-numbered L in several different BZs measured in Ba;_,Sr;NisAss, x = 0, 0.27, 0.42, 0.47. By
combining the patterns shown in Fig. S2 together, and assuming that the BZ at @ has the same pattern as the BZ at
—Q, we obtained the symmetry pattern of the IC-CDW in H-K plane at odd-numbered L (Fig. 3 in the main text).
Due to not enough data, we could not determine the symmetry pattern at even-numbered L.

V. UNIDIRECTIONALITY OF C-CDW-1 AND C-CDW-2

The satellite reflections of C-CDW-1 and C-CDW-2 appear in K direction, not in H direction, indicating that
they are unidirectional. Fig. S3(a) shows the C-CDW-1 reflections in multiple Brillouin zones (BZs) at (0,£1/3,0)¢;
and none is observed at (£1/3,0,0)ti. Similarly, the C-CDW-2 reflections are observed at (0,£1/2,0)¢, not at
(£1/2,0,0)4yi, in multiple BZs [Fig. S3(b)]. Thus, we conclude that the C-CDW-1 and C-CDW-2 are unidirectional,
which is consistent with the fact that the underlying lattice is in triclinic phase, in which C4 symmetry is broken.

VI. THEORY OF SUPERCONDUCTIVITY ON PERIOD-2 CDW DOMAIN WALLS

In this section we present details of the Landau-Ginzburg theory of superconductivity induced on domain walls
of a period-2 CDW. Since the experimentally observed period-2 CDW is manifestly unidirectional we will present a
simple one-dimensional theory. This can be easily extended to more complex orders with several CDW ordering wave
vectors.

Following the work of McMillan [4], we represent the CDW as a modulation of the local charge density p(z) of the
form

p(x) = po + w(x)ein + w*(x)e*iQ‘” + higher harmonics (1)

where p is the average charge density and t(x) is the (generally complex) CDW order parameter. However, in the
period-2 case @ = 7 (in units in which the lattice constant is set to unity), i.e. is a vector at the boundary of the
Brillouin Zone. Hence, in this case the CDW order parameter is real, ¥(z) = ¢*(z), and it is slowly varying at the
scale of the lattice spacing. We will also assume that there is a competing (also inhomogeneous) superconducting
state represented by a local SC complex order parameter (the pairing amplitude) A(z) which, as we will see is not
generally constant. We will be interested in the case in which the period-2 CDW is the “stronger order” and that it
turns on at a higher temperature than the weaker SC order, T°PW > T5C. We will make use of gauge invariance of
the SC order to work in the London gauge in which the SC order parameter is also real, A = A*.

These assumptions lead us to the simplest possible form of the Landau-Ginzburg theory with competing CDW and
SC orders whose free energy has the form

Ksc

F= / o {0 (0, () T 2 ) 4 MY i ) 1 50 (9, A ()2 4 SO A% () + 0 A () 02 (0)N%() )
(2)

Here Kcpw and Kgc are the stiffnesses of the CDW and the SC order parameters, respectively, and

repw = acpow (T = TSPW), rsc = asc(T — T2°) (3)
We will assume that the coupling constants ucpw > 0 and ugc > 0, but we will allow the biquadratic coupling
constant 7y to have either sign (provided its magnitude is not too large). We will be interested in the regime in which
the system is in the period-2 CDW phase but above the uniform SC state. Thus, T5¢ < T < T¢PW  and in this
regime rcpw < 0 and rgc > 0.

The free energy of Eq.(2) is in the simplest form that one can write, but one could also consider additional
terms. For instance, in Ref.[5] Chen and coworkers considered a biquadratic term with two derivatives of the form
w A2(x) (9x2(x))%. For p < 0 (and large enough) such a term can favor the spontaneous formation of CDW domain
walls with local SC order. On the other hand, unless one thinks that this term is due to disorder (see below), the
resulting CDW state will be weakly incommensurate, which is not what is seen (thus far) in the low temperature
regime of the period-2 state of Ba;_,Sr;NisAso. In addition, while it is true that these gradient terms can lead to



inhomogeneous states, it is difficult in practice to reach a regime in which |u| is large enough (in virtue of the gradient
coupling form of this term). We should note that if the CDW order has a period other than 2, its order parameter is
complex and, in this case, the natural topological defects of the CDW are discommensurations at which the phase of
its order parameter changes by 27, while the amplitude remains unchanged [6]. Thus, in the case of a commensurate
CDW with a wave vector not at the boundary of the Brillouin Zone the scheme that we consider here is not operative
but it can be achieved again if one considers a large enough gradient coupling. Finally, we are also not including other
interesting physical effects such as the presence of a metallic component which can lead to interesting temperature
dependences of the ordering wave vector, among other things.

Here we will assume that the domain walls are due to the presence of disorder. Indeed, impurities generate local
random potentials Vyis(z) which couple linearly to the local charge density p(z) and hence also couple linearly to
the CDW order parameter. Since in the period-2 case the order parameter is real, this coupling is analogous to the
problem of a uniaxial ferromagnet (and Ising model) coupled to a local random field. A general argument by Imry
and Ma [7] shows that a random field destroys long-range order in the 2D Ising model (and in any dimension below 4
for the incommensurate case) driven by the proliferation of domain walls. In three dimensions, in the commensurate
case the domain walls proliferate only if the disorder is strong enough and there is a phase transition between the
ordered and the disordered state (for a review see Ref. [8]). On the other hand, in a layered system the 2D to 3D
crossover leads to a broad fluctuational regime. Pnictides are anisotropic but not layered so they are regarded as an
intermediate case in which nevertheless these fluctuations are significant particularly in doped systems. The upshot
of this analysis is that in the period-2 CDW phase of Ba;_,Sr,NizAsy one expects a significant number of antiphase
domain walls.

We will now show that domain walls of Ba;_,Sr,NisAsy are actually superconducting. For simplicity we will
consider a unidirectional period-2 CDW with a single domain wall. To this effect let us consider the Landau-Ginzburg
equations for the free energy of Eq.(2). They are

— Keow 924 (%) + repwt (2) + ucow ¥’ (z) + v (2) A% (z) = 0, (4)
— Ksc02A(z) + rscA(z) + usc A (z) + 707 (z)A(z) = 0 (5)

In the regime rcpw < 0 we will look for solutions with ¢ # 0 and A(x) # 0 satisfying the boundary conditions

where g = \/|rcpw|/ucpw is the value of the period-2 CDW order parameter in the absence of the wall; in this
regime, rgc > 0, there is no uniform superconductivity and A = Ay = 0.

We will consider the simpler case in which the stiffnesses of the CDW and the SC order parameters are the same,
i.e. Kcpw = Ksc = K. Furthermore, we will also require the quartic and biquadratic coupling constants to satisfy
ucpw = usc = 27 = u, by which these couplings become %(1&2 + A?)2. With these assumptions the free energy of
Eq.(2) simplifies,

K 1 U
F= / dz | F10:0)? + (0.8)%] + 5 (repwd® + 1scA?) + T (42 + A2)?) (7)
Next, we define the two-component real field

n(x) = (Y(z), A(z)) = 1o(cos b, sin §) (8)

where we used the fact that in the regime of interest the CDW order is dominant. Here we will be interested in the
case in which 0 < 6 < 7, which means that 1 takes values between 41y. The free energy now becomes

F= /dx[g(é)ﬁ)Q — hcos20 + go} 9)

where we used the following expressions for the effective stiffness x, the anisotropy coupling constant h, and the
uniform free energy density eg

2
(r2pw — 126) > 0, €0 = _ (reow +7sc))” (10)

K 1
k= Kyj = ——(rcpw + rsc) > 0, h=_— 10

2u 8u

where we used that rcpw < 0 and |repw| > rsc > 0, and that in the uniform equilibrium broken symmetry state

(rcpw + rsc)
u

W= >0 (11)



The Landau-Ginzburg equation for the simplified free energy of Eq.(9) is
—K0%0 + 2hsin20 = 0 (12)

which, for A > 0 (dominant CDW) has the uniform solutions 6 = 0,7 corresponding to 1) = £, respectively (and
no superconductivity).

There is, however, a non-trivial domain wall solution of Eq.(12) which interpolates between these two uniform
states. To find the solution we use the standard analogy by which we will regard the coordinate x as “time”. In this
picture Eq.(12) is regarded as the equation of motion of a “physical pendulum” whose degree of freedom is the angle
0. The “energy” of the pendulum is

E= g(ameﬁ + hcos20 (13)

The energy of the pendulum for the uniform solutions 8 = 0,7 is just h. There is another solution also with energy
h which satisfies

g(aro)2 +hcos20 = h (14)
or, what is the same as
9 h
(050)° = 2—(1 — cos 20) (15)
K

This is equivalent to the first order differential equations

0.0 = iZ\/ZSiHG (16)

The solutions to this first order differential equation are

0+(z) = 2tan* (ei‘l\/gw) (17)
where we set the arbitrary origin at = 0, where 6.(0) = 5. After some algebra we find that the domain wall
solutions for the CDW and SC order parameters are

¥(z) = £1o tanh <4\/§> NG h(ﬁiﬁ) (18)

Clearly, the solution with positive sign interpolates between 8 = 7, i.e. ¢ = —p as x — —oo, and § = 0, i.e. Y — +1hg
as ¢ — +o00. This solution describes the domain wall (the solution with the negative sign describes the anti-domain
wall). It is apparent that far from the domain wall the CDW order parameter becomes +t¢y and approaches these
values exponentially fast. Conversely, the SC order parameter A vanishes exponentially fast far from the domain
wall and reaches its maximum value, 1y within our simplifications, at the location of the topological defect. The free
energy cost of the domain wall per unit length (or area) of the wall is the difference of the free energy of Eq.(9) for
these solutions relative to the uniform state and is given by Fyan = 2v/hk > 0.

In this derivation we assumed that v = 2u which means that the biquadratic term is as important as the usual
quartic terms. However, solutions of this type can be obtained in the more general case in which v is weak. In that
case one can first find a CDW domain wall solution and then solve for the SC state nucleated at the wall (assuming
that the back reaction is parametrically small). Since T¢pw > TS, we can find an approximate domain wall solution
of Egs.(4) and (5) that satisfy the domain wall boundary conditions, Eq.(6), by assuming that the coupling constant
v in Eq.(4) is weak and then solve Eq.(5) in the background of the CDW domain wall. With this approximation, the
solution to Eq.(4) that obeys the boundary condition of Eq.(6) is (centered arbitrarily at z = 0)

Y(x) = o tanh(z/Ecpw) (19)

where {cpw = |2KCDw/7’CDw|1/2 o (TEPW — T)*l/2 is the CDW correlation length and vy = +/|rcpw|/ucpw is
the expectation value in the uniform unperturbed CDW state.

Eq.(5) in the background of the CDW domain wall, which now becomes

—Kscd?A(z) + rscA(x) + v (z) tanh® (z/écpw) A(z) + ugcA3(z) = 0 (20)



We will seek a solution with A(z) # 0 with lower free energy than the domain wall without SC order. The SC order
parameter A(x) will be vanishingly small near the onset of the SC state. In this regime we can look for solutions of
the linearized equation with an arbitrary amplitude

—KscO2A(x) + rscA(z) + y¢f (z) tanh®(2/écpw) A(z) = 0 (21)

and then fix the value of the amplitude by demanding that the free energy is minimized (including the non-linear
term). Upon defining a rescaled coordinate v = z/{cpw, we can bring the linearized equation to the form of a
Schrodinger equation of the form

1
—iagA(u) + U(v)A(v) = EA(v) (22)
where we defined

AA+1) 1
Uhv)=—- —"—r~~>—, 23
) 2 cosh? v (23)

_ _TIsct WG 4o
E=- M g (24)

where A(A + 1) = 93 /Ksc.

Eq.(22) is the Schrédinger equation for a stationary state with energy E in the Poschl-Teller potential (given in
Eq.(23)) [9]. The solutions are the Legendre functions P{'(v) where E = —pu?/2. This equation has a bound state
with E = —1/2 and the solution is

A
cosh(z/Ecpw)

Az) = (25)

where A is a constant to be determined. The important feature of this solution is that it vanishes (exponentially fast)
as x — +oo.

Using the expression for the induced SC order parameter, Eq.(25), we find that the free energy of the SC state
localized on the domain wall is

2Kso [_ 1 (rsc +7¢%)
2

F =
5¢ 7 topw 2Ksc

1
} A? 4+ §§SCUSC At (26)
The SC state localized on the domain wall becomes favorable if the quantity in brackets in Eq.(26) becomes negative,
or, what is the same as F = —1/2. Upon minimizing Eq.(26) we find that the amplitude A is given by

42— s [71 (rsc +793)
2

= — >0 27
usc&cpw 2Ksc } @7

It is apparent that solutions that we found in the regime v < u, Egs. (19) and (25), have the same form as in the
regime v = 2u discussed above, Eq.(18), albeit with somewhat different parameters. There is, however, an important
difference in this regime. By inspection we see that there is a critical temperature for the SC solution on the wall to
exist, given by the condition that the quantity in brackets in Eq.(27) vanishes. This temperature is much lower than
the critical temperature of the period 2 CDW state.

On the other hand, since the free energy of the SC wall solution is not zero, these topological defects of the CDW
state cannot be formed spontaneously in the period 2 CDW ordered phase. However, disorder can (and does) favor
the creation of domain walls. We noted in the text that disorder coupes to the period 2 CDW in the same way as a
random field in an Ising ferromagnet. A standard argument due to Imry and Ma [7] shows that in two dimensions any
amount of random field disorder destroys the long range ordered state, the period 2 CDW in this case, while in higher
dimensions a critical amount of disorder is needed. In layered systems there is an intermediate broad fluctuational
regime signaling the 2D to 3D crossover. However, while Bag 55Sr(.42Nis Ass is anisotropic, the anisotropy is not large
enough to regard this system (as well as all pnictides) as being layered (in contrast with the cuprate superconductors).

We should note that it is reasonable to expect that doping could drive Ba;_,Sr;NisAss weakly incommensurate
by creation of domain walls (as in the McMillan scenario [6]). A similar mechanism was previously proposed in TiSeq
[10], which also exhibits a period-2 CDW (see also Ref. [5]). The incommensuration of the CDW in TiSes arises
because the domain walls form a periodic structure [10]. The result is a tiny shift of the CDW Bragg peak from the
commensurate position. This shift is, however, very small, ~ 1072 r.L.u.. Such a small shift would not be visible
in our current measurements, which were carried out on a lab-based x-ray source whose resolution is 20 times lower



than that used in Ref. [10]. We therefore cannot make any statement about whether a slight incommensurate shift
is present also in the C-CDW-2 phase of Baj_,Sr,NisAss. Note, however, that our argument about domain wall
superconductivity does not require the domain walls to be ordered. Randomly distributed domain walls could also
lead to a heterogeneous superconducting state, though would not result in a coherent shift of the peak. Nevertheless, a
precision measurement of the commensurability of IC-CDW-2, analogous to Ref. [10], would be an important subject
of a future study.

We make an additional remark on previous experimental results on the doping evolution of 7T.. In Eckberg et al.
[1], the authors claim that the superconducting T, near the critical composition z. = 0.7 is enhanced by nematic
fluctuations due to a quantum phase transition. This enhancement takes place on both sides of the phase boundary,
so the resistive transition is observed to be ~ 3 K both for x just above and below z.. Because of the presence of
C-CDW-2 at 0.4 < z < z, the thermodynamic signature of superconductivity is suppressed to 0.5 K, where global
phase coherence is established. Although this T, of 0.5 K may seem to be similar to that for z < 0.4, there is no
requirement, in our picture, that this temperature be the same as the resistive transition for x < 0.4, where no
nematic enhancement takes place. For & < 0.4 where only C-CDW-1 is present, the order parameter of C-CDW-1
is complex since it is period-3, and thus C-CDW-1 does not lead to the same suppression of the thermodynamic Tt.
Our arguments about domain wall superconductivity apply only to a period-2 CDW, whose order parameter is real.

Therefore, we conclude that a SC state will be nucleated at the antiphase domain walls of the period 2 CDW.
We can regard this phenomenon as the onset of local superconductivity. However the thermodynamic transition to
a macroscopic superconducting state will only happen at a substantially lower temperature driven by the Josephson
coupling between nearby domain walls (see, e.g. Ref. [11]). We should note that this phenomenon bears a close analogy
with the CDW order seen in the SC halos of vortices of high Ti. superconductors [12, 13], cuprate superconductors
in high magnetic fields [14], and iron-based superconductors with structural twin domains [15] or antiferromagnetic
domains [16].
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FIG. S1. Tetragonal-to-triclinic structural phase transition in Bag.58Sro.42Ni2Asz. (a) H-K maps at a selection of temperatures
showing the evolution of (0, 1, 9)tet structural Bragg reflection across the phase transition. The splitting of the reflection below
T =T is due to the formation of twin domains in triclinic phase. (b) Line momentum scans through tetragonal (0, 1,9)tet and
triclinic (—1,0, 5)si Bragg reflections. 7 is the distance in momentum space from (0, 1,9)tc¢ along the direction to (—1,0,5)¢ri.
(c) Integrated intensities of the tetragonal (Tet.) and triclinic (Tri.) Bragg reflections, showing the change in symmetry of
crystal structure at T' = Ts. Another sharp increase of the intensity of the triclinic Bragg reflection at the onset of C-CDW-2,
at Tca = 95 £ 5 K, indicates a cooperative relationship between C-CDW-2 and the triclinic phase.
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FIG. S2. Selected H-K maps at odd-numbered L of IC-CDW in several different Brillouin zones measured in Baj_,Sr, NizAsa,
z =0, 0.27, 0.42, 0.47. The IC-CDW satellite reflections are indicated with white arrows. The indices of Brillouin zones and
the Sr content = are labeled in each panel.
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FIG. S3. (a) H-K map at Lyi = 6 of Bag.58Sr0.42NisAsy at 7' = 110 K. C-CDW-1 satellite reflections appear at (0,41/3,0)i
(white arrows), not at (£1/3,0,0)¢. (b) Similar map at T = 9 K, showing C-CDW-2 reflections at (0,41/2,0)si (white
arrows), not at (£1/2,0,0)¢xi.



	PRL127_027602(2021)
	PRL127_027602(2021)_SI

