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PARAMETERIZATION METHOD FOR STATE-DEPENDENT DELAY
PERTURBATION OF AN ORDINARY DIFFERENTIAL EQUATION*
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Abstract. We consider state-dependent delay equations (SDDEs) obtained by adding delays
to a planar ODE with a limit cycle. Situations of this type appear in models of several physical
processes, where small delay effects are added. Even if the delays are small, they are very singular
perturbations since the natural phase space of an SDDE is an infinite-dimensional space. We show
that for the SDDE, there are initial values which lead to solutions similar to those of the ODE. That
is, there exist a periodic solution and a two parameter family of solutions whose evolution converges
to the periodic solution (in the ODE case, these are called the isochrons). The method of proof
bypasses the theory of existence, uniqueness, dependence on parameters of SDDE. We consider the
class of functions of time that have a well defined behavior (e.g., periodic, or asymptotic to periodic)
and derive functional equations which impose that they are solutions of the SDDE. These functional
equations are studied using functional analysis methods. We provide a result in “a posteriori”
format: given an approximate solution of the functional equation, which has some good condition
numbers, we prove that there is a true solution close to the approximate one. Thus, our result can
be used to validate the results of numerical computations or formal expansions. The method of proof
also leads to practical algorithms. In a companion paper, we present the implementation details
and representative results. One feature of the method presented here is that it allows us to obtain
smooth dependence on parameters for the periodic solutions and their slow stable manifolds without
studying the smoothness of the flow (which seems to be problematic for SDDEs, for now the optimal
result on smoothness of the flow is C1).
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1. Introduction. Many causes in the natural sciences take some time to gener-
ate effects. If one incorporates this delay into the models, one is led to descriptions
of systems in which the derivatives of states are functions of the states at previous
times. These are commonly called delay differential equations.

In the case that the delay is constant (say 1), one can prescribe the data in
an interval [—1,0] and then propagate the differential equation. This leads to a
rather satisfactory theory of existence and uniqueness and even a qualitative theory
[Dri84, Hal77, HVL93, DvGVLWO95]. Note that the natural phase space is a space of
functions on [—1,0]. This is an infinite-dimensional space.
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When the delay is not a constant and depends on the state, one needs to consider
state-dependent delay equations (SDDEs for short). In contrast with the constant
delay case, the mathematical theory of SDDEs has complications. The papers [Wal03]
made important progress for the appropriate phase space for SDDE. We refer to
[HKWWO06] for a very comprehensive survey of the mathematical theory and the
(rather numerous) applications.

In this paper, we consider a simple model (two-dimensional ordinary differential
equation with a limit cycle) and show that all solutions close to the limit cycle present
in this model persist (in some appropriate sense) when we add a state-dependent delay
perturbation. Models of the form considered in this paper (see (2.2)) appear in sev-
eral concrete problems in the natural sciences (circuits, neuroscience, and population
dynamics); see [HKWWO06].

The result is subtle to formulate since the perturbation of adding a state-dependent
delay is very singular; it changes the nature of the equation: the unperturbed case is
an ODE and the perturbed case is an infinite-dimensional problem. The basic idea
is that we establish the existence of some finite-dimensional families of solutions (in
the phase space of the SDDE), which resemble (in an appropriate sense) the solutions
of the original ODE. This allows us to establish many other properties (e.g., depen-
dence on parameters) which may be false for general solutions of SDDE. We hope that
the method can be extended in several directions. For example, we hope to produce
higher-dimensional families, families with other behaviors, and treat more compli-
cated models. The conjectural picture is that in SDDEs, even if the dynamics in a
full Banach space of solutions is problematic, one can find a very rich set of solutions
organized in families. The families may not fit together well and leave gaps, so that a
general theory giving a description for all the solutions may have problems [CJS63].

1.1. Overview. Let us start by an informal overview of the method. It is known
that in a neighborhood of a limit cycle of a two-dimensional ODE, we can find K :
T x [-1,1] — R?, and wy and Ao in such a way that for any 6, s, the function given
by

(1.1) z(t) = K(0 + wot, se™?)

solves the ODE; see [HdIL13]. The fact that all the functions of the form (1.1) are
solutions of the original ODE is equivalent to a functional equation for K, wq, and
Ao, which we call the “invariance equation.” Efficient methods to study the resulting
functional equation were presented in [HdIL13]. We will, henceforth, assume that K,
wo, Ag are known.

Similarly, for the perturbed case, when we impose that for fixed 6, s the function
of the form

(1.2) z(t) = K o W(0 + wt, se™)

is a solution of our delay differential equation, we obtain a functional equation for
W, w, X (see (2.6)). Note that the unknowns in (2.6) are the embedding W and the
numbers w, A.

Our goal will be to solve (2.6) using techniques of functional analysis. The equa-
tion is rather degenerate and our treatment has several steps. We first find some
asymptotic expansions in powers of s to a finite order and, then, we formulate a fixed
point problem for the remainder. Due to the delay, information at previous times is
needed. We anticipate a technical problem in that the domain of definition of the un-
known has to depend on the details of the unknown. Similar problems appear in the
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theory of center manifolds [Car81]. Here we have to resort to cut-offs and extensions.
After this process, we get a prepared equation, (2.7), which has the same format as
(2.6), and agrees with (2.6) in a neighborhood. Solutions of the prepared equation
which stay in the neighborhood will be solutions of the original problem.

The main result of this paper is Theorem 10, which establishes that with respect
to some condition numbers of the problem, verified for small enough ¢, given an
approximate solution of the extended invariance equation (2.7), one obtain a true
solution nearby. (This is sometimes referred as “a posteriori” format.)

As in the case of center manifolds, the family of solutions found in the original
problem may depend on the extension considered.

1.2. Some comments on the results. In a geometric language, we can de-
scribe our procedure as that we are finding an embedding of the phase space of the
ODE into the phase space of the SDDE in such a way that the range of the embedding
is foliated by solutions of the SDDE and that the flow in this manifold is similar to
the flow of the ODE. Note that this bypasses the need for developing a general theory
of solutions of the SDDE. We only construct a two-dimensional manifold of solutions
of the SDDE. For these solutions, it is possible to comfortably discuss many desirable
properties such as smooth dependence on the model, etc.

Philosophies similar to that of this paper (finding solutions of functional equa-
tions that imply the existence of solutions of special kinds) have already been used
in [HdIL17, HDIL16, CCdIL20] to study quasi-periodic solutions of SDDEs. For con-
stant delay equations, we can find [KY74, Lesl0, KL12, vdBGL20] for the study
of periodic solutions. The paper [KL17] studies specific models similar to ours for
constant delay perturbations. The paper [LdIL09] studies quasi-periodic solutions
analytically; [GMJ17] studies numerically unstable manifolds near fixed points. The
papers [Siel7, CHK17, HBC+16, MKW14] study normal forms and numerical com-
putations of periodic and quasi-periodic solutions of SDDEs and obtain bifurcations
and numerical solutions. Even if the evolutions of the SDDEs considered above are
difficult to define as smooth evolutions, we believe that the results above can be un-
derstood as suggesting the existence of a subsystem of the evolution which indeed
experiences bifurcations. The careful numerical solutions of [CHK17] can presumably
be validated.

By solving the invariance equation, (2.7), one actually obtains a parameterization
of the limit cycle and its isochrons (two-dimensional slow stable manifolds of the
limit cycle). In other words, K o W (0, 0) parameterizes the limit cycle, and for fixed
0, we have K o W (0, s) parameterizes the local slow stable manifold of the point
K oW (#,0) on the limit cycle. We remark that in some previous work, e.g., Chapter
10 of [HVL93]|, persistence of limit cycles was studied with a different method in the
setting of retarded functional differential equations (RFDEs). They have also studied
infinite-dimensional stable manifolds of periodic orbits of RFDE. In this paper, we
study SDDE, and get a parameterization of a submanifold of the infinite-dimensional
stable manifold, which corresponds to the eigenvalue of the time-T map with largest
modulus (dominating the evolution). In this sense, we think that the manifold in
this paper is practically more relevant than the infinite-dimensional manifolds. For a
more detailed comparison of the results and approach of this paper with the study of
SDDEs as evolutionary equations, see section 4.3.

Of course, the notions of approximate solutions and that of solutions close to the
approximate ones, require us to specify a norm in the space of functions. In [HdIL13],
it was natural to specify analytic norms. In this paper, however, we use spaces of
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finitely differentiable functions. Indeed, we conjecture that the solutions we produce
are not more than finitely differentiable.

The a posteriori format of Theorem 10 allows us to validate approximate so-
lutions produced even by nonrigorous methods. In that respect, we note that the
related paper [GYdIL19] develops numerical methods that produce approximate solu-
tions. Some papers that study formal expansions in the delay are [CF80] for periodic
solutions and bifurcations, mostly with constant delay, and [CCdIL20] which studies
periodic and quasi-periodic solutions for SDDEs (and even more general models such
as those appearing in electrodynamics).

Using Theorem 10, we obtain that the numerical solutions produced in [GYdIL19],
have true solutions nearby and that the formal expansions produced in [CCdIL20]
are not just formal expansions but are asymptotic to true solutions. For an earlier
example of related philosophies, we mention that asymptotic expansions for equations
with small constant delay was produced and validated in the paper [Chi03].

A rather subtle point is that we do not obtain uniqueness of the solution. The
reason is that the nature of the problem involves cutting off the perturbation and the
solution produced may depend on the cut-off function used. Both the finite regularity
and the lack of uniqueness due to the introduction of a cut-off are reminiscent to
effects found in the study of center manifolds [Car81, Lan73]. Of course, since one of
the goals of the paper is to remedy the paucity of solutions of SDDEs, having many
solutions is a feature not a bug. The dependence of the solutions on the cut-offs
has to be small as the delay tends to zero (note that the asymptotic expansions in
[CCdIL20] do not depend on the cut-off), but we expect that they are small in other
senses similar to the situation in center manifolds [Sij85]. We will not formulate here
results making precise this intuition.

We hope that the methods of this paper can be extended to prove the existence of
other finite-dimensional families of solutions that are not close to families of solutions
of the unperturbed ODE.

1.3. Organization of the paper. We introduce the problem and formulate the
equations to be solved in section 2. In section 3 we present some notations and some
classical results in functional analysis which will be used in the proof. We state our
main results in section 4. We give an overview of the proof in section 5. Detailed
proofs of the results are given in section 6.

2. Formulation of the problem. We consider an ODE in the plane
(2.1) &(t) = Xo(z(t)),

where z(t) € R?, X, : R? — R? is analytic. We assume the above equation (2.1)
admits a limit cycle. Clearly, there is a two-dimensional family of solutions to this
ODE. This family can be parameterized, e.g., by the initial conditions, but as we will
see, there are more efficient parameterizations near the limit cycle.

The goal of this paper is to study an SDDE that is a “small” modification of (2.1)
in which we add some small term for the derivative that depends on some previous
time. Adding some dependence on the solution at previous times arises naturally in
many problems. Limit cycles appear in feedback loops and if the feedback loops have
a delayed effect, which depends on the present state, to incorporate them into the
model, we are led to

(2.2) #(t) = X(@(t), ex(t — r(z(t), 0<e< 1.
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Where z(t) € R?, X : R? x R? — R? is analytic, the state-dependent delay function
r: R? — [0, h] is as smooth as we need. Equation (2.2) is formally a perturbation of
(2.1) with X (z,0) = Xo(z).

We can rewrite (2.2) as

(2.3) &(t) = X(2(1),0) +eP(z(l), z(t — r(z(t))), ),
where we define
eP(x(t), z(t — r(z(t))),e) = X (z(t), ex(t — r(z(t)))) — X(x(?),0).

The question we want to address in this paper is to find a two-dimensional family
of solutions of (2.2) which resembles the two-dimensional family of solutions of (2.1).
This is a much simpler problem than developing a general theory of the existence of
solutions to an SDDE, which is a rather difficult problem. Nevertheless, persistence
of some family of solutions is of physical interest.

Note that, when € > 0, (2.3) is an SDDE, which is an equation of a very different
nature than the equation when ¢ = 0, which is an ODE. Hence, we are facing a very
singular perturbation in which the nature of the problem changes drastically from an
ODE-—whose phase space is R?—to an SDDE-—whose natural phase space is a space
of functions. The precise meaning of the continuation of the unperturbed solutions
into solutions of the perturbed problem is somewhat subtle.

2.1. Limit cycles and isochrons for ODEs. Under our assumption, there
exists a limit cycle (stable periodic orbit) in the unperturbed equation (2.1). In a
neighborhood of the limit cycle, points have asymptotic phases (see [Win75, Guc75]).
The points sharing the same asymptotic phase as point p on the limit cycle is the
stable manifold for point p. The stable manifold of the limit cycle is foliated by the
stable manifolds for points on the limit cycle (sometimes referred as stable foliations).
The stable manifolds for points on the limit cycle are also called isochrons in the
biology literature; see [Win75, Guc75].

According to [HdIL13], we can find a parameterization of the limit cycle and
the isochrons in a neighborhood of the limit cycle. More precisely, there exist real
numbers wy > 0, g < 0, and an analytic local diffeomorphism K : T x [—1,1] — R?,
such that

2.4 Xo(5(6,5) = DE(O.) ().

where K is periodic in 6, ie., K(0 + 1,s) = K(6,s). Saying that K solves (2.4) is
equivalent to saying that for fixed parameters 6 and s, the function z(t) = K (6 +
wot, se?t) solves (2.1) for all ¢ such that |se*o?| < 1. Notice that when s = 0, K(6,0)
parameterizes the limit cycle, and for a fixed 6 with varying s, we get the local stable
manifold of the point K(6,0).

Note that geometrically, K can be viewed as a change of coordinates, under which
the original vector field is equivalent to the vector field X/ (0, s) = (wp, Ags) in the
space T x [—1,1]. We could have started with this vector field X and then added
some perturbation to it. However, to keep contact with applications, we decided not
to do this.

Remark 1. As pointed out in [HdIL13], the K solving (2.4) can never be unique.
If K(0,s) is a solution of (2.4), then for any 6y, b # 0, K(6 + 6y, bs) will also be a
solution of (2.4). [HdIL13] also shows that this is the only source of nonuniqueness.
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We will call such a b the scaling factor, and such a 6y the phase shift. Note that by
using a different b, we can change the domain of K. However, no matter how the
domain changes, s has to lie in a finite interval.

In this paper, for the equation after perturbation (2.2), we will show that if € is
small enough, the limit cycle and its isochrons for the unperturbed equation persist
as the limit cycle and its slow stable manifolds of the delayed model. We will use
the name isochrons to denote the slow stable manifolds and distinguish them from
the infinite-dimensional stable manifolds similar to the one established in [HVL93].
Meanwhile, we will find a parameterization of them. More precisely, we will find
w >0, A\ <0, and W which maps a subset of T x R to a subset of T x R, such that
for small s, K o W(6,s) gives us a parameterization of the limit cycle as well as its
isochrons in a neighborhood. We assume that W can be lifted to a function from R?
to R? (we will use the same letter to denote the function before and after the lift)
which satisfies the periodicity condition:

(2.5) W(@+1,s)=W(0,s)+(})-

We remark that K oW being a parameterization of the limit cycle and its isochrons
is the same as for the given #, and s in the domain of W, z(t) = K o W (0 + wt, se*'),
solving (2.2) for t > 0.

2.2. The invariance equation and the prepared invariance equation.
Substitute z(t) = K o W (0 + wt, se*) into (2.3), let t = 0, use the fact that DK is
invertible; we get that x(t) = K o W (0 +wt, se) solves (2.2) if and only if W satisfies

(2.6) DW (8, s) (;) = (wvj?e,@) T+ eY(W(0,s),W(b,s),e),

where W5 (0, s) is the second component of W (0, s), W is the term caused by the delay
W(0,5) = W (0 —wr o K(W(8,s)),se XKWy,
and
Y (W(0,5),W(0,5),2) = (DK (W(6,5))) " PUK(W(0,5)), K(W(0,5)), ).

Note that even if W is typographically convenient, W is a very complicated
function of W as it involves several compositions.

Now we need to look at (2.6) more closely and specify the domain and range of
W. One cannot define W on T x [—b, b], where b > 0 is a constant. Indeed, observing
the second component in the expression of W, se  AreK(W(0:9)) " one will note that
|se=AreK(W(0:5))| > |s|. This will drive us out of the domain of W since the second
component of W lies in a finite interval. Therefore, W has to be defined for all s on
the real line. So we let W : T x R — T x R. There is another technical issue as

pointed out in Remark 2.

Remark 2. When ¢ is small, we expect W to be close to the identity map. Then
for s far from 0, W (6, s) does not lie in the domain of K, thus the invariance equation
is not well defined.

Similarly to the study of center manifolds, we will use cut-off functions to resolve
the above issues.
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We will transform our original equation (2.6) into a well-defined equation of the
same format:

(2.7) DW (0, s) (;) = (on;:?a,s)> LY (W (0, 5), W(b,s),¢),

where Y is defined on (T x R)? x Ry, and 7 o K is defined on T x R; with slight abuse
of notation, we still denote the term caused by the delay as W:

W(Q, s)=W(0 —wroK(W(0,s)), sef)‘m(w(&s))),

We follow standard practice in the theory of center manifolds of differential equa-
tions (see [Car81]), and introduce the following extensions:

e For r o K which is defined only on T x [—1,1], we define a function 7o K

on T x R, which agrees with r o K on T x [—3, 3], and is zero outside of

T x [-1,1].
e For Y : (T x [-1,1])2 x Ry — R2, we define Y : (T x R)?2 x R, — R?,
which agrees with Y on the set (T x [—1,1])* x Ry, and is zero outside

(T x [-1,1])? x Ry
To achieve the above extensions, let ¢ : R — [0,1] be a C* cut-off function:

1if Jz[ <3
2.8 = 27
28) o) {0 it 2| > 1.
We define
roK(0,s) =roK(0,s)d(s)
and

Y(W(0,5),W(0,s),¢) =Y (W(0,5), W(0,s),e)d(Wa(0, s))d(Wa(0), 5)).

After these extensions, the main equation (2.6) is turned into the well-defined

equation (2.7). Note that, Y, r o K defined above have bounded derivatives in their
domains up to any order.

Remark 3. In the definition of cut-off function, one can let ¢ vanish for |z| > ¢,
where the constant ¢; < 1, and let ¢ = 1 for |z| < ¢2, where the constant ¢z < ¢.

Remark 4. The use of the cut-off function here is very similar to the use of cut-
offs in the study of center manifolds in the literature, if we choose a different cut-off
function ¢, we will possibly end up with a different W, which solves (2.7) with the
new cut-off function ¢.

Remark 5. If instead of having a stable periodic orbit, the unperturbed ODE
has an unstable periodic orbit, then X\g in (2.4) is positive. Analogous results to
Theorems 9 and 10 will give us the parameterization of the periodic orbit and the
unstable manifold for small e. The same proof, only with minor modifications, will
work. At the same time, since the invariance equation (2.6) will be well-defined for a
suitably chosen domain for W, we do not need to do extensions. Similarly, the idea
here will also work for advanced equations, which have the same format as (2.2), with
r:R? — [~h,0]. We omit the details for these cases.
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2.3. Representation of the unknown function. In order to study the func-
tional equation (2.7), we consider W of the form

N-1
(2.9) W(0,s)=">_ W (0)s +W>(0,s)
j=0

solving (2.7). Where W9(#) is the zeroth order term in s, W7 ()s? is the jth order term
in s, W>(0,s) is of order at least Nins. W/ : T —TxRand W> : TxR — T x R.
As we will see, the truncation number N could be chosen as any integer larger than
1 to obtain the main result of this paper. From now on, we will use superscripts to
denote corresponding orders, and subscripts, as we did before, to denote corresponding
components.

We consider lifts of W°(), W7(6), and W= (6, s), which will be functions from R
or R? to R?. We will not distinguish notations for the functions before or after lifts.
According to the periodicity condition for W in (2.5), the lifted functions satisfy the
following periodicity conditions:

(2.10) WOO+1)=Ww°0)+ (),
(2.11) W0+ 1) = Wi(h),
(2.12) W= (0+1,s) =W~ (0,s).

Based on the form of W in (2.9), we can match coefficients of different powers of s
in the invariance equation (2.7). Thus, the invariance equation (2.7) is equivalent to a
sequence of equations. As we will see, the equations for W° and W' are special. The
equation for W0 is very nonlinear and the equation for W' is a relative eigenvector
equation. The equations for the W7’s are all similar. The equation for W~ is hard
to study, it has 2 variables. As we will see later, for small enough ¢, W= is the only
case where we need the cut-off.

2.3.1. Invariance equation for the zeroth order term. Matching zero order
terms of s in (2.7), we obtain the equation for the unknowns w and W°:

wWo

(2.13) wiwo(e) - (Aowg(e)

do ) = Y (WO(6), WO (6;), ),

where

WO (6;w) = WO (6 — wr o K(W°(6)))
is the function caused by delay.

2.3.2. Invariance equation for the first order term. Equating the coeffi-
cients of s! in (2.7), we obtain the equation for the unknowns A and W1:

0

oW (0)

(2.14) wdilawl(e) +AW(0) — (

) =V 0,0 WO, W),
where Y (0, \, WO W1 g)is the coefficient of s in Y. ?1(9, A, WO W1 €) is linear in
W1, We will specify it later in (6.20).

2.3.3. Invariance equation for the jth order term. For 2 < 57 < N — 1,

matching the coefficients of s/, the equation for the unknown W7 is

0

(2.15) w%Wj (6) + A\jW7(8) — <)\0W2j(9)

) — Y (0,0, WO, Wi, e) + Ri(6),
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where Y7 (0, \, WO, W1 &) is the coefficient of s/ in Y. Y’ (6, \, W°, W &) is linear in
W3, which will be specified in (6.32), and R’ is a function of # which depends only
on WO, wt, ... Wil

Having W0, ..., WN~! we are ready to consider W>.

2.3.4. Invariance equation for the higher order term. We note that
W= (6, s) solves the equation:

0

1) a0 - ()

> =Y~ (W~,0,s,¢),
where Y~ (W=, 0, s,¢) is the term of order at least N in s of Y, which will be specified
later in (6.40).

3. Some basic definitions and basic results on function spaces. In this
section, we collect some standard results on the spaces of continuously differentiable
functions that we will use.

For a given positive integer L, we will denote by CT(Y, X) the space of all func-
tions from (an open subset of) a Banach space Y to a Banach space X, with uniformly
bounded continuous derivatives up to order L. We endow C*(Y, X) with the norm

[fllce = A%, Sup D7 £(&)lly i x,

so that CT(Y, X) is a Banach space.

Note that we include in the definition that the derivatives are uniformly bounded.
This is not the same as the Whitney topology on spaces of L times differentiable
functions in a o-compact manifold [GGT3, p. 40], which is a Fréchet topology. Even
more general definitions appear in [KM97].

We use C5(Y, X) to denote the closed subset of CL (Y, X') which consists of func-
tions with || - ||cz norm bounded by the constant B.

We will also denote CLHLP (Y, X) as the space of C functions with Lth derivative
Lipschitz. We define

Lip(D" f) = sup ||DLf(§1)_lsz(§2)||Y®L_)X7
£1762 €1 — &y

and the norm || - || cz+zin(y,x) as the maximum of the || - [|cz norm and Lip(D* f).

Define C5 (Y, X) to be the closed subset of the space CE+LP(Y, X) consisting
of all functions with norm || - [|z+rin(y, x) bounded by the constant B.

3.1. Closure of C" balls in weak topology. We quote proposition A2 in
[Lan73], as it will be used several times throughout this paper. It can be interpreted
as C{“ +Lip (Y, X) is closed under pointwise weak topology on X. A related notion,
quasi-Banach space, was used in [HT97].

LEMMA 6 (Lanford). Let (un)nen be a sequence of functions on a Banach space
Y with values on a Banach space X . Assume that for all n, vy,

[Diun(y)| <1 §j=0,1,2,...,k,

and that each D*uw,, is Lipschitz with Lipschitz constant 1. Assume also that for each
y, the sequence (un(y)) converges weakly (i.e., in the weak topology of X ) to u(y).
Then,

(a) u has a Lipschitz kth derivative with Lipschitz constant 1;

(b) Duy,(y) converges weakly to DIu(y) for all y and j =1,2,... k.
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Note that the assumption of weak convergence of (u,(y)), and part (b) in the
conclusion imply that ||D7u(y)| <1 for all y and j = 0,1,2,...,k.

As mentioned in [Lan73], if X and Y are finite dimensional, the above lemma is
just an application of the Arzela—Ascoli theorem. This is actually the only case we
need. For the proof of the above lemma in the general case, we refer to [LanT73].

3.2. Faa di Bruno formula. We also quote the Faa di Bruno formula, which
deals with the derivatives of the composition of two functions.

LEMMA 7. Let g(z) be defined on a neighborhood of x° in a Banach space E,
and have derivatives up to order n at x°. Let f(y) be defined on a neighborhood of
yY = g(2°) in a Banach space F, and have derivatives up to order n at y°. Then, the
nth derivative of the composition h(z) = flg(z)] at 2° is given by the formula

n n i
(3.1) hn:;fk (X;)n'l:[l(k'g)w

In the above expression, we set

_ dn 0 _ dk 0 _ ' 0
ho = o2 @), fu= dykf(y ) 9i = 759",

and
p(n, k) = {(Ah...,)\n) TN ENDY N =k i) :n}.
i=1 i=1

This can be proved by the chain rule and induction. See [AR67] for a proof.

3.3. Interpolation. The interpolation inequalities will also be used many times.
One can refer to [Had98, Kol49, dILO99] for some related work. We quote the following
result from [dILO99.

LEMMA 8. Let U be a convex and bounded open subset of a Banach space E and
F be a Banach space. Let r, s, t be positive numbers, 0 < r < s <t, and p = i:i
There is a constant M., such that if f € C*(U, F), then

1—
Iflles < Mrtll G 11l e

4. Main results.

_ 4.1. Results for prepared equations. Under the assumption that the map
Y : (TxR)?2xR, — R? has bounded derivatives up to any order, r o K : TxR — [0, h]
has bounded derivatives up to any order, we have the following.

THEOREM 9 (zero order). For any given integer L > 0, there is g > 0 such
that when 0 < & < gq, there exist an w > 0 and an L times differentiable map
WO : T — T x R, with Lth derivative Lipschitz, which solve (2.13).

Moreover, for initial guess w°, and W%0(0) satisfying the periodicity condition
(2.10), if they satisfy the invariance equation (2.13) with error E°(6), then there exist
unique w, WO(0) (satisfying the periodic condition (2.10)) closed by solving the same
equation exactly with

(4.1) WO — WOl < CE°|e®, 0<I<L,
w” = w| < CIIE®||co
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for some constant C', where C may depend on €, wqy, Ao, |, L, and a prior bound for
WO s Lip. In fact, W° has derivatives up to any order.

Moreover, we have the following.

THEOREM 10 (all orders). For any given integers N > 2 and L > 2+ N, there
is €9 > 0 such that when 0 < e < g, there existw >0, A <0, and W : TxR — T xR
of the form

N—
(4.3) W(,s) = Wi(0)s? +W~>(0,s)
j=0

[u

which solve (2.7) in a neighborhood of s = 0.

Where WO : T — T x R is L times differentiable with Lipschitz Lth derivative,
for1 <j<N—-1, Wi :T = T xR is (L—1) times differentiable with Lipschitz
(L — 1)th derivative, and W~ is of order at least N in s and is jointly (L —2 — N)
times differentiable in 0 and s, with (L — 2 — N)th derivative Lipschitz.

Moreover, if w®, W%0(9), \°, W19(9), W79(9), and W>°(0,s) satisfy the in-
variance equations (2.13), (2.14), (2.15), and (2.16), with errors E°(6), E1(0), E(0),
and E> (0, s), respectively, then there are w, W9(0), X, WL1(0), W(0), and W> (0, s)
which solve (2.13), (2.14), (2.15), and (2.16). Therefore, (2.7) is solved by w, A\, and
W (8, s) of above form (4.3). For 0 <1< L —2— N, we have

N—1
W (0,5) = > W0(0)s? —W>0(8,5)|
7=0
(4.4) N1 N
c( 1B oot + |E>||0N|s|N) ,
7=0
w - < C(IEcn),
(45) A=\ < CIE o)

for some constant C depending on €, wo, \o, N, I, L, prior bounds for ||
W3 L 14 nip, 5 =1,...,N — 1, and derivatives of W>°.

Remark 11. In Theorem 9, W°(#) is unique up to a phase shift.

Remark 12. The above theorems are in a posteriori format. The main input
needed are some functions that satisfy the invariance equations approximately. These
can be numerical computations (that indeed produce good approximate solutions) or
Lindstedt series; see, for example, [CCdIL20].

Notice that with these theorems, we do not need to analyze the procedure used
to produce the approximate solutions. The only thing that we need to establish is
that the solutions produced satisfy the invariance equations up to small errors.

The a posteriori format of the theorem leads to automatic Holder dependence of
the solution W° on ¢ and Y.

It suffices to observe that if we consider W° solving the invariance equation for
some €1, Y7, it will solve the invariance equation for €5,Y> up to an error which is

bounded in the C! norm by C (le; — 2] + ||Y1 — Yal|co)" T,
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As a matter of fact, one of the advantages of our approach is that it leads very
easily to smooth dependence on parameters.

THEOREM 13. Consider a family of functions Y, r, as above, where n lies in an
open interval I C R. Assume that Y, and r, are smooth in their inputs as well as in
1, with bounded derivatives.

Then for any positive integer L, there is a small enough positive €y such that when
€ < €o, for each n € I, we can find wy, Wg solving (2.13).

Furthermore, Wg(@) is jointly CTHE® inp, 0.

THEOREM 14. Under the same assumption as in Theorem 13, for any given in-
tegers N > 2, and L > 2+ N, there is a small enough positive g such that when
€ < go, for each n € I, we can find wy, W,?, Ans Wg, j=1...,N—1, and W7 (0,s),
which solve the invariance equations (2.13), (2.14), (2.15), and (2.16).

Furthermore, Wg(ﬁ) is jointly CEHE® jnn, 6; Wﬂ] (0),j=1,...,N—1, is jointly
CEITE® iy, 0; W (0, 5) is jointly CP=2=N+EP in 0, and s.

Note that the regularity conclusions of Theorem 13 can be interpreted in a more
functional form as the mapping that to 7 associates W, is C**“P when the space
of embedding W is given the CL~¢ topology. Similar interpretation can be made for
Theorem 14. This functional point of view is consistent with the point of view of
RFDE where the phase space is infinite dimensional.

4.2. Results for original problem in a neighborhood of the limit cycle.
Note that to find the low order terms, W7 (j = 1,..., N—1), for small €, the extensions
are not needed. Heuristically, the low order terms are infinitesimals. Hence, to
compute them, it suffices to know the expansion of the vector field.

More precisely, if we take the initial guess for the zero order term as W%0(9) =
(), the error for this initial guess is of order . Then by Theorem 9, the true solution
WY is within a distance of order € from W%°(6). Therefore, with € being small enough,
we have supger [W9 ()] < 1, we are reduced to the case without extension:

W(WO(G)) =ro K(WO(G)),
Y(WO(0), Wo(0;w),) = Y (WO(0), WO (6;w),e),

where
ga) = W0 — wr o K(W°(H))).

Then we can rewrite the invariance equation for W0, (2.13), as

(4.6) wd%WO(o) - (W%(@) = Y (WO(0), WO(0;w),e).

Similar arguments apply for the equations for W' and W/’s (2 < j < N — 1) if
we look at expressions of ' in (6.20), Y” in (6.32), and the form of R7.

We can find 0 < 87 < % such that W (T x [—s1,s1) C T x [-3, 3], and W(T X
[—s1,51]) C T x [—4, 1]. Therefore, the original problem is solved in a neighborhood
of the limit cycle by applying the results in section 4.1.

For the original problem in section 2, we have the following.

COROLLARY 15 (limit cycle). When € < &g in Theorem 9 is so small that
supger |WS(0)] < L, (2.2) admits a limit cycle close to the limit cycle of the unper-
turbed equation. If w, W° solve the invariance equation (4.6), then K o W9(0) gives
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a parameterization of the limit cycle of (2.2), i.e., for any 6, K o W°(0 + wt) solves
(2.2) for allt.

We can also find a two-parameter family of solutions close to the limit cycle:

COROLLARY 16 (isochrons). For small € as in Corollary 15, there are isochrons
for the limit cycle of (2.2). If w, A\, and W : T xR — T x R solve the extended
invariance equation (2.7), then there exists 0 < so < 1 such that KoW (6, s), |s| < so,
gives a parameterization of the limit cycle with its isochrons in a neighborhood, i.e.,
for any 0, and s, with |s| < sg, K o W(0 + wt, se’) solves (2.2) for all t > 0.

One can formulate dependence on parameter results using Theorems 13 and 14.
The cut-offs and extensions should be carried out in a way that preserves the smooth-
ness with respect to parameters, which can be done by applying the bump functions
in the same way for all the elements in the family. Note that only the higher order
term W~ requires extension. We omit the precise formulations here.

4.3. Comparison with results on RFDE based on time evolution. The
persistence of a periodic solution under perturbation for RFDE is presented in Chapter
10 of [HVL93], notably Theorem 4.1. In this section, we present some remarks that
can help the specialists to compare our results with those obtainable considering the
time evolution of RFDEs.

The setup presented there does not seem to apply to our case since the phase space
considered in [HVL93] is the space of continuous functions on an interval, namely,
C°[—h,0], and they require differentiability properties of the equation which are not
satisfied in our case. Note also that we can obtain smooth dependence on parameters
(see Theorem 13). Obtaining such smooth dependence using the methods based on the
evolutionary approach would require obtaining regularity of the evolution operator,
which does not seem to be available.

More precisely, if we employ the notation z; as a function defined on [—h, 0], with

xi(s) = x(t+ s)
for s € [—h,0], we can write our SDDE (2.2) as
L(t) = F(x,€),

where we define F(¢,e) := X (¢(0),ed(—r(¢(0)))). For ¢ = 0, we have an ODE,
which can be viewed as a delay equation, with a nondegenerate periodic orbit (see
[HVLI3]). However, the above F' cannot be continuously differentiable in ¢ if ¢ is
only continuous. This obstructs application of Theorem 4.1 for RFDE in [HVL93].

It is very interesting to study whether a similar method to the one in [HVL93] can
be extended to our case with some variations of the phase space (solution manifold; see
[Wal03]). However, since only C'! regularity of the evolution has been proved [Wal03]
(higher regularity of the evolution in SDDE seems problematic), one cannot hope to
obtain more than C' dependence on parameters. On the other hand, the method in
this paper allows one to get rather straightforwardly higher smoothness with respect
to parameters for the special solutions considered here. See Theorem 13. We mention
that some progress in continuation of periodic orbits is in [MPN86, MPNP94].

Considering RFDEs as evolutions in infinite-dimensional phase spaces, [HVL93]
establishes the existence of infinite-dimensional strong stable manifolds for periodic
orbits corresponding to the Floquet multipliers smaller than a number.
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Again, we remark that there are some technical issues of regularity of evolutions
in the phase space of SDDE to define stable manifolds and even stability. We hope
that these regularity issues of the evolution can be made precise (using techniques as
in [Wal03, MNnO17, MPN11]).

Nevertheless, there is a very fundamental difference between the manifolds we
consider and those in [HVL93].

If we consider the unperturbed ODE as an RFDE in an infinite-dimensional phase
space, the Floquet multipliers are 1 with multiplicity 1, exp (j‘)—g) with multiplicity 1,
and 0 (with infinite multiplicity). With C''-smoothness of the evolution as in [Wal03],
under small perturbation, the new Floquet multipliers are closed by (one exactly 1,
one close to exp(:‘)—g), and infinitely many near 0).

The theory developed in [HVL93] attaches an infinite-dimensional manifold to
the most stable part of the spectrum in the case of RFDEs. That is the strong stable
manifold.

Although the stability for all the solutions in a neighborhood of the limit cycle is
out of the scope of the present paper, heuristically, the manifold that we consider here,
in the infinite-dimensional phase space, is attached to the least stable Floquet multi-
plier, hence it is a slow stable manifold from the infinite-dimensional point of view.

We think that the finite-dimensional manifold we obtain is more practically rele-
vant than the strong stable manifold. We expect that infinitely many modes will die
out very fast and, therefore, be hard to observe. All the solutions of the full problem
will be asymptotically similar to the solutions we consider. In summary, solutions
close to the limit cycle will converge to the limit cycle tangent to the slow stable
manifolds described here. One problem to make all this precise is that the evolution
is only known to be C.

Our motivation is to obtain solutions which resemble solutions of the ODE, in ac-
cordance with the physical intuition that the solutions in the perturbed problem—in
spite of the singular nature of the perturbation—look similar to those of the unper-
turbed problem (this is the reason why relativity and its delays were hard to discover).

One of the features of the formalism in this paper is that it allows one to describe
in a unified way the solutions of the SDDE in an infinite-dimensional space and the
solutions of the unperturbed finite-dimensional ODE.

Of course in this paper, we only deal with models of a very special kind (we
indeed have the hope that the range of applicability of the method can be expanded;
the models considered in this paper are a proof of concept) but we obtain rather
smooth invariant manifolds and smooth dependence on parameters with high degree
of differentiability. Furthermore, the proof presented here leads to algorithms to
compute the limit cycles and their manifolds. These algorithms are practical and
have been implemented; see [GYdIL19].

It is also interesting to investigate whether evolution based methods lead to com-
putational algorithms [Gim19] and compare them with the algorithms based on func-
tional equations as in [GYdIL19).

5. Overview of the proof. In (2.13), w and WY are the unknowns. Under a
choice of the phase, we define an operator such that its fixed point solves (2.13). We
will show that when ¢ is small enough, the operator is a “C°” contraction and maps a
CLFLP hall to itself. Then one obtains the existence of the fixed point (w, W?), and
that W in the fixed point has some regularity. Therefore, (2.13) is solved.

In (2.14), X and W are the unknowns. We will impose an appropriate normal-
ization when defining the operator to make sure the solution is uniquely found, and
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that W is close to the identity map with appropriate scaling factor. Then similarly to
the above case, for small enough ¢, this operator has a fixed point (A, W1) in which
W1 has some regularity.

In (2.15), W7 is the only unknown. We define an operator which is a contraction
for small enough . The operator has a fixed point with certain regularity solving the
equation.

In (2.16), W~ is an unknown function of 2 variables. We will define an operator
on a function space with a weighted norm, then prove that for small €, this operator
has a fixed point in this function space, which solves (2.16).

We emphasize again that for small enough &, the equation for W~ is the only
place where extension is needed (recall section 4.2).

There are finitely many smallness conditions for €, so there are €’s which satisfy
all the smallness conditions.

The same idea will be used for proving the smooth dependence on parameters.

6. Proof of the main results.

6.1. Zero order solution. In this section, we prove our first result, Theorem
9.

Recall (2.13), the invariance equation for w and W9, which is obtained by setting
s=0in (2.7). S

Componentwise, W9 = (WP, W) and Y = (Y 1,Y3), we have the equations as

(6.1) w%WP(Q) iy = 7 (WO(0), WO(6; w)e)
and
(6.2) wiwg(e) — AW2(0) = Yo (WO(0), WO(B;w), £).

do

Taking periodicity condition (2.10) into account, we define an operator I'° as
follows:

a I'Y(a, Z)
|z | ) = | 13(a, 2)(6)
Z2 Fg(mZ)(@)

wo +e [y Y1(Z(), Z(6;a),)dd
roiezy (wof +¢ N V1(2(0), Z(0;a),¢)do)
e [0 eY 5 (Z(0 — at), Z(0 — at;a), €)dt

Notice that if T'” has a fixed point (a*, Z*), then (2.13) is solved by w = a* and
WY = Z*; at the same time, periodic condition (2.10) is satisfied.

Remark 17. As we can see, the operator I'° depends on &; however, to simplify
the expression, we do not include € in the notation of the operator I'°.

Remark 18. Similarly to Remark 1, we will not have uniqueness of the solution
to invariance equation (2.13). Once we have a solution W°(f) to the equation, for
any 6y # 0, W°(0 + 6,) will also solve the equation, which is called phase shift. This
is indeed the only source of nonuniqueness.

By considering the operator (6.3), we fix a phase by I'S(a, Z)(0) = 0.
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For the domain of TV, we consider the closed interval I° = {a : |[a — wo| < 4},
For fixed positive integer L and positive constant B, define a subset of the space of
functions which are L times differentiable with Lipschitz Lth derivative as follows:

COLJrLip ={f| f: T—TxR,f can be lifted to a function from R to R?,
still denoted as f, which satisfies f(0 +1) = f(6) + ({),

(6.4) f1(0) =0, || fllz+Lip < B},

Il =, o {sup 12 @), Lz‘p(fi“))}.
0€[0,1]

i=1,2,k=0,...,L

Define D° = 19 x CH then T? is defined on D°. We have the following.
LEMMA 19. There exists € > 0, such that when ¢ < £°, T°(D°) c D°.

Proof. For (a,Z) € D°, by assumption, we have that Y(Z(6),Z(0;a),¢) is
bounded by a constant which is independent of choice of (a,Z) in D°. Then, one
c%n choose ¢ small enough such that I'{(a, Z) = wg + € fol Y1(Z(0), Z(0;a),¢)dd is in
I°.

Now consider I'Y(a, Z)(0) = W(woa + gfoa Y1(Z(0), Z(o; a),e)do). First we
observe that

I'9(a, 2)(0 +1) =T9(a, Z)(0) + 1.

Then we need to check bounds for the derivatives

d 1 — .
—T9(a,2)(0) = =5—— Y1(Z(9), Z(6; .
do 2(@, )( ) F?(a,Z) (CUO+€ 1( ( )7 ( ’a)?E))
By Faa di Bruno’s formula in Lemma 7, for 2 < n < L, %Fg(a,Z)(H) will be a
polynomial of a common factor %, each term will contain products of derivatives

— —_— 1 ’ J— —_—
of Y1, Z, and ro K up to order (n — 1). By assumption on Y; and ro K, for
(a,Z) € D, if we choose B to be larger than 2, then for small enough &, I'(a, Z)(6)
on [0,1] has derivatives up to order L bounded by BY and Lth derivative Lipschitz
with Lipschitz constant less than B. N

For I'§(a, Z)(0) = ¢ [~ €'Y 3(Z(0 — at), Z(0 — at; a),e)dt, it satisfies

Y(a, 2)(6 + 1) =T3(a, Z)(6).

To establish bounds for the derivatives of I'S(a, Z)(#), we apply a similar argument as
above. Notice that for n < L, 8%,72(2(9 —at), Z(0 — at;a),e) will be a polynomial
with each term a product of derivatives of Y5, Z, and ro K up to order n. With
regularity of Y, and ro K, for (a,Z) € D° |22V 2(Z(0 — at), Z(0 — at),e)| will
be bounded. Therefore, for small enough e, T'9(a, Z) has derivatives up to order L
bounded by B° and its Lth derivative is Lipschitz with Lipschitz constant less than
B,

If we take € such that the above conditions are satisfied at the same time, then
for € < €%, we have I'°(D") c DO. 0

We now define a distance on D, which is essentially C° distance. Under this
distance, the space D° is complete. For (a, Z) and (a/,Z’) in D°,

(6.5) d((a, 2),(a’, 2")) :=la —d'| +|Z = Z'|,
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where

66)  |z-2|= max{sgpzue) - ZL(0) 500 |22(0) - Zs<e>|}.

LEMMA 20. There exists € > 0 such that when ¢ < €°, under the above choice of
distance (6.5) on DY, the operator T is a contraction.

Proof. We will show that for € small enough (the explicit form of smallness con-
ditions will become clear during the proof), we can find a constant po < 1 such that
for distance defined in (6.5)

(6.7) d(I(a, Z2),I°%(d', 2")) < po - d((a, 2), (d’, Z")).
Note that
d((a, 2),1°(d’, 2")) = 1% (a, Z2) = T1(d', Z2")]
(6'8) 0 0 0(, 1 7! 0(, 1 7!
+ H(FQ(CL,Z),F?)(CL,Z)) - (F2(a ’Z )7F3(a >Z ))H

More explicitly, the above distance is

/ V1 (2(0), Z(6: 0), €)do — / V1(Z'(0), Z/(0: a'), £)d0
0 ~
+max{sup Fo(l 7) (w09+5/0 Y1(Z(0), Z(0;a),e)do)
1 o_ ~
(6.9) _ W(Moeﬂ/o Y1(Z'(0), Z(0: '), £)do) |,

gsup
0

/ e,\ot72(Z(9 — at), 2(0 —at;a),e)dt
0

- / MY (Z'(0 — a't), Z'(0 — a't;a’), € )dt }
0

Now we consider each term of the above expression (6.9). Note that in the above
expression, it suffices to take the supremums for 6 € [0, 1], which follows from period-
icity condition (2.10). By adding and subtracting terms, we have

V1(2(0). 2(6:0).2) = V1(2'(6), 2 (6:). )

= [Y1(2(0), 2(0 — ar o K(Z(0))),¢) = Y1(Z'(0), Z'(6 — a'r o K(2'(9))), ¢)|
< |Yi(2(0),2(0 — ar o K(Z(0))),¢) = Y1(Z'(0), Z(0 — ar o K(Z(0))), ¢)|
+ |Y1(Z'(0), Z(0 — ar 0o K(Z(0))),e) — Y1(Z'(0),Z'(6 — ar o K(Z(0))),¢)|
+ |?1(Z’(9), Z'(0 —aro K(Z(0))),e) —Y1(Z2'(0),2' (0 —a'r o K(Z(@))),e)’

+|Y1(Z'(0),Z'(0 — dr o K(Z(0))),e) — Y1(Z'(0),Z'(0 — d'r o K(Z'(0))),¢)]| .

By the mean value theorem, and the fact that (a,Z) and (a’, Z’) are in DY, we
have

Y1(2(0),Z(6;0),e) — Y 1(Z'(8), Z'(6;d'),¢)|
< 2|DY|||Z — Z'|| + |DY 1 || DZ'||[r o K||la — o]
(6.10) + DY [||DZ' ||| D(ro K)|[|1Z — 2|
< |IDY: || (2+ B%ld||DGro K)|) 12 - 2|
+ | DY || B o Kll|a — o],
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where the norms are supremum norms on R or R? (defined as above in (6.6)), and
(6.11) DY 1] = max{[[D1Y 1], | D2Y 1|},

where ||D;Y1]|, i = 1,2, is the supremum of the operator norm corresponding to the
infinity norm defined on R2.
By (6.10),

09(a, 2) = T9(a, 2')| < £ DY || (2+ B[ DG o K)|I) 12 — 2]

(6.12) _
+eB°|| DY |[[r o Kllla — o]

Now consider the first component of the maximum for 6 € [0, 1] in (6.9); by adding
and subtracting terms, we have

|T9(a, Z) = T9(d’, Z")|
1 ~ —_ P
< w7120 20).0)0 - V1(20).2710).)| ap
e ) \?1(2'(9),’27(9;a'),5)) do
T%(a, Z)T0(a’, Z1)]

|wol
9 (a, Z)T9(a’, Z'

< woegy | [71(20).20).00 7,20 70).0)| a9

|wol + e[| Y4 ||
Y9 (a, Z)T9(a’, Z'

|F(1)(a’a Z) - F(l)(a/a Z/)|

(6.13)
+

I IT9(a, Z2) = TY(a’, Z")|

+ I T9(a, Z2) = T9(d’, Z")|.

By (6.10) and (6.12), with I'{(a, Z), T'9(a’, Z') € I°, we have

M9(a, 2) - T(a’, 2|
elwol + 2T ]| + e, 27|
(6.14) = e 2)0%(@, 2]

(IDYlllBOIITOKIIIa—a’I
LDV (2 4+ B IDGER)) 12 Z’|).

For the third term, similarly to before, we add and subtract terms, then use the
mean value theorem to get the estimate

(6.15)
Yo(Z(0 — at), Z(6 — at;a),e) — Yo(Z' (0 — d't), Z'(6 — d't;d'), €)
< 2| DY Z - Z'|| + 2t| DY ||| DZ'[|la — a'| + | DY 2[[|[DZ"|[[|r o K|[|a — o|
+ DY || DZ'|[|d'[|D(ro K)|[|1Z — Z'||
+t| DY ||| DZ'|*|a'[|D(r o K)||a — d'|
< || DY2||(2+ B°la'[|| D(ro K) )| Z - Z'|
+ BY||DY|[[r o K|[|la — a'| + tB°(| DY 2[| (2 + B°|/|| D(r o K)||)]a — d'l,
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where || DY 5|| is defined similarly to (6.11). Then,
|Fg(a, Z), 7Fg(a/7 ZI)|

_ 1 — . |FoEK]
(6.16) < ¢|| DY || B (2 2+ Bld[|D(ro K)|)) = =——]la —d|
A2 o

5 —
- /\*OIIDYzl\(2 +B°ld'[||[D(ro K))|1Z — Z']).

With the above estimates for each term (6.12), (6.14), and (6.16), we have that
for the distance defined in (6.5), d(I'°(a, Z),T%a’,Z’)) is smaller than the sums of
the right-hand sides of (6.12), (6.14), and (6.16). More precisely,

(M, 2), 1w, 2)) < crla — o] + ol Z — 2],

where

—_— — Y I, 2" DY
(ﬁ:anVoK”Ouan4_wa+enl+lw, n)_n ﬂ)

IT9(a, 2)T(a’, Z")) Ao

B R
+ 5)\—%||DY2H (24 B°|d'||D(ro K)|)

and

_ Y % . 7’ %
Cs :E(2+BO|GIH|D(TOK)H) (HDY1|| <1+ |w0| +€|| 1” +| l(a’ L )|> N HD 2”) )

09 (a, 2)T(a’, Z"))| Ao

Since a, a’, TY(a, Z), and T'{(a’, Z') are all in I°, we have

— 4 4e||Y 6 DY
¢ < eB%ro K| (||DY1|| <1+ lwo + 4T ]l + ""‘)')— ” 2”)

|wol? Ao

); L — —
+e 7 IDYll(2+ B°|a'[||D(r o K)))
0

and

S — 4|wo| + 4e||Y 1] + 6|w DY
er 24 B YIDGET) (107 (14 Dol DI Seoly 1DV

jwol?

Because ¢; and ¢y are bounded by e multiplied by some constants, they can be as
small as we want when € is small. Therefore, for sufficiently small €, we can find a
constant o < 1 such that (6.7) is true and I'? is a contraction. d

Take any initial guess (w® W%°(9)) € D°. For example, one can take w = wp,
WO0(9) = (8). Iterations of this initial guess under I'° will have a limit by Lemma
20. Then Lemmas 19 and 6 ensure that the limit is in DV. Therefore, we have a
fixed point of TO in DY, that is, there exist w > 0 and W° in C4™ such that
(2.13) is solved. Moreover, by the contraction argument, we know that the solution is
unique. Therefore, w is unique, W9 is unique in the COL +Lip space for the fixed phase

Wo(0) = 0.
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Now we prove the a posteriori estimation part of Theorem 9. Since I'V is a
contraction on D°, we know that

d((w°, W0, (w, W) = Jim d((w, W0, (1)F (W, W"9))
< i(ﬂo)kd((wo, W), T, W0))
k=0

1
Nl < 0 0,0y 10,0 0,0y}
(6.17) < 17M0d((w ,WO0), 0w, W)

It remains to estimate d((w®, W%0),T%w? W%0)) by ||E°||, where the norm is the

maximum norm defined in (6.6). We have

E°(0) = MO%WO’O((;) - <

wo

B 0,079\ T570,0/pn., .0
s ) = <Y V00, 700600, ),

<E9(9)> _ WO LW (0) — wo — V1 (WOO(6), WO (6;00), )
WO LWO(0) — NoWy 2 (0) — Y o(WO0(0), WO0(0;u0), €)

and
A((°, W), TO (w0, W0))

1
< w0+6/ Y1i(W0(0), Wo0(6;w°),e)dd — u°
0

(%
+sup wnt+ [ Fi(W00), W0 10).2)do) ~ W)
0 0

e
9 (wo, Wo)

+sup |e / Y (W00 — wOt), WO0(6 — wOt; w°), e)dt — WZO’O(G)‘
2 0

<

/01 E(f(e)do' +

/ et ES (O — wot)dt‘
0

0
/ EY(o)do| + |[W°
0

| \/ B0y )

/00 EY(0)do

1
MR (

(%)
<14 —
|wol

For 6 € [0,1], we have

+

/ et EY(H — wot)dt’ .
0

2 +2BY 1
d((w”, W), 1w, W) < (1 + +> 1B = 122l
|UJO| )\0
Combining this with inequality (6.17), we have
1 2+ 2B° 1
(618) (6 W0, (w0 0) < = | (14 ) 1Ele, = 3188l
L= po |wol Ao

By the definition of the norm, (4.2) and the [ = 0 case of (4.1) are true for a constant
C, which depends on ¢, B°, wg, Ag.
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For other values of [, one can use the interpolation inequality in Lemma 8, to get

1—1L

l €z
W = Woller < el L)W = Wollo ™ W = WYIE,

(6.19) o -, "
< e(l, D)Wy = Wl o ™ (2B7) 7.
Similar estimates can be done for the second component; this finishes the proof of the
estimations in Theorem 9.
For the solution of (2.13), note that K o W(# + wt) solves the equation (2.2):

d

Ko WO0+ wt) = X(KoW°(0 +wt), Ko W20 + w(t — r(K o W (0 + wt))))).
If W0 is L times differentiable, then the right-hand side of the above equation is L
times differentiable, as is the left-hand side. Using the fact that K is an analytic local
diffeomorphism, one can conclude that W0 is (L+1) times differentiable. A bootstrap
argument can be used to see W0 is differentiable up to any order.

6.2. Proof of Theorem 10. With Theorem 9, w and W?° are known to us. To
prove Theorem 10, we have to consider the equations for the first order term, the jth
order term, and then higher order term in s. We will obtain A\, W' solving the first
order equation (2.14), W7 solving (2.15), and then W= which solves (2.16).

6.2.1. First order equation. Recall that for the first order term, we have an
invariance equation (2.14); see also below:

0

d W(0) + AW(9) — (Aowg(o)

il _ 51 0 1571
Wy )—EY @ W W e),

where

(6.20) V(0,0 WO, W, e) = AO)W'(0) + BO; W (0 — wr o K(W°(6))),

A(0) = —wD, Y (WO(0), WO(0),e) DWO(0 — wr o K(W°(6)))D(r o K)(W°(6))
(6.21)
+ DiY (W (6), WO(6),¢),
and
B(0;\) = e oKWV @) DV (WO(0), WO(0), ¢).

_Note that in the expressions of A and B above, we suppressed w in the expression
of W°. We do this to simplify the notation, since w is already known from Theorem
9.

Remark 21. Since ?1(0,)\,W0,W1,5) in (6.20) is linear in W1, (2.14) for W1
is linear and homogenous in W!. Hence if W1(6) solves (2.14), so does any scalar
multiple of W(6).

Componentwise, we have the following two equations:

(6.22) w%wf(e) FAWE(0) = 7, (0,\, WO, W &),
(6.23) w%wg(e) + (A= M)W () = ¥4 (0, A, WO, W, ).
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As already pointed out, for the unperturbed case, W could be chosen as the
identity map. So after adding a small perturbation, W'(6) ~ (9). We will be
able to find a unique W' close to ({) solving (2.14) by considering the following
normalization:

(6.24) /0 1 Wy (0)do =

Remark 22. It is natural to choose normalization (6.24), since, under small per-
turbations, we have W1(6) ~ (9). Meanwhile, one can show that A does not depend

on the choice of normalization as long as fol W4 (6)do # 0.

From now on, since W9 is already known to us, we will omit W9 from
—1
Y (05 A? WO? Wl’ 8)’

and denote it as V' (0, \, W1 g). We define an operator I'' as follows:

(6.25)
b Li(b, F)
DU Fu ) (0) = | T3(b, F)(0)
Iy Li(b, F)(0)
No+ef) Y2 (0,b, F,)do
= —e [ ety (9—|—th b F,e)dt ;
C(b, F)+ = [PV abFe ([} V5(0,b, F,e)d0) Fy(o)do
where
e [t
CbF)=1- —/ / Y, (0,b, F,e)dodf
(6.26)

(/Y 0bFed9>//Fg )dodf

is a constant chosen to ensure that I'i(b, F') also satisfies the normalization condition
(6.24), i.c., [, Th(b, F)(6)d6 = 1.

Similarly to the previous section, section 6.1, for the domain of I'!, we consider
the closed interval I' = {b: b — \g| < @}, as well as the function space

CEML® — (| f: T — T xR, f can be lifted to a function from R to R,
still denoted as f, which satisfies f(0 + 1) = f(0),

1
IfllL-14Lip < Bl,and/ f2(0)do = 1},
0

where

||fHL—1+Lip = . ma)sl L { sup ||fi(k)(9)H, Lip(fi(Ll))}

1,2,k=0 0€l0,1]

L is the same as in Theorem 9, and B! is a positive constant.
Let D' := I x CF71 be the domain of I'. We have the following.

LEMMA 23. If € is small enough, T*(D') C D?.
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Proof. Since Y, 5(0,b, F,¢) is bounded, for small &, we have I'}(b, F) € I'.
Now consider Fl(b, )(6); we first have to show that

T3(b, F)(6 + 1) = Ty (b, F)(9).

This follows from the fact that 71(0 +1,b,Fe) = Yi(ﬁ,b, F,¢), which is true by
periodicity of W as in (2.10), of F, and of 7 o K with respect to its first component.
Now we check if ddenl"l(b F)(0),0<n <L-1,is bounded. Notice that

a4 ®
a6, F)(60) = 75/0 o Y1 (0 +wt, b, F,e)dt.

By the dominated convergence theorem, it suffices to check that -2 Bo7 1(0+wt, b, F,e)

is bounded. Using Faa di Bruno’s formula in Lemma 7, boundedness of 8(;; 71 10+
wt, b, F,¢) is ensured by assumptions on Y, 7o K, and W, as well as F € CF~ HL”’
Then for £ small enough the derivatives can be bounded by B'. The bound for
Lipschitz constant of -2 P Fg(b F)(0) also follows.

For T'3(b, F)(6), we first show that it is periodic. Notice that

d €—1 € T
Lr40.F)(0) = SV500,F.0) - </0 V0. F, s)d&) £y (0)

(6.27)
is periodic. Hence, to show periodicity of I'i (b, F')(6), it suffices to see that T'3 (b, F')(0) =
I'i(b, F)(1), which is true because fol F5(6)dg = 1. The choice of the constant C(b, F')

ensures that the normalization condition fol Ii(b, F)(0)df = 1 is also verified.
Taking derivatives of (6.27), we have for 2 <n <L —1

d" dm="1 7L dn—1
LTy F)(0) = (dg S Ta(0.b.Fe) (/ V0,6, F, 5>d9) WB(@)),

which will be £ multiplied by bounded functions due to the assumptions on Y, roK,
and WO, as well as F e L1 HEP, When e is small, they will all be bounded by B!;
similarly for the Lipschitz constant of -2 dOL 5 Fl(b, F)(6).

Hence for € small enough, where the smallness condition depends on the bounds of
the derivatives of Y, r o K, B, and B!, but not on the specific choice of (b, F) € D!,
we have that (T1(b, F),T4(b, F)) € L' This finishes the proof. 0

Recall the distance introduced in (6.5):

d((a, 2), (a’, Z")) = la —d| + |2 = Z'|,

where

12 - 2] = {sup | 22(6) = Z10). 5w |22(6) - 2301 |

LEMMA 24. Under the above definition of distance on D', for small enough e, T'!
18 a contraction.

Proof. We will show that for e small enough, we can find a constant 0 < p; < 1
such that

(6.28) d(TY (b, F), DY, F)) < py - d((b, F), (b, F")).
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Note that
d(T'* (b, F), T (b, F))

1
<e / Yé(a,b,F,s)—Yé(a,b’,F’,e)de‘
0

+ esup / ebt?1 (0 + wt, b, F,e) — eb/tYi(G +wt, b, F, a)dt’
o 1Jo
(6.29) R 0, 1
+ w5y sup Y,(o,b, F,e) — < Y, (0,0, F, s)d@) Fs(o)do
0 0

4 1
—/ Y;(U,b’,F’,a)—&—(/ Y;(e,b’,F’,a)cw) F)(0)do
0 0

F|C(F,b) — C(F', V).

As before, we will consider each term of the right-hand side of the above inequality
(6.29).
Recall that ¥ has the form (6.20)

Y0, W' &) = AO)W(0) + B(O; W0 — wr o K(WO(6))).

If we use the notation

A11(9) A12(9) . o 311(9; )\) 312(0; )\)
AW) = (A21<e> A22(9)> o BN = <321(9; ) Baa(0; A)) ’
then
V10N WY€) = A (0)WL(0) + Aia(0) W3 (0)
+ Bi1(6; VW (0 — wr o K(WO(8)))
+ B2 (6; W5 (0 — wr o K(W°(6)))
and

V(0,0 W' &) = Asi ()W (8) + Az ()W (6)
+ Ba1(6; )\)Wll(g wr o ( (‘9)))
+ By (0; W (0 — K(W°(9))).

We estimate
|B(6;b)| < e~ 5MollroK]|| IDsY|
and
1B(6:b) — B(6:1)] < || Do |le #2ImEI |75 K| [b — b

Also, if we define ||A|| = maxg ||A(0)]|, where ||A(0)]| is the operator norm corre-
sponding to the maximum norm || - || defined in (6.6), then,

V10,0, F,c) — Y, (0,0, F'.,¢)|
<[ A|[|F = F'|| + |B(@; b)||[|F — F'|| + | B(6;b) — B(6;0") ||| F'||
< (| A|| + e~ 32 IKN DoV ||| F — F'|| + BY|| DY [|e= 32 IR o K |[|b — o]
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and, similarly,
V5(0,b, F,e) — Yo (0,0, F'¢)|
< (Al + e= 2 WK DY) | F = F'|| + BY [ Do ||e 32Kl o K |[p — v
Note also that
V1(8,b, Fe)| < BY(|A|| + e~ #lKl | D7) );
similarly,
V5(0.b, F,e)| < BY(||A]| + e~ #I7Kl| D, 7).
Now for the first term in (6.29), we have

IDY(b, F) — T3V, F')| < e(||Al| + e~ 3%l K1 | DY |))|| F — F'|
+ eBY| DY |Je” sl Kl s K b — ¥).

For the second term in (6.29), we have for all 0,

IT3(b, F) — T3 (0, F)|

3 _
< — == (|| A]| 4 e~ 321Kl D,V | F — FY|
2o

3316 *é)‘O‘liKH — _— 3 3
— e DY K||—=— ) —=|lA|l) b=V
o (¢ PIENDT Y (7oK - 55 ) = llal) - o)

For the third term in (6.29), we have

P30, 1) = T30 F)| < (0 2B (4] + e IR DY) P — F|
B! = TR ——
+ o+ BYIDY e Ko R — v,
w

Similarly holds for the last part in (6.29),

€ -4 70 N
IC(F7b)*C(F’,b’)ISm(H?Bl)(IlAIHe sl DY) F = F|
B! — -
! ITF(l + BY)[| DoY||e 32 IR o K b — b

Combine all the estimations above, we can find constants ¢y, ¢ such that,
d(TY (b, F),TY (b, F)) < e(cr]|b — | + e [F — F']).
Therefore, for small enough e, we have that I'! is a contraction, i.e., we can find a

constant uq such that (6.28) is true. |

Taking any initial guess (\°, W?) € D!, we could take \° = \g and W0(9) =
(9), then sequence (I'")"(A\%, W19 has a limit in D!, which we denote by (A, W1).
(A, W1) is the fixed point of operator I'!, hence it solves (2.14). Since the operator is
a contraction, A is unique and W' is unique in the C° sense under the normalization
condition (6.24).
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Similarly to what we have done in estimation (6.17) in section 6.1, notice that

1, 1 1
(6.30) d((O% W), (W) < 7

We will estimate d((A?, W0), THA, Wh0)) by | [EY||. If we write E*(6) in matrix

form, we have

(E%(@) o wkWO0) + NOWL(8) — V(0,00 W0, e)
E3(0) wETWEO(0) + (A0 = X\g)WE0(6) — £V5(6, X0, W0, &) |

d((A%, WhO), THA, W),

Therefore,
A((X, WH0), TH, L))

1
< \Ao+s/ V50,0, W0, )do — \°|
0

(o)
+ Sl;p ’Wll’O(H) + 5/0 e’\ot?i(ﬁ +wt, A0, Wl’o,a)dt’

6
Jrsgp‘C’(/\O,Wl’o)Jrz/ Va(o, A0, W0 )
0

1
- (/ Y50, \°, Wl’o,s)d9> Wi (o)do — WZ}’O((;)‘
0

1 [e3e) 1
2+2B
< /E;(a)de‘+/ eA°tE}(o+wt)dt‘++|||E21||
0 0 w
1 24 2B!
< ——||E} 1+ ——— ) |E!
< plEt+ (14 2225 ) s
3 4+ 4B
< ——||E} +<1+) EJ||.
2|)\0‘H il o 1E2 |l

Then

1 3 44 4B!
6.31 d((A°, WO, A\, Wwh) < ——— { E} +(1+ ) Ei ]
(6.31) (( ), ( ))_1_M1 2|>\0\H 1l o [ £z ||

Therefore, we can find a constant C, depending on e, B!, wy, and Ao such that
A= X°| < C||E'||. This proves (4.5).

6.2.2. Equation for jth order terms. For each j > 2, we can proceed in a
similar manner to find W7. With w, A\, W°, and W' known, equations for the W7’s
are easier to analyze.

Remark 25. As we will see, for a theoretical result, we can stop at order 1 and
start to deal with the higher order term. We include here the discussion for W7’s for
numerical interest.

Assume now that we have already obtained W°,..., W71 and w, \, we are going
to find W7 (). To obtain the invariance equation satisfied by W7, mentioned in (2.15),
we consider the jth order term in (2.7). Note that there are only two terms in the
coefficient of s7 in W (0, s) which contain W7

—wDW(0 — wro K(W°(8)))D(r o K)(W°(0))W7(6)
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and
e MKW O (9 — wr o K(WO(6))).

Therefore, Y is of the form
(6.32) Y7 (0,0, WO, Wi, &) = A(O)W(0) + B; (0)W (0 — wr o K(W°(6))),
where A(6) is the same as in (6.21):

A(0) = —wDsY (W°(6), W (8),e)DW(0 — wrr o K(W°(8))D(r o K)(W°())
+ DY (WO(6), W(8),¢)

and
B;(0) := e MKW O) DY (WO (), WO(0), ¢).

We also note that R’ () will be some expression in the derivatives of Y evaluated at
(WO(0), W (), ¢), multiplied by W, ... WJ~1. Therefore, RI(§) will have the same
regularity as W7—!. We will show inductively by the following argument that W7 is
(L — 1) times differentiable with (L — 1)th derivative Lipschitz.

From now on, we will write Y’ as Y” (6, W9, ¢) for that A and W are known to
us. Componentwisely, W7 should satisfy

(6.33) wd%wﬂ (0) + \jW7 (0) = Y (0, W3, &) + RL(6),
(6.34) wd%wﬂ (0) + (\j — Ao)WH () = Y2(0, WY, &) + RL(6).

Consider functions in the space

Cy P = {f | f+ T — T xR, f can be lifted to a function from R to R?,
still denoted as f, which satisfies f(0 + 1) = f(0),
I fll=1+Lip < B},

where BJ’s are positive constants, and

I fllz—1+Lip =

{ sup ||f§’“><e>|,Lip<f§L”)}.
0€[0,1]

max
i=1,2,k=0,...,.L—1

Similarly to what we have done above, define an operator on the space CijHLip :
, — [;° W( 9+ths)+RJ(0+wt)>dt

(6.35) I(G)(9) =

o ( (0 4+ wt, G, e) + R0+ wt)) dt

Assuming that we have already obtained W* in C,CL*HLZIP fork=0,...,7—1, we
have the following.

LEMMA 26. For small enough €, we have IV (CL IHLlivy < CL 1+Lip
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This follows from A < 0 and (A\j — Ag) < 0 for 7 > 2 and the regularity of

wo. ... Wi, ?], and R?. Moreover, we have € in front of the expression. Since this
is very similar to the analysis of W% and W, we will omit the detailed proof here.
We also know that I'7 is a C° contraction for small €.

LEMMA 27. For small enough €, T7 is a contraction in the C° distance.

This follows easily from that A < 0 and (Aj — A\g) < 0 for j > 2, and Y’ is linear
in WJ.
If we define the norm as before,

IKH=1nax{sgp<?ﬂﬁﬂﬁgpk?x9)},

the above lemma tells us that, if € is small enough, then one can find 0 < p; < 1 such
that
IT(G) —T(G)| < millG =G|l
Taking any initial guess W50 ¢ CJ-L_1+MP, we would take W70(0) = (9). The
sequence (I'V)"(W7:9%) has a limit in CJ-L_HMP; we denote it by W7. W/ is the fixed
point of operator IV, so it solves (2.15). W7 is close to the initial guess, and is unique
in the sense of C° by the contraction argument. We will see quantitative estimates

below.
We know that

1

6.36 Wi — w0 <
(6.36) || <=

W20 — 17 (W20

With a similar argument as in the error estimation of W9 and W', we have

. _ 1,
(W0 (6) = TH(WH0)(9)| < — I

| . 1 <
[W3°(6) = oW ()] < — -1 B3]l

Therefore, we have

_ . 1 1 . 1 . _
6.37 Wi — w0 < ——|E]|l - B ) < C|E|.
637) | < 1= (50l - ) <l

We stress that the above C' depends on j, €, A, B?, and the SDDE, however, it does

not depend on the choice of W79 in the space CJ-L_HLip.

6.2.3. Equation of the higher order term. Now we have already found w, A,
WO, ...,WN=1 It remains to consider the higher order term. We will solve equation
(2.16) locally in this section, which will establish the existence in Theorem 10. From
now on, we will write

(6.38) W(0,s) =W=(0,s)+W>(0,s),

where W=(0,s) = Z;Y;Ol W3(0)s?. To make the analysis feasible, we do a cut-off to

the equation satisfied by W= in (2.16):

0

(6.39) (WO + sAI )W~ (0, 5) = ()\OW2> 0, 5)

) +eY>(W=,0,s,2)¢(s),
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where
. N-1
(6.40) Y>(W>,0,s,6) =Y (W(0,5),W(0,s),2) — »_ Y (0)s,
=0
i 100 _ —
(0) = i1 05t (Y (W(0,s),W(0,s),¢)) )
° s=0

and recall the C* cut-off function ¢ : R — [0, 1] introduced in (2.8):

_ it el <,
‘W)_{o it e > L.

Remark 28. A cut-off is needed in our method. We note that similarly to before,
the boundaries for the cut-off function above (% and 1) could be changed to any
positive numbers a; < as.

Adding a cut-off is not too restrictive. Indeed, we only get local results for
the original problem near the limit cycle. Since we have used extensions to get the
prepared equation (2.7), what happens for s with large absolute value will not matter.

Now letting c(t) = (6 + wt, se*) be the characteristics, we define an operator

(641)  T>(H)(6,5) = —= /0 N <(1) e%) Y (H, c(t), &) (st

If there is a fixed point of I'” which has some regularity, it will solve the modified
invariance equation (6.39). For the domain of I'”, assuming that L~ is a positive
integer, we consider D~ the space of functions H : TxR — TxR, where %BgnHi(H, s),
i=1,2, exists if | + m < L~ with || - || > nx norm bounded by a constant B:

(6.42)

IH|L> n = max

Sup(e,s)eTxR|353§1Hi(9a5)”5|7w7m) if m<N,
I+m<L>i=1,2

SUP(g,5)eTxR |04 0 Hi(6, 5)] if m>N.

Using the notation introduced in (6.38), we have

W(0,s) =W(0 —wroK(W(0,s)),se XKW @:s))
= WS(0 — wr o K(W (0, s)), se oKW (@:s))y
F W (0 —wroK(W(0,s)), se MeEW @),

We define
(6.43)  W>(0,5) = W (0 —wro K(W= +W?>)(0,5)), se M eEW=HW00))

LEMMA 29. If € is small enough, T~ (D>) C D~.

Proof. For H € D~, we need to prove that for ¢+ = 1,2 and [ + m < L~,
Lo (H) (0, s) exists, and that |T>(H)||z> n is bounded by B. Using the defi-
nition in (6.43)

H(0,s) = H(0 —wro K(WS + H)(8, 5)), se XKW +D)(0.9),
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We first claim that for ||H| > n < B, we can find constant C, which does not
depend on the choice of H, such that for i+ m < L>,:=1,2, (,s) € T x [-1,1]:

(6.44)

|8L8™ H;(6, 5)| < C|s| V=) if m < N,
|0LO™ H, (0, 5)| < C if m> N.

Note that within the proof of this lemma, C' may vary from line to line. Finally,
we will take C to be the maximum of all C’s which appeared in this proof.
To prove the above claim, notice that ||H||.> y < B implies that

|50 H;(0,5)| < Bls|N=™) if m <N,
|0LOmH; (0, s)| < B if m>N

fori+m < L>,i=1,2, and (6,s) € T x R. Then
|H,(0,5)] < B|s|Ne*>‘NW((W5+H)(9,S)).

By the boundedness of r o K, we have that |H;(6,s)| < C|s|V. Note that

0

%ﬁi(g’ s) = OpH; (9 —wroK((WS+H)(8,s)),s e~ AToK (W=+H)(6, s)))

)
(1= wD(ro K)((W= + H)(0,5))06 (W= + H) (0, 5))
+ 0,H; (0 —wroK((WS 4 H)(0,s)),s */\roK((W%H)(e,s)))
- s(~=N)D(r o K) (W= + H)(6,5))0 (W= + H)(8,5)e N eF(W=+)0.9),

Then, we have

<Bls|Ve NI KI (14 |l | DG K) || 96(W= + H)|

0 ~
20 H;(9,s)

+ B|s|N e XD | A D(r o K)o 0g (W= + ).

By the boundedness of W<, H, r o K, and their derivatives, we have
0 ~
0,s)| < Cls|Y

0. < I

The above C' depends on B, but it will not depend on the choice of H € D~ .
Similarly,
% 1(0,5) = OpH, (6 — wr o K((WS + H)(6, 5)), se~ oK (W) @)
(~w)D(ro K)((W= + H)(0,5))0(W= + H)(6, s)
+ OHi (0 — wro K(WS + H)(6, 5)), se MoK (WE+H)(@.9))
1+ s(=A\)D(ro K) (W= + H)(0,5))0,(W= + H)(6, s)) e AR ((W=+H)(0.9))
Then,
‘ d

< Bls|N e XN IR (1 (5| Do K) e IR o, (W= + 1))

+ B|s|Ne MK || || D(r o K) [|0s(W= + H)|.
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Since we have |s| < 1, the regularity of W< and H

0
0s
The C will not depend on the choice of H as long as ||H||> n < B. The proof of the
claim is then finished by induction.

Now we observe that we can bound the integrand in the operator I'”.

Claim: There exists a constant C, such that ||Y(H,6,s,e)¢(s)|L> v < C when
[H|z>~ < B.

Note that by definition of the cut-off function ¢, it suffices to consider s € [—1, 1].

H;(0,s)| < Cls|N~.

YZ(H,0,s,e) =Y (W= + H)(0,s), W< + H)( Sy
=0
where ;
V' (0) = 3 V(WS + H)0,5), (WS 1 H)(0,5),2)
One can add and subtract terms in the above expression: =
(6.45)
Y>(H,0,s,e) =Y (WS4 H)(8,s5), (WS 4+ H)(8,5),¢)
—Y(W=(0,s), W=(0,s,H),e)
LY (WS(0,s), W=(8,s,H),e)
—Y(WS(8,s), WS(0 —wr o K(WS(8, 5)), se KW= 0.9)) o)
+Y(WS(6,5),WS(0 —wro K(W=(8,5)), se MoKIV=00))
Nflii
=) Y (9)s,
=0

where we used the notation
WE(0, 5, H) = WS(0 — wr o R((WS + H)(0, 5)), se~ oK (W+H)(0.5)))

We group the first two lines, the two lines in the middle, and the last two lines in
(6.45), and denote them as ¢1, 5, and ¢3, respectively. Then for ¢;:

0 = D Y((1—-t)W=(0,s) +t(WS 4+ H)(0,s), (WS + H)(0,s),e)H(0, s)dt

/ DY (WS(0,5), (1 — YW= (0, 5; H) + t(W= 1 H)(0, ), ) FL(0, s)dt.
By the regularity of Y and W<, ||H||;> v < B, and that H satisfies (6.44), we know
that ||€1¢(S)HL>,N S C.
Similarly, s is

1 R
/ DY (WS(0,5), WS(0 — wr o K((WS + tH)(6, 5)), se MK (WSHLH)(0.9)y oy,
0

[0 =()(~w)D(r o K)(-) + 0, W=(-)se KO Do K)(-)(~ N H(0, 5)dt
and we have that ||l2¢(s)||z> v < C.
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For {3, notice that Zﬁ\/:_ol ?i(ﬁ)si is the Taylor expansion at s = 0 for
(6.46) Y(WS(0,5), WS(0 — wr o K(WS(8,5)), se” XoEW=0.9)) oy,

According to Taylor’s formula with remainder (see [LdIL10]), we just need to
show that for m < N
8me al am

——(6.4
OsN-m 99l §sm (6.46),

and for m > N,
om o
3577”@([3)’

are bounded for all 8, |s| < 1, and [ + m < L~>. This is true if we assume that the
lower order term has more regularity, more precisely, L —1 > L~ + N. We will take
L> = L —1— N to optimize regularity. Therefore, we have ||[(3¢(s)|r> v < C, and
the claim is proved.

Hence, according to (6.41), if m < N, for small e, we have that

(6.47)  |0p00'T7 (H)(0,5)| < ¢

o0
/ 6A0t0|5|Nm6)\(Nm)te)\mtdt‘ < B|5|N7m;
0

if m > N, for small €, we have that

(6.48) 050™T 7 (H)(6,5)| < e / e"\otCeMLtdt’ < B.
0
Therefore, for small e, |I'7(H)| > v < B when |H| 1> y < B. d
LEMMA 30. If € is small enough, I'” is a contraction in || - ||o,N-

Proof. Recall that [|H|lo,n = sup(g serxr [H (6, s)||s|~V. We consider
(6.49) T~ (H)(0,s) —T~(H')(0,s)
< [1 0
= —5/0 (0 e)‘0t> (Y= (H,c(t),e) = Y= (H',c(t),e)) p(se)dt.
Given the low order terms, denoting W = W< + H and W’/ = W< + H', we have

(650) Y>(H7 C(t)a 8) - Y>(H/7 C(t), 5)
=Y (W(c(t), W(c(t),e) — Y (W' (c(t), W(c(t)),e).

Note that for all 6 and s,

(6.51) W (0,s) —W'(0,s)| = |H(0,s) — H'(0,s)| <||H— H|on|s".
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Then for W(G, s) — I;Vv’(ﬁ, s), by adding and subtracting terms, we have for all 6
and s,

(W(8,5) — W'(0,s)| = [W(0 — wr o K(W(8,s)), se oKW 9y

— W6 —wr o K(W(6,5)), se-WW’”’S”)‘

IN

W (0 —wroK(W(8,s)), SefAW(W(G,s)))

— W6 — wro K(W(6,s)), Sekromww,s)))’
+ W0 —wr o K(W(,s)), se oKW @)y
_ W/(g _ wm(W’(e, s)), Se—XroK(W(G,s)))‘

+ W' (0 — wr o K(W'(8,5)), se MKW ©:9))

—~W'(0 —wroK(W'(9,s)), se)‘mK(W/(e’S)))‘
< M|l H — H'llo,nls|",
where
My = NIy (IDWS|| 4 B) | Do K (o] + |A][sle 17T,

Then,
[0~ (H)(0,5) =T~ (H')(0, )] < | H — H’Ilo,N|5|N/ ePMNTAN N G(se ) dt,
0

where
M = ||D1Y || + || D2Y || M.

Now, notice that by the definition of D!, we have that A € [%, %}, then AN—Xg <0
if N > 2. Under this assumption, we have for all 6, s,

> > / eM
2 (H)(0,5) = T2 (H) 0, 9)] < =557

1H = H'[lo,n]s] "
If € is small enough, we have for all 6, s,

0> (H)(0,5) =T~ (H')(0,5)| < pl H — H'[Jo,|s]™.
Hence for small enough &,

1= (H) =T (H ) [lo,v < |l H — H'lfo,n

I'> is a contraction. Note that the smallness condition for e depends on N, B,
7=0,...,N—1, B, wp, A\g, Y, and ro K. 0
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Now for any initial guess W<, the sequence (I'>)"(W =), in the function space
D>, will converge pointwise to a function W=, which is the fixed point of I'”. By
Lemma 6, we know that W~ is (L~ — 1) times differentiable, with the (L~ — 1)th
derivative Lipschitz.

It remains to do the error analysis in this case. Notice that

0

E~(0,5) = (wOg + s\ )W>0(0,5) — ()\OW>’O(9 5)
2 )

) - €Y> (W>,Oa 07 S, €)¢(S)
along the characteristics, we have

B> (e(t)) = (w8 + seX A0, W clt) - (AOWE(’)O(C(t)))

—eY” (W>707 C(t>7 E)d)(se)\t)‘
Hence,

w06 - w009 = [ (5, ) Bt

The proof of Lemma 29 implies that ||[E~|on is bounded; therefore, for the
maximum norm,

1
I“> >0\ _ >0 < E> N
[T=(W=>0) =W H_AO_ANH llo.n[s]™
and then
(6.52)
1 1
W= —w>O < — [T (W>0) —w>0|| < E> N,
| [ < 1_NH ( ) | < (1_u)(AO_AN)II llo.n|s]

Combining error estimations in (6.18), (6.31), (6.37), and (6.52), we see that
the I = 0 case of (4.4) is proved. Inequalities in (4.4) for I # 0 are obtained using
interpolation inequalities.

6.3. Proof of Theorems 13 and 14. The proofs of Theorems 13 and 14 are
obtained by considering the functions Wg (0) as functions of two variables n and 6, de-
noted as W7 (n,0). We can straightforwardly lift the operators I'?, I'*, and TV defined
in (6.3), (6.25), and (6.35) to operators acting on functions of two variables. We de-
note these operators acting on two-variable functions by I'%, I'!, and T, respectively.
At the same time, we lift the operator I'” to an operator acting on functions of three
variables, denoted as I'>.

To prove Theorem 13, given a function Wo(n, 0) of the variables n, 0, we treat n
as a parameter and take into account that now Y and r depend also on 7 in a smooth
way.

We use the same strategy as in the proof of Theorem 9. We first show the
propagated bounds property, similarly to Lemma 19, and then, show that the operator
is a contraction under a C°-type distance, similarly to Lemma 20. The distance here
is quite an analogue to the distance defined in (6.5). It is given by the sum of the
C° distance of the two-variable functions and the difference between the frequencies.
Then, the desired result, Theorem 13 follows by an application of Lemma 6.
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In order to get the propagated bounds property, the key is to show that if
[W|lLsLip < B° for e < &9, we have that the CLtL% norms of the function com-
ponents of T(WW) are also bounded by B°. This proof is rather straightforward and
identical to the proof as before. More precisely, we apply Faa di Bruno formula in
Lemma 7, and observe that the derivatives of order up to L of the function compo-
nents of f‘(I/T/O)7 are polynomials in the derivatives of W© of order up to L whose
coefficients are derivatives of Y, r, and combinatorial constants. Similarly, we can
estimate the Lipschitz constants because upper bounds for the Lipschitz constants
satisfy an analogue of the Faa di Bruno formula.

To obtain the proof of the contraction, we just need to observe that the proof of
the contraction in Lemma 20 only uses very few properties of Y and r. The properties
hold uniformly for all . Hence, one can obtain the contraction in the uniform norm
on both variables.

Analogous arguments as above for the operators IV and I'>, using similar methods
as in sections 6.2.1, 6.2.2, 6.2.3, complete the proof for Theorem 14.
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