Proxima: Accelerating the Integration of Machine Learning in
Atomistic Simulations

Yuliana Zamora
University of Chicago
Chicago, Illinois, USA

yzamora@uchicago.edu

Jan Foster
University of Chicago & Argonne
National Laboratory
Chicago, Illinois, USA
foster@uchicago.edu

ABSTRACT

Atomistic-scale simulations are prominent scientific applications
that require the repetitive execution of a computationally expen-
sive routine to calculate a system’s potential energy. Prior work
shows that these expensive routines can be replaced with a machine-
learned surrogate approximation to accelerate the simulation at the
expense of the overall accuracy. The exact balance of speed and
accuracy depends on the specific configuration of the surrogate-
modeling workflow and the science itself, and prior work leaves
it up to the scientist to find a configuration that delivers the re-
quired accuracy for their science problem. Unfortunately, due to
the underlying system dynamics, it is rare that a single surrogate
configuration presents an optimal accuracy/latency trade-off for
the entire simulation. In practice, scientists must choose conserva-
tive configurations so that accuracy is always acceptable, forgoing
possible acceleration. As an alternative, we propose Proxima, a sys-
tematic and automated method for dynamically tuning a surrogate-
modeling configuration in response to real-time feedback from the
ongoing simulation. Proxima estimates the uncertainty of applying
a surrogate approximation in each step of an iterative simulation.
Using this information, the specific surrogate configuration can be
adjusted dynamically to ensure maximum speedup while sustaining
a required accuracy metric. We evaluate Proxima using a Monte
Carlo sampling application and find that Proxima respects a wide
range of user-defined accuracy goals while achieving speedups of
1.02-5.5% relative to a standard implementation with no surrogate.
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1 INTRODUCTION

Scientific computing applications, such as continuum fluid dynam-
ics (CFD), lattice quantum chromodynamics (QCD), and atomistic
simulations account for a large fraction of the supercomputing
cycles used at national laboratories and other supercomputer fa-
cilities [1]. These applications are often dominated by the repet-
itive execution of a few high-cost functions [6, 22]. In the past,
speedups in these domains have relied on advances in hardware ar-
chitecture and numerical-algorithm development [18, 21, 35]. How-
ever, recent advances in machine learning have enabled another
promising acceleration technique: replacing expensive functions
with machine-learned surrogates [4, 15]. Because the learned surro-
gate is an approximation of the expensive target function, the use of
learned surrogates introduces opportunities for trade-offs between
computation latency and accuracy (or error).

Pioneering work on surrogate methods has proved the value of in-
tegrating machine learning into scientific applications [8, 9, 38, 50].
However, that work has focused primarily on the construction of
the surrogate models themselves, rather than on how to integrate
these approximations into larger simulations. In particular, it em-
ployed ad hoc, heuristic integration strategies, such as featurizing
the expensive function and then using the surrogate only when
a function call’s features are in the range seen when the surro-
gate model was trained [7, 8] —an approach that demonstrates the
potential value of surrogate usage, but has significant practical
drawbacks.

The speed and accuracy of a simulation that uses a surrogate
model depends on factors such as (1) the form of the surrogate
model, (2) when to use the surrogate model, (3) how much training
data to use to generate the surrogate model, and (4) how often to
retrain said model while the simulation runs. Prior methodologies
for using surrogate models have typically fixed these parameters
or left the choice of values to the user—approaches that prevent
optimal choices or impose significant burdens on users in terms of
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profiling to find acceptable surrogate configurations. Furthermore,
prior methodologies use the same configuration values during an
entire run (and from run to run), leading to suboptimal outcomes
when the simulation’s properties change as it evolves.

We describe in this paper a new approach to this problem that
both simplifies and optimizes the use of machine learning in scien-
tific simulation by creating a dynamic surrogate configuration en-
gine. In so doing, we remove the need for a previously trained model,
precomputed training set, or user-specified retraining schedule—
and permit surrogate-based simulations to adapt dynamically to
changing simulation behaviors. To do so, we introduce Proxima,
an application-agnostic Python library developed to incorporate
surrogate models within a scientific simulation, allowing the user to
specify a desired maximum mean absolute error to be met. Proxima
achieves this acceptable requested error by continually monitor-
ing the simulation execution, dynamically adapting the surrogate
configuration parameters and determining when to retrain the
surrogate model at run-time.

Specifically, we focus on the decision engine which sets the cri-
teria for when to use the surrogate model or revert to the original,
high-cost, high-accuracy target function. We implement a domain
agnostic decision engine based on control theory. Our control-
theoretic decision engine ties in how often the model is retrained
while determining the training set size and thus establishing a rela-
tionship between performance and accuracy. Unlike prior work that
sets key parameters on surrogate usage before the simulation is run,
when using Proxima, these values are determined automatically by
Proxima’s run-time system. Thus, instead of requiring extensive
testing and specific parameters for each application run, Proxima
dynamically tunes the parameters for each test case based on run-
time feedback without prior training. Additionally, unlike prior
approaches, Proxima no longer requires the model to be retrained
at every step, significantly reducing overall run-time.

We showcase Proxima by applying it to an example application
involving Monte Carlo (MC) simulation of a methane molecule
(CH4) across a wide range of temperatures. Methane is the small-
est member of the hydrocarbon family. Interactions in methane
are dominated by many-body weak dispersion interactions, for
which surrogate models must provide first-principles accuracy [47].
Finding training datasets and configuration parameters that can de-
liver this accuracy with good performance is a tedious process. We
compare Proxima to a system with no surrogate and to a surrogate-
based approach that uses prior methodologies based on profiling
to find the best fixed surrogate configuration parameters for the
entire simulation. We demonstrate that Proxima, when run for tem-
peratures in the range {100, 200, ... 1000}K, obtains speedups from
1.02x to 5.52X over the non-surrogate version, with a harmonic
mean speedup of 1.64X, while respecting the error bounds in all
cases. Testing with error bounds that stress Proxima verifies that
Proxima works across a wide range of these user-defined error
bounds. Finally, we double-check the accuracy results by compar-
ing approaches along a secondary physical property, the radius-of-
gyration (ROG), that relies on not just average accuracy, but the
accuracy of each individual simulation step. We find that Proxima
achieves a mean absolute error of less than 0.00126A. In contrast,
the fixed parameter approach of prior work yields results beyond
the acceptable error bounds across most of the temperatures tested.
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In summary, our contributions are:

e Proposing dynamic tuning of machine-learned surrogate
usage in scientific computing.

o Designing the algorithms that can perform this tuning while
respecting error bounds.

e Developing a library to make surrogate integration a light-
weight addition to existing simulation software.

e Demonstrating the value of tuning surrogate usage parame-
ters to optimize performance with accuracy guarantees.

e Open source release of the code.!

2 BACKGROUND

In this work, we use atomistic simulations as an example scien-
tific application domain with a history of combining physics and
machine learned surrogates. Here, we explain the methods behind
the physics and machine learning components and how they are
combined in prior work. We also provide a brief background on
control theory, as it forms the basis of our proposed method for
tuning surrogate configurations in running science simulations.

2.1 Atomistic Modeling

Atomistic modeling computes interactions between atoms to cap-
ture the complex behavior of materials and molecules [10]. With
atomistic modeling, scientists can study material properties and
defects difficult to observe experimentally due to both spatial and
temporal constraints. To do so, the simulation evaluates the energy
of a system and the forces acting on each atom in many different
configurations. Dominant atomistic modeling methodologies, like
density functional theory (DFT) and Hartree-Fock (HF), that rely on
computing interactions from first principles (i.e., quantum mechan-
ics), can take many minutes, hours, or days to complete such energy
computations [5, 42]. They also quickly become limited in terms of
the size of the system that can be simulated, as computational re-
quirements scale with the number of electrons cubed or worse [13].
Much time and resources are invested in these calculations with
the goal of understanding the dynamic behavior of metals, semi-
conductors, thin films, ceramics, and biological materials [10] and
significant new applications are possible if the length and timescale
of these models can be expanded.

2.2 Atomistic Machine Learning

Machine learning based atomistic simulations gives access to times
and length scales not accessible to first-principle simulation, while
maintaining first-principle accuracy. In particular, supervised learn-
ing techniques can be built to compute the potential energy of a
system in milliseconds (10° times speedup over some quantum me-
chanical methods) and with computational costs that scale linearly
with problem size. The key innovation which has enabled the use
of machine learning is how to represent the structure of an atomic
system in a form amenable to machine learning [3, 23]. For our
work, we rely on the large body of prior work on representations
and how to use them in conjunction with modern machine learning
approaches [11, 20, 25, 29, 41, 48, 49].

!https://github.com/globus-labs/proxima/tree/proxima_control
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Figure 1: Illustrates the fundamental ideas that this work
leverages in atomistic modeling. A molecule state is repre-
sented by coordinates, say A. These can be perturbed to yield
a different state, B. A state can be encoded in a Coulumb ma-
trix, which when treated as a point in a multi-dimensional
space allows for distance computations. A is within a dis-
tance T of a previously evaluated state, B is not.

In this work, we use two common methods for atom represen-
tation: Coulomb Matrix and Smooth Overlap of Atomic Positions
(SOAP). Both representations are designed specifically for modeling
atomic systems. For example, they are invariant to translating and
rotating the coordinate system and permuting the order in which
atoms are number. These invariances, in conjunction with being
designed to capture that atomic interactions are dominated by lo-
cal, many-body interactions, make the Coulomb Matrix and SOAP
suitable for building surrogates. We chose the two methods to give
a tradeoff between speed and accuracy for the machine learning
methods themselves.

SOAP [3] is a common atom representation used with training
models for the energy and forces acting on atoms that uses a sim-
ilarity measure between atomic neighbor environments. We use
the SOAP implementation in the Dscribe library [25] as the featur-
ization and training data for our model. Then, in a similar manner
to the non-linear kernel ridge regression (KRR) method used by
Botu et al. [7], we train a simple Bayesian ridge regression model
to predict the potential energy.

In addition, we also use the Coulomb Matrix as a quicker-to-
compute alternative to SOAP. The Coulomb Matrix representation
of the atom, proposed by Rupp et al. [38], describes an atom based
on the atomic numbers and pairwise distances between atoms. As
illustrated in Figure 1, we use the Coulomb matrix as a similarity
metric between different molecular geometries when quantifying
how similar a new geometry is from those used to train our model.
Because the similarity check step of Proxima occurs at every time
step, regardless of whether or not we need to invoke the SOAP-
based surrogate model, the small computational cost of the Coulumb
matrix is beneficial.

2.3 Configuring Surrogate Usage

Previous work has established there are benefits in switching be-
tween using surrogate models and the high-cost, target function
during a simulation, which presents an obvious tradeoff between
accuracy and speed [8, 30, 32]. Many implementations of these
“hybrid” physics + machine learning applications require a deci-
sion about whether a new set of function inputs can be effectively
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treated with the surrogate model rather than the target function.
The metrics used to inform these “domain of applicability” judge-
ments are numerous and each require setting a threshold value
based on empirical evidence (i.e., profiling the simulation with a
surrogate across a range of thresholds) [36, 39]. As we demonstrate,
setting an applicability threshold is complicated by the ideal thresh-
old being dependent on the boundary conditions for a simulation
and, potentially, even the current state of the simulation.

In the work reported here, we use the distance of a set of function
inputs from all entries used to train a model as our domain of
applicability metric. The target function is then used for a function
call whenever the distance from that call’s inputs to all training
data exceeds a specified threshold. Our use of a threshold metric is
based on work from Botu et al. [7], who observed that the error of
a surrogate model for DFT calculations scales quadratically with
distance from the training set. We use this result as a justification
for setting a single threshold to identify which predictions should
be feasible. We elected for this method over alternative approaches,
such as measuring the variance of an ensemble of models [36], due
to the low cost of computing nearest neighbors.

As hybrid physics+ML applications evolve, surrogate configu-
ration may even go beyond deciding when a surrogate should be
used. For example, the amount of computational resources devoted
to the machine learning and physics components of the multi-scale
partitioning strategy of Caccin et al. [12] would be an example of
a parameter that strongly controls application performance. The
high computational cost of retraining machine learning models
also introduces opportunities for accelerating applications by defer-
ring training until sufficient data are collected—introducing more
parameters to be tuned. Further, models such as sparse KRR [43]
provide easy tradeoffs between model accuracy and inference speed.
The additional opportunities for performance optimization further
motivate the need to automatically tune performance parameters.

2.4 Control Theory

Prior work statically configured surrogate usage: scientists deter-
mined a single threshold for acceptable surrogate use and then
used that threshold for the life of the program. Our proposal is that
dynamically tuning the threshold results in better outcomes. Key
to our approach is using a control theoretic design to dynamically
tune surrogate usage.

Control theory is a discipline for managing dynamic systems
[19]. At a high level, a controller is given a target metric and then
measures dynamic feedback from the system. The feedback is used
(in combination with a model of the system to control) to deter-
mine how to adjust parameters such that the desired behavior is
achieved. As computers are dynamic systems, several researchers
have proposed methods for building controllers that manage com-
puter systems [14, 16, 24, 33, 44], with a particular emphasis on
controlling accuracy and performance tradeoffs [26-28]. One major
challenge of applying control theory to computer systems is that
control theory was developed for continuous linear systems, and
computers are discrete, non-linear systems.

Control systems thus appear to be a natural match for our prob-
lem. We want to adjust surrogate usage such that a user-defined
error bound is met. To apply this technique, we need to do three
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Figure 2: Logical flow of the Proxima surrogate modeling
process. At upper left, an input value u is received and
checked relative to a distance threshold from recently eval-
uated values. Ultimately either the target function F or the
surrogate model are used to compute the return value e. A
key difference between Proxima and prior work is that the
threshold used to determine whether the surrogate should
be used (T in the upper left) is determined dynamically; i.e.,
this threshold changes with time k.

things: (1) find an appropriate feedback metric that can be measured
at runtime and relates to a scientifically meaningful error metric, (2)
find appropriate configuration parameters that can be dynamically
tuned to change error and latency tradeoffs, and (3) account for
the non-linearities in the relationship between surrogate usage and
error. We explain in detail how we address these three issues in
Section 3.

3 PROXIMA

The basic idea of surrogate modeling is to replace an expensive
target function with a faster machine-learned surrogate model. The
strategy is to speed up the overall simulation by sacrificing accu-
racy in a systematic manner. Thus the surrogate must provide an
acceptable level of accuracy, but take less time to train and exe-
cute than the target function. The crux of the problem is knowing
when to use the surrogate model, when to add data to the train-
ing set, and how often to retrain said model. In prior work, these
decisions are made explicitly by the scientist—who is responsible
for setting appropriate surrogate configuration parameters—and
require laborious profiling to find an acceptable accuracy/perfor-
mance tradeoff. In contrast, Proxima automatically and dynamically
configures these values to meet accuracy constraints with good
performance, eliminating the scientists’ burden of manually tuning
these parameters.

In this section, we describe Proxima, independently of any spe-
cific scientific application. In the subsequent section, we describe
how it is applied to atomistic Monte Carlo, replacing a Hartree—
Fock-energy prediction target function with a Proxima-managed
surrogate.

To begin, in every application, Proxima has a target function F.
We need to process a series of requests for the value of that function
for different arguments, each of which we can be evaluated either
by running F on the supplied argument, or alternatively by running
a surrogate model S. The surrogate model is dynamically trained
using results from previous evaluations of F.

There are thus two key decision points in the system: 1) For
each call to the target function, whether to use F or S to evaluate
it; and 2) for each new evaluation of F, whether or not to retrain S,
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and which past results to use for that retraining. We organize our
solutions to these problems as an Executor, which decides whether
to execute F or S based on the distance logic shown in Figure 2,
and a Controller, which updates the configurable parameters of
the Executor during execution. One parameter could be a distance
threshold, Ty, that controls how similar inputs must be to the train-
ing set of S before the Executor chooses to run S. Prior work (see
Section 2.3) uses a static distance threshold to determine when
to use the surrogate. However, we observe that the relationship
between surrogate accuracy and distance changes as the simulation
executes.

3.1 Executor: Surrogate Selection Logic

We now explain the logic behind the Executor. We use the fol-
lowing notation. Let ji be a user-supplied target error expressed
as mean absolute error (MAE) on a specific value in the scientific
simulation; and V be a vector of results collected so far, ordered by
time of the corresponding request, and each of the form (x, y,y’, d),
where x is a valid argument to F, y = F(x), ¢y’ = S(x), and d is a
distance, computed as described below. Also, let N be the number
of recent observations in V used for computing MAEs.

Let V). be V after k observations have been made and T} be
the current distance threshold. Now consider a new request for a
function evaluation on a value u. We compute the distance from u
to the nearest observation in the N most recent observations in V,
denoted as V. [N]:

d= min |x—ul.
xEVk[N]

If d < T, then we retrain the surrogate model S if the target func-
tion was run for the preceding request, and return the value S(u)
and continue to the next request. If d > T, then we run both the
target function and the surrogate model, and add (u, F(u), S(u), d)
to Vi, producing Vi, . Here we assume that the surrogate model
is significantly cheaper than the target function so running both
presents very little overhead.

3.2 Controller: Setting Distance Threshold

We now discuss how we use the Controller to perform dynamic
online adjustments of the Executor. Here we are computing a thresh-
old T for the current time k.

We formulate this task as a control problem. Specifically, we
want to control the simulation error to meet the user-specified
error bound fi. We want to use the surrogate as much as possible
(to maximize speedup) while maintaining an error at or below the
bound. At any time k, we can compute the achieved error as 1,
the MAE of Vi, {[N]; i.e., the average of the absolute differences
between the y and y’ values in the N most recent elements of Vj;.
In this case, controlling the error means that we want p — fi < 0.
We can control the error by setting the threshold Tj. Intuitively,
if we set the threshold extremely high, the surrogate is always
used, while if we set it extremely low, the target function is always
used. Our goal is to formulate a controller that dynamically sets
the threshold to bring the error to the user-specified bound.

To formulate the controller, we need to know the relationship
between error and threshold. A simple linear model characterizes
this relationship as:

p=a-T, 1)
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where « is simply a coefficient that represents how much a change
in threshold affects the change in error. With this model we can
formulate a basic control system that manages the error by dynam-
ically tuning the threshold:

1 N
Ties1 = Tg — = (kg = 1) (2)

This controller is simple and low-overhead, requiring just a hand-
ful of floating point computations to compute a new threshold. The
drawback is that the linear relationship, & from Equation 1, rarely
holds in practice because the relationship between the error and
the threshold changes as the simulation evolves. For example, in
our case study later in this paper we find that at higher tempera-
tures, the same threshold will produce a higher error than at lower
temperatures.

One approach to address this issue would be to build a non-
linear model for . In some sense, however, this approach would
simply replace the laborious profiling prior work requires to set
the threshold with a different laborious profiling task to build an
appropriate non-linear model that adapts a over time. Therefore,
we take a different approach and approximate the true version of
a by continually estimating it with a time varying linear model.
Specifically, we compute oy, via regression analysis of the formula
d = apy1ly —y'| + B, for (xi, yi, yj, di) € Vi1[N]. We then compute
this dynamic version of @, and use it in Equation 2:

1 N
Ty =T - o (ke — ). (3)
+

Intuitively, the threshold for surrogate usage in the next time
step (k + 1) is a function of the previous threshold, the estimated
relationship between threshold and error at the current time, and
the difference between the measured and desired error.

The above approximation of @ works well in practice, however
to insure stability, it is necessary to bound the change in threshold,
tr by a maximum change of +0.1. In the latter case (i.e., if Vi is
produced), we also compute a new distance threshold, T, bound
by reasonable operating minimum and maximum thresholds. We
also compute g1, the MAE of Vi, ([N] (i.e., the average of the
absolute differences between the y and y” values in the N most
recent elements of Vi, ;). A potential problem could arise if Equation
3 oscillates, producing large swings in threshold from one update to
another. This could occur if the approximation of @ is consistently
off by more than a factor of 2 [16]. However, the bounding of the
threshold described above prevents extreme oscillation in practice.
Furthermore, Proxima can detect the attempted oscillation and
report it to the scientist for further examination.

To provide intuition as to how this update rule works, consider
three cases. 1) If i1 = [, ie., if the MAE of Vj,1[N] is equal
to the user’s desired maximum MAE, T is left unchanged. 2) If
fis1 > fi, Le., if the MAE of Vi ([N] is greater than the user’s
desired maximum MAE, T is increased, by an amount that is larger
if o is smaller. 3) If y.,1 < [i, i.e., if the MAE of Vi, {[N] is less than
the user’s desired maximum MAE, T is decreased, by an amount that
is smaller if « is larger. Figure 3 shows the operation of the update
rule in practice; the a-threshold relationship is clearly visible.

The above starts with a basic control formulation (Equation 2),
which is provably convergent to the goal using basic control anal-
ysis [16]. The convergence proof relies on the rate of change in
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Figure 3: Proxima examples of the relationship between o
and threshold T. In these two simulation runs, at 500 K and
800 K, the threshold is directly effected and changed by a.

the threshold. Our modifications to the basic control formulation
(in Equation 3 and the preceding paragraph) can only reduce the
change in threshold, never increase it. Therefore, we expect Prox-
ima’s control formulation to converge under any circumstances
where the basic approach will converge. Proxima, may converge
more slowly, however, because it may choose to reduce the change
in threshold.

3.3 Configuration

To apply Proxima to a specific problem, we must establish a target
function and a machine learning model. For the machine learning
model we also need a distance metric for the features and an accuracy
metric for the prediction.

The only required user parameter is the target error which should
be more intuitive to estimate than a distance threshold; we assume
scientists know an acceptable error and that can be determined
without profiling. In contrast, prior work required scientists to
determine a threshold that may not have an intuitive mapping to
error. If desired, the user may specify the number of training-set
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# Xo: Initial state of molecule
# T: Temperature
# N: Number of steps to simulate
def simple_monte_carlo(Xo, T, N):
X = Xo
for n in range(N):
X_next = perturb(X, T)
E = energy_function(X) # Target function
R = random()
if accepted(E, R, T):
X = X_next

Listing 1: Pseudo-code for the Monte Carlo sampling appli-
cation used in experiments.

initialization steps, window comparison size, and initial distance
threshold. However, the results were not particularly sensitive to
the variations in the default settings.

4 EXPERIMENTAL SETUP

We next describe the example application that we use both to
illustrate the use of Proxima and to evaluate various aspects of
its performance. This application is run on an Intel Core i7-8700
CPU with 16GB of memory. The Monte Carlo sampling application
(MCSA), for which pseudo-code is provided in Listing 1, computes
the average property of an atomic system, using the Psi4 simulation
code [45] as the underlying energy calculator.

The Monte Carlo algorithm makes small perturbations to the sys-
tem, choosing whether to accept the perturbation as a new starting
point based on a probability related to the energy change, and then
repeating for many iterations. The average of the value of a property
over all iterations is the expected value at the set temperature (T)
if the acceptance probability is P(AE) = max{exp(%), 1}, where
AE is the energy change [34]. An example of a physical property
that can be computed in this way is the average radius of gyration
of a molecule, which is expected to increase with temperature.

In order to converge on a realistic structure, we need an accurate
energy calculation at every Monte Carlo step. Therefore, Proxima’s
job is to speed up the simulation while capturing the energy as
accurately as possible.

To instantiate Proxima, a Python wrapper, also called Proxima, is
used as an interface to the application. The arguments to Proxima
are the target function, the machine learning model, and the MAE
bound. For this example, Bayesian ridge is the machine learning
model used, the data in the training set are represented using SOAP,
and the decision engine uses a Coulomb Matrix representation to
quickly calculate whether or not to use the surrogate model. We
report results in the following with a MAE bound of 0.002, unless
otherwise stated.

We use the energy calculated by Psi4 as ground truth. We mea-
sure error as the MAE of all steps, with the baseline for each step
being the Psi4 prediction. For steps where the surrogate energy is
used, there will be some error. For steps where the surrogate energy
is not used, there will be no error. The MAE includes both of these
cases, unless otherwise stated.

In the MCSA example considered here, the target function takes
a molecule as its argument, and molecules are represented as a
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Figure 4: Results of running Fixed with T = 0.3 and no re-
train interval, for temperatures 100-1000 K in increments
of 100 K. Results show slow downs of up to 5x when com-
pared to a no surrogate application.

multi-dimensional Coulomb matrix [38] used to calculate distances
and a SOAP representation as featurization for the training data.

MCSA parameters are the target molecule (e.g., methane), the
temperature at which the molecule is to be simulated, the perturba-
tion size, the number of steps to be run, and a random seed.

4.1 Baseline Workflow

This section presents methods used to evaluate Proxima. We com-
pare Proxima to a non-surrogate system, which we call Baseline,
and to a fixed parameter surrogate system, which we call Fixed.
Fixed uses prior work where the scientist is responsible for config-
uring the surrogate usage by setting an appropriate threshold for
surrogate usage. In the following sections, strategies for Baseline,
Fixed, and the methodology for acquiring the best fixed parameters
are discussed.

4.1.1 Baseline and Fixed Surrogate Strategies. We define two strate-
gies against which we compare Proxima proper in later sections.
The Baseline strategy runs the target function in response to
every request. We determine the accuracy of other methods by
comparing the result obtained at each step against that achieved by
the target function; thus, Baseline has, by definition, the highest
accuracy, as it uses Psi4 to calculate all energies. However, as it uses
the target function at every step, its computational cost is high.
The Fixed strategy runs with a fixed value for the threshold T
and retrains the surrogate model after a specific number of new data
points, the retrain interval (RI), have been added to the dataset. As
we explain below, we performed parameter sweeps in which Fixed
was run with a variety of (T, RI) combinations in order to study
sensitivity to those two parameters. These optimal parameters were
used to run Fixed for 10 temperatures between 100 and 1000 K.
Finally, we performed runs with a lazy training method used in
Proxima, in which retraining is performed only if the last step used
a target function. This is the case when the model is only retrained
if the input data are calculated to be within the specified T. Figure 4,
shows that no runs, even with a conservative threshold of 0.3, met
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both the error and time bounds. Therefore, lazy training was not
used for Fixed.

4.2 Establishing Best Fixed Parameters

We next discuss how we find the optimal parameters for Fixed.
These parameters achieve the best speedup while staying below a
given mean absolute error bound at 500 K and 1000 K.

Due to the significant stochastic variation of the application,
we must use reference data to compare the performance and ac-
curacy of different methods. Reference data are the saved atom
coordinates and energies obtained from a simulation that uses the
target function only. Using reference data allows for an equivalent
comparison between parameter choices. They are needed because
the atomistic simulations that we consider here proceed by starting
with a molecule’s atoms in a particular state, and then repeatedly
using the target function to compute potential energies on those
atoms and then using the computed potential energies to update
the positions of the atoms. As a result, the molecule’s atoms trace
out a trajectory in space: a trajectory that is highly sensitive to
minor perturbations, so that a small change in potential energies
(as might result from the use of a surrogate rather than the target
function to compute potential energies) can result in the simulation
following an entirely different trajectory.

Such differences between trajectories are not a problem scientif-
ically, because atomistic modeling is concerned not with individual
trajectories but with the statistics of many trajectories. However,
they make comparisons of different methods on the basis of individ-
ual runs challenging, because different trajectories might involve
different numbers of surrogate function evaluations as the molecule
visits different parts of molecular space. To overcome this problem,
we use what we call reference data. First, we perform a simula-
tion using only the target function, saving all atomic coordinates
and energies. Then, when running other methods that we want to
compare with that first simulation, we make the molecule follow
exactly the same trajectory.

In the end, we still need Proxima performance data without using
any reference data, which is shown below, to compare full runs.

Using reference data, we ran a parameter sweep on Fixed for 7 x
17 = 119 parameter combinations (T, RI) in (T € {0.1,0.2,...,0.7}) X
(RI € {1,2,5,10,...50, 100, 200, ..., 500}), while keeping fixed the
number of steps (1000), for temperatures at both at 500 K and
1000 K, the molecule (methane), random seed (1), and perturbation
(0.003). For the 1000 K, the T of 0.1 is not taken into account as runs
would take more than 24 hours to be finished, and would not be a
parameter that could be used in the end. Therefore, we consider a
total of 221 combinations: 119 at 500 K and 102 at 1000 K.

From this parameter sweep, we see in Figures 5 and 6, nine (R],
T) combinations for 500 K and 14 combinations for 1000 K that
meet both the error and time bounds. Of these, four combinations
meet the bounds for both temperatures. From those four, (T = 0.3,
RI = 50) achieve the best speedup (2.31x for 500 K and 1.99x for
1000 K), while staying within the MAE bound for both 500 K and
1000 K. We establish that these are the best fixed parameters for
Fixed.
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5 RESULTS

We present the results of MCSA for three different methods: (1) no
surrogate (Baseline), (2) surrogate with fixed parameters (Fixed),
and (3) Proxima. We discuss the practical details of surrogate mod-
eling with Proxima, compare it to other approaches, and discuss its
scientific significance.

5.1 Accuracy and Speedup Results

We first run MCSA with the Baseline and Fixed strategies to
obtain data for later comparisons with Proxima. In these runs, we
keep fixed the number of steps (1000), molecule (methane), random
seed (1), and perturbation (0.003).

Running MCSA first with the Baseline strategy (i.e., always
using the target function), we observe that target-function execu-
tion takes a cumulative time of 523 seconds: an average of of 0.523
seconds per evaluation.

Next, we obtain results for Fixed. As the combination T = 0.3,
RI = 50 gave the best speed and accuracy results for both 500 K
and 1000 K, we ran Fixed with these parameter values. This com-
bination was able to achieve a low MAE of 0.00149, with a 2.81x
maximum speedup. Though Fixed can achieve high speedups at
higher temperatures compared to Proxima, as illustrated in Figure 7,
Fixed exceeds the error bound, especially at higher temperatures.
For example, at 1000 K, Fixed’s achieved error is over 50% greater
than the bound. In fact, Fixed exceeds the error bound for all tem-
peratures above 600 K. So while it can provide great speedups, those
results are meaningless as the scientific simulation would have to
be rerun to produce meaningful results. On the other hand, as il-
lustrated in Figure 8, Proxima consistently stays within the given
error bound across all temperatures. This is important, because
exceeding the scientist-supplied bound by only a small amount
can throw the scientific validity of a result into question, as we
will explore in the next section. Finally, it is worth noting that the
relatively low cost target function used in this work suggests that
these speedups are conservative.

5.2 Scientific Significance of Surrogate Error

The results of the atomistic simulations considered in this paper
can be used to derive a resulting secondary physical property, the
radius of gyration (ROG). This quantity is highly sensitive to the
accuracy of the entire Monte-Carlo trajectory and is not explicitly
considered by Proxima during a run, but rather is determined only
at the end of a simulation. Thus it provides a useful validation of
the Proxima approach.

We shown in Figure 9, the ROG values obtained for 10 runs
of each of Baseline, Fixed, and Proxima for temperatures from
100 to 1000 K. The multiple runs (with different initial random
seeds) capture the variations that result from the randomness of
the Monte-Carlo simulation.

We see in Figure 9 that Proxima outperforms Fixed in predict-
ing an accurate ROG, achieving results that are closer to those
of Baseline (indeed, coinciding with Baseline’s error bars) and
with less variation, as captured by the error bars, and without the
increased variation in error with temperature that is seen for Fixed.
This is further demonstrated in Figure 10, where the accuracy of
Proxima is much more stable than that of Fixed. In other words,
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Figure 5: Left: MAEs and execution times achieved by Fixed with MCSA for methane at 500 K and 1000 K, for 221 different
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left meet both error and time bounds. Also shown as a red circle at (0, 523) is the performance achieved by Baseline. Right:
Highlighting the 500 K and 1000 K combinations that lie within the error and time bounds, with RI, T values shown for those
with MAE less than 1.75. The best results are obtained with relatively low retrain intervals and distance thresholds.

5007 © o v Y O Acceptable
V  MAE too high
4001 o o> v v O Runtime too long
©
Z
_8300- o o v v v v v
£
£
9200- o (=] ov v v v v
k9]
o
1009 o a o~ v v v v
ST D A R R R A

01 02 03 04 05 06 07
Threshold

Figure 6: A scatter plot of the (RI, T) points in Figure 5, with
markers classifying each point. The points with acceptable
MAE and execution time (the green squares) fall in a rela-
tively narrow range.

Proxima achieves scientifically meaningful results where Fixed
fails to do so.

5.3 Results for Different Error Bounds

Many existing frameworks for surrogate use consider only inference
time and model error when selecting ‘optimal’ parameters, without

Bl Proxima - No Reference Data

3.0 I Fixed - No Reference Data

Speedup

100 200 300 400 500 600 700 800 900 1000 HM
Temperature (K)

Figure 7: Speed-up results for Fixed (with parameters T = 0.3,
RI = 50) and for Proxima without the use of reference data.
The harmonic mean is labeled as HM.

detailed results of model training and decision-engine execution
time, nor any focus on managing error (7, 8, 17]. The work presented
here, in contrast, focuses on control mechanisms that can meet a
user-defined error bound while optimizing end-to-end execution of
an application across a range of temperatures. As we demonstrated
above, the use of control mechanisms is important because even
with extensive profiling, it is difficult to find parameters that satisfy
an error bound across a range of temperatures.
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We report here on experiments that evaluate Proxima’s ability
to meet a wide range of user-specified error bounds. Specifically,
we run Proxima for error bounds in the range 0.0005 - 0.006 and
measure the achieved error and speedup in each case. The results,
displayed in Figure 11 presents the the error bound on the x-axis and
the normalized error (where a value of 1 indicates the error bound,
and values <1 indicate staying below the target error) on the y-
axis. As expected, Proxima abides by the given error bounds, while
achieving up to 5.52x speedup for the highest error bound. These
results emphasize the point that surrogates are most useful when
there is some room for error. The results with low error bounds
are important as they show that Proxima performs acceptably even
in those stressful situations; however, we should not be concerned
that performance is poor in those cases, because they are not the
cases that we are targeting.

5.4 Error Sensitivity and Reduction

Since both the energy landscape and surrogate model are nonlinear,
a conservative distance threshold, T, for one configuration may
result in significant error for another configuration. Therefore it is
impossible to choose a static distance threshold that can satisfy a
specific user-defined error bound. Proxima solves this problem by
dynamically changing the threshold, illustrated in Figure 3, based
on simulation error feedback and a user-defined error bound.

5.5 Proxima Overhead

The largest source of overhead in Proxima is the time needed to
train the underlying surrogate model. While model inference is typ-
ically orders of magnitude faster than the target function, training
time grows with training set size, and can reach 60% of total runtime
in worse-case scenarios. Proxima’s decision engine can also be a
source of meaningful overhead. For MCSA, the decision engine re-
quires a Euclidean-distance calculation based on a Coulomb-Matrix
representation of the atomistic geometry. Calculating this distance
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# Xo: Initial state of molecule
# T: Temperature

# N: number of steps to simulate
import Proxima

def simple_monte_carlo(Xo, T, N}:

X = Xo

# Make the Proxima wrapper

prox_func = Proxima(calc.energy_function,
ml_model, mae_bound)

calc.energy_function = prox_func

for n in range(N):
X_next = perturb(X, T)
E = calc.energy_function(X) # Target function
R = random()
if accepted(E, R, T):
X = X_next

Listing 2: Applying Proxima to MCSA.

can take as much as 9% of total runtime. The controller logic re-
quires much less overhead, taking ~10us per step. The reported
Proxima speedups consider all costs, including Proxima logic,model
(re)training, surrogate usage, and inference.

5.6 Ease of Use

Identifying the best parameters for Fixed required running 221
simulations. Running them all is expensive, because while some
simulations run in five minutes, others take days. The results must
then compared based on speedup and error obtained. Even remov-
ing the need for the retrain interval, and using the retraining tech-
nique applied in Proxima, results in only four configurations stay
within both error and latency bounds, as shown in Figure 4. Addi-
tionally, Figure 8 shows that parameter values that work well for
one temperature are not necessarily effective at other temperatures,
where they result in errors above a given bound. Proxima removes
these steps while staying below the user-defined error bound and
achieving speedup: see Figure 7.

The user no longer needs to run the many simulations to find
the best parameters and can import Proxima as a simple Python
library, as shown in Listing 2.

6 RELATED WORK

The potential for performance gains via the integration of machine
learning into atomistic simulations has spurred much research in
this area [7, 8, 31, 37, 46].

Botu and Ramprasad developed a numerical fingerprint to repre-
sent an atom configurations and proposed an algorithm for surro-
gate decision usage [7, 8]. They use this numerical fingerprint as a
feature vector to represent the atom coordinates in a way that can
then be mapped to molecular properties, such as energy and force.
Similarly to Proxima, they add training data each time that the
target function is invoked and choose the surrogate when the input
is within a certain distance threshold of the training data; in con-
trast to Proxima, they use a static threshold. Proxima’s dynamically
changing threshold allows it to invoke the surrogate model more
often while meeting a required error bound, and thus to achieve
higher performance.
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Vandermause et al. use the internal uncertainty of a Gaussian
process regression model to decide whether to accept a model
prediction or to use the target function [46]. They applied their on-
the-fly learning methodology to a range of single and multi-element
systems. Though they attempt to keep the amount of training data
low, their methodology retrains the model after every data addition
and they do not discuss speedups.

Rupp et al. describe a surrogate implementation, presenting re-
sults on accuracy and discusses using hyperparameters. They used
a specified training set and found that machine learning can predict
potential energy with high accuracy [37].

In summary, although prior work has yielded many advances
in the integration of surrogate models into atomistic simulations,
none are able to guarantee a user-specified level of accuracy, as
Proxima has shown to be able to do.

Other related work has investigated methods for accelerating
surrogate model creation via automated model selection and learn-
ing algorithms that mimic the underlying structure of algorithms
[2, 40]. That work requires the full training data set prior to to
prediction, but could potentially be adapted to improve the models
used within Proxima.

7 CONCLUSION

We have presented Proxima, a novel method for simplifying the
incorporation of machine-learning-based surrogate models into
science applications. A surrogate model is effective when it is suffi-
ciently accurate for scientific goals and the cost of its (re)training
is less than that saved by its use. We used the example of atomistic
simulations to illustrate the challenges inherent in the resulting
speed-accuracy tradeoffs, which are typically too complex for users
to navigate without extensive and expensive experimentation. We
showed how simple approaches to the integration of surrogate mod-
els, in which default values are used for various surrogate model
configuration parameters, can easily result in inaccurate results
and/or extreme slowdowns. We also showed how the complexity
of such simulations means that users cannot readily identify good
values for parameters without performing extensive experimen-
tation. We then showed how with Proxima, a user does not need
to perform extensive testing, curate a training set, or pre-train a
machine learning model. Instead, Proxima used control theory to
determine values for configuration parameters automatically, in
ways that satisfy error bounds while also delivering substantial
speedups: up to 5.52X% in the case studied here.

We have focused in this paper on a simple atomistic modeling
problem, namely computing the energy of methane, the simplest
hydrocarbon. In future work, we will apply the method to larger
atomistic modeling problems, where we expect Proxima to provide
yet greater benefits. The relationship between threshold and error
is not expected to change with increased problem size, so we expect
Proxima to continue to meet the error bounds. And because Prox-
ima replaces a target function that scales as O(n?) with a linear
surrogate, the speedups could be even larger for larger problems.
By delivering large speedups with only minor modifications to the
science application, Proxima thus further opens the capabilities of
using machine learning in these science applications.
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