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Abstract

In this paper, we study a generalization of the Voronoi diagram, called the
Influence-based Voronoi Diagram (IVD). The input is a collection of possibly
overlapping point clusters C = {C4,Cy, ..., C,} in some fixed dimensional space
R? and an influence function F(C,q) measuring the influence from a set C of
points to any point ¢ in R%. The goal is to construct a Voronoi diagram for C so
that each Voronoi cell consists of all points that receive their maximum influence
from the same cluster in C. By making use of a recent work called the Clustering
Induced Voronoi Diagram (CIVD) for unclustered points, we are able to show
that it is possible to utilize CIVD’s space-partition ability and combine it with a
divide-and-conquer algorithm to simultaneously resolve the space partition and
assignment problems for a large class of influence functions. This overcomes a
major difficulty of CIVD related to its assignment problem. Our technique yields
a (1 — ¢)-approximate IVD of size O(|P|log|P|) in O(To(N)Nlog® N + T1(N))
time, where P is the union of all points of C, N is the total size of all clusters
in C, € > 0 is a small constant, and 77 and T5 are the functions measuring how
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efficiently F'(C, ¢) can be evaluated.
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1. Introduction

The Voronoi diagram is a fundamental geometric structure with numerous
applications in many different areas. Given a set P of points or objects (called
sites) in R? | the (ordinary) Voronoi diagram induced by P is a partition of
the space R? into a set of cells, where each cell of the diagram is the union of
all points in R? whose distances to a particular site are closer (or farther) than
to any other sites. There are many variants of Voronoi diagrams, depending
on the type of objects in P, the distance metric, etc. Voronoi diagram can be
viewed as the result of a competition among sites in P, where for any point
g € R%, the winning site for ¢ is the one that has the largest “influence” on
q. For most of the known Voronoi diagrams, the influence from each site is
independent from the other sites in the sense that the influences from multiple
sites are not aggregated. However, as it will be shown later, many real world
applications expect that the influence from multiple objects can be combined
to form a certain type of joint influence.

To accommodate such an expectation, we generalize in this paper the con-
cept of Voronoi diagram to the Influence-based Voronoi Diagram (IVD). Let P
be a set of points in R? for some fixed integer d > 0, and C = {C;,Cs,...,Cy}
be a collection of (possibly overlapping) clusters of points of P (i.e. C; C P,i =
1,2,...,n). For any cluster C' C P, all the points in C have a combined joint
influence on every point ¢ € R?, which is measured by a non-negative real func-
tion F(C,q) (called influence function). The cluster C; € C that has the largest
joint influence F(Cy,q) on ¢ is called the Mazimum Influence Cluster (MIC)
of g. An IVD of C is a partition of the space R? into regions (called Voronoi
cells) such that each Voronoi cell ¢ is associated with a cluster (called Voronoi
site) C; € C that is shared by all points ¢ as their common MIC. There are two
major differences between IVDs and the traditional Voronoi diagrams (VD).
One difference is that each Voronoi site of an IVD is a given point cluster, while
the Voronoi site of a traditional VD is one input point. The other difference is
that the IVD is influence based, while the traditional VDs are distance based in
general. This means that when determining the Voronoi cell for a point ¢, IVD
measures the joint influence from all points in a Voronoi site to ¢ by an influ-
ence function, but the traditional VDs compute the distance (e.g., Euclidean or
Hausdorff distance) between the Voronoi site and g.

The rationales of generalizing distance-based Voronoi diagrams to influence-
based Voronoi diagrams are well justified in [5, 6], as joint influence is a rather
common phenomenon in real world (such as in physics, social networks, etc.).
Chen et al. were the first to study the influence based Voronoi diagrams in their
work on Clustering Induced Voronoi Diagrams (CIVD) [5]. They showed that for



any set P of n points in R? and an influence function F(C, q) satisfying some
general conditions (i.e., Similarity Invariant, Locality, and Local Domination
properties), it is possible to partition the R? space into O(nlogn) cells so that all
points in each cell share a common subset of P as their approximate MIC. Their
CIVD technique first partitions the space into a set of cells (called partitioning)
based on a general Approximate Influence (AI) Decomposition technique, and
then determines the approximate MIC (or AMIC) for each cell by a problem-
specific assignment algorithm (called assignment).

The CIVD considers all possible subsets (i.e., the power set) of P as its
potential Voronoi sites, and the Voronoi sites, as well as the cells, are solely
induced by the influence function. This greatly increases the freedom for CIVD
to capture the domination relationships between the input points and the space.
It also elevates the challenge level of constructing such a diagram. For instance,
it is evident in [5] that although a general technique (i.e., Al decomposition,
introduced in [5]) exists for a large class of influence functions to partition the
space, it is quite unlikely to find a common assignment algorithm for such a class
of influence functions (the assignment problem was solved in [5] in a problem-
dependent manner).

To address the difficulty associated with the assignment problem, we consider
the IVD problem in this paper. In some sense, the IVD model can be viewed as
a special case of CIVD, where the Voronoi sites are restricted to be the set C of
given clusters, instead of the power set of the input point set P. We expect that
such a restriction can enable us to characterize a set of general conditions (which
might be somewhat different from those of the CIVD model) such that for any
influence function satisfying this set of conditions, its corresponding IVD can be
computed by a common algorithm efficiently, thus simultaneously solving the
space partition and the assignment problems.

The IVD model has a number of potential applications. One such appli-
cation comes from a recent interesting medical study. In [13, 14], Wang et al.
showed that by constructing the Voronoi diagram of a collection of density-
based clusters of already identified (or known) neutrophils (which are a type
of white blood cells that help the immune system defend against infections), it
is possible to significantly improve the accuracy (by about 10%) of identifying
the more difficult candidates of neutrophils (i.e., determining whether a cell
that looks somewhat likely to be a neutrophil is indeed a neutrophil) in H&E
staining histology tissue images. The ability to identify neutrophils in a large
population of immune cells of mixed types in images is critical for the diagnosis
of inflamation diseases. Their method suggests that the identification decision
for a “suspicious” neutrophil inside the IVD Voronoi cell of a cluster of already
identified neutrophils can be based on the “context” of this “suspicious” neu-
trophil (specified by its Voronoi cell and the neighboring Voronoi cells together
with their clusters of already identified neutrophils). The IVD model for neu-
trophil identification offers the first model of a context for cell studies which
allows quantitative analysis [13, 14]. This provides a new way (i.e., using the
joint influence of a set of clusters of known neutrophils to identify additional
neutrophils) to solve a challenging medical imaging problem.



Another interesting application of the IVD model comes from machine learn-
ing. In a recent paper [12], Polianskii et al. proposed a space partition technique
for classification using Voronoi diagram. Their technique partitions the feature
space based on the (weighted) Voronoi Boundary Rank of each class. Mathe-
matically, their space partition can be viewed as a special IVD of a set of nearby
classes of feature points, where the influence function is defined as the Voronoi
Boundary Rank.

It is worth pointing out that several distance-based Voronoi diagrams actu-
ally allow their Voronoi sites to have multiple points. These include the k-th
order Voronoi diagrams [10], the Hausdorff Voronoi diagrams [11, 4, 15], and
the two-point site Voronoi diagrams [2, 9]. The distance functions used in these
works are often defined by the closest (or farthest) point in the Voronoi sites,
not by a collective effect of all points of these sites. By studying the IVD model
we explore and extend the concept of the Voronoi Diagrams from a different
perspective by considering joint influence of a group of points. In fact, some of
these distance-based Voronoi diagrams, including the ordinary Voronoi diagram,
2-point site Voronoi diagrams and k-order Voronoi diagrams, can be formulated
as IVDs by choosing an appropriate influence function and clusters collections.

Main Results and Techniques. In this paper we show that, for any
influence function that satisfies serveral natrual properties (discussed in Sec-
tion 2), a (1 — ¢)-approximate IVD with size O(|P|log|P|) can be built in
O(Ty(N)N log® N +T1(N)) time, where N is total size of the clusters in C, € > 0
is a small constant, and T and 75 are the functions measuring how efficiently
F(C,q) can be evaluated. The hidden constant factor in the big-O notation is
O(1/A(€)9@), where A() < 1 is a function depending on F(C,q). Our tech-
nique relies on a space partition technique called AT Decomposition from [5] and
a novel divide-and-conquer based assignment scheme. The AI Decomposition is
used to generate a space partition for the IVD. However, this technique alone
cannot solve the assignment problem. Thus, a divide-and-conquer based as-
signment scheme is proposed. To efficiently implement this assignment scheme,
we combine the Al Decomposition algorithm with a tree pruning technique.
This resultis in a new quad-tree decomposition algorithm called Assisted Al
Decomposition.

2. Problem Description and Technique Overview

In this section, we give an overview of our approach for building an approx-
imate IVD of a given set of point clusters.

Definition 1. Let P be a set of points in R?, and C = {C1,Cs,...,C,} be a
set of clusters of points of P with P = Jg, ¢ Ci, and F'(C, g) be a nonnegative
function (called the influence function) for a point cluster C' C RY to any query
point ¢ in R? space. For a small constant ¢ > 0, the (1 — ¢)-approzimate IVD
of C (denoted by AIVD(C)) is a partition of R? into cells {ci,ca,...,c:} such
that each cell ¢; is associated with a cluster C(c;) € C satisfying the condition
F(C(cj),q) > (1 —€)F(Cy,q) for all g € ¢; and k € {1,2,...,n}.



Figure 1 shows an example of an approximate IVD of 3 clusters with influ-
ence function F(C,q) =3 - 1/|lp — ql|2.

Figure 1: An example of an approximated IVD of three clusters, each of which consists of
three input points. In this example, two clusters (the red and yellow) share a input point
(marked as yellow and red). The influence function is F'(C,q) = > cc 1/llp — gll2 and € is
set to be 0.1.

In the rest of this paper, we let IV be the total size of all clusters in C, i.e.,
N = ZCiEC|Ci|'

In the above definition, C(c;) is called the approximate maximum influence
cluster (AMIC) of ¢;. The Voronoi region of a cluster may either be empty
or consist of one or more (possibly disjoint) cells. This means that the total
number of cells could be much larger (e.g., exponentially larger) than the number
of clusters (i.e., t > n). To ensure that the yielded Voronoi diagram has a small
size, we expect the influence function F'(C,q) to have the following properties,
which are slight modifications from those in [5].

(P.1) Invariance Under Translation: F'(C,q) remains unchanged if C and ¢
are translated by a same vector in R%.

(P.2) Majority Rule: If all points in C coincide at a common location, adding
another coincident point to C' does not decrease F(C, q).

(P.3) Locality: If every point p € C is perturbed by a relative distance A(e) to
q (i.e., ||p —new(p)|| < A(e)||p — ql| for some positive function A(:) < 1),
F(C,q) changes by a factor no more than e.

(P.4) Local Domination: There exists a polynomially bounded function P(-)
such that for sufficiently small € > 0, the following holds: For any C’ C C,
if there is a point p € C’ with P(|C))|l¢—p| < e-|lg—p'| for all p’ € C\ ",
then (1 —€)F(C,q) < F(C',q) < (1+¢)F(C,q).



(P.5) Efficient Estimation: An approximate value of F'(C, ¢) can be estimated
efficiently. A data structure of C can be built in 77(N) time and outputs
(1+e)-approximate value of F(Cj, q) in To(N) time for any C; € C, ¢ € R4,
and small € > 0.

To build the AIVD(C), our main tasks are to decompose R space into cells
{c1,¢2,...,c:} and assign to each cell ¢; its approximate maximum influence
cluster C(c;) from C (this procedure is called the assignment of ¢;). For the
space decomposition, our idea is to make use of the Approzimate Influence (Al)
decomposition technique developed for the CIVD problem [5], which partitions
the R space into O(|P|log|P|) cells for a set of unclustered points P. Since
AI decomposition considers all possible subsets of P (i.e., the power set 2°), it
certainly takes all clusters in C into consideration. Briefly speaking, the space
partition generated by the AI decomposition ensures that, for every subset C'
of P (and thus for every C from C), most of generated cells ¢ satisfies that all
points in ¢ receives similar influence from C'. This implies that the resulting cells
of AT decomposition can be used to form the partition of AIVD(C). However,
to achieve this goal, we still need to solve two main problems. (1) Identify and
merge smaller cells in the AI decomposition to form larger cells for clusters in
C (we call this the simplification of the partition of AI decomposition). This
is because a cell of AIVD(C) associated with a cluster C; € C could be further
partitioned into a number of smaller cells in the AT decomposition (due to the
fact that Al decomposition considers all subsets of C;). (2) Assign a cluster
in C to each of these merged cells (since AI decomposition does not solve the
assignment problem). To simultaneously solve the two problems we develop a
divide-and-conquer approach, which has the following main steps.

1. Partitioning: Use an Assisted Al (i.e., a modified AI) decomposition on
all points in P = (oo C to partition the space into a set of cells (also
denoted as AIVD(C)) with no assignments.

2. Dividing: Divide C = {C1,C,,...,C,} into two subsets,

Cl = {011, Clg, ey Clg} and C2 = {021, 022, ceey Cgh}.

3. Recursing: Recursively build AIVD(C;) and AIVD(Cz) with assignment.

4. Merging: Merge AIVD(C;) and AIVD(C;) to obtain AIVD(C) with assign-
ments.

To implement the above approach, one of the main difficulties is how to
control the errors within the desired range. This is because approximation
error are incurred in each Merging step and could accumulate throughout
the recursion (i.e., in the Recursing step). To overcome this difficulty, our
idea is to maintain the following Containing Condition in every Merging
step: for each cell ¢ of AIVD(C), there exist a cell ¢; € AIVD(C;) and a cell
co € AIVD(C3)) both containing ¢ (i.e., the regions of ¢; and ¢y containing the
region of ¢). With the help of this condition, we are able to show (through a
rather involving analysis) that the accumulative error is no more than the error
tolerance.



Of course, to maintain the containing condition is itself a challenge. Our
strategy is to first generate a simplification of AIVD(C) for each of the two subsets
C; and Cy. Particularly, we extend the AI decomposition to an Assisted Al
Decomposition. This allows us to produce a pruned version (namely AIVD(Cy)
and AIVD(Cz)) of AIVD(C) satisfying the containing condition for each of the two
subsets C; and Co, respectively(see Figure 2). The imposed containing condition
on the pruned versions of the decomposition enables us to recursively relate
cells of AIVD(C) to cells of AIVD(C;) and AIVD(C3) and simplify the assignment
process for all cells in AIVD(C).

Figure 2: An example showing two VDs and their quad-trees. The right side one is a pruned
version of the left side one. The dashed lines indicate the regions that are pruned.

To analyze the proposed approach, we provide a correctness proof and a
complexity analysis. The analysis shows that our approach yields an AIVD(C)
with size O(|P|log|P|) in O(Ty(N)Nlog? N + Ti(N)) time (recall that N is
the total size of clusters in C), where the hidden constant factor in the big-O
notation is O(1/A(€)9(4), and A(-) < 1 is a function depending on the influence
function.

3. Assisted AI Decomposition

In this section, we show how the AI decomposition can be extended for our
AIVD problem. For the sake of completeness, we start with a brief overview of
the AT decomposition [5]. A more detailed description of AT Decomposition can
be found in See Section 6.1.

3.1. A Brief Overview of the AI Decomposition

Let P be a set of points in R? space, and F/(C,q) be an influence function
measuring the influence from any subset C' of P to an arbitrary point ¢ € R%.
AT decomposition is a recursive quad-tree decomposition scheme. It produces a
data structure called the boz-tree for a set of unclustered points P, where every



node (called a boz-node) is a region in R? space. Each region c is either a box
(i.e., an axis-aligned hypercube) or the difference of two boxes, and all children
of every non-leaf node of the box-tree form a partition of this node’s region.
To reduce the number of subsets that need to be tracked, AI decomposition
adopts a strategy that views multiple input points as a single “heavy” point,
and relies on a key data structure called the distance-tree [5] to implement it.
(See Section 6.1 for a detailed description of distance tree.) Each node (called
a distance-node) of the binary-tree-structured distance-tree corresponds to a
subset of input points that can be viewed as a heavy point.

The regions associated with leaf nodes (called cells) of the box-tree form the
partition of RY, where each cell ¢ corresponds to a (possibly unknown) subset
C which is a (1 — €)-approximate maximum influence set of all points in ¢. Al
decomposition generates two types of cells, type-1 and type-2 cells. A type-1
cell is a region very close to a known subset C' of P (compared to points in
P\ C) and the diameter of C is small enough compared to its distance to the
cell; in this case, the cell is said to be dominated by C. A type-2 cell is a
region which is small enough compared to its distance to any point in P (see
Figure 5 in Section 6.1 for an illustration of the two types of cells). Note that
most generated cells are boxes, while some of the type-1 cells could be difference
of 2 boxes. See Algorithm 8 in Section 6.1 for more details.

The AMIC of a type-1 cell is its (known) dominating set, while the AMIC of
a type-2 cell is unknown in general and needs to be determined from the power
set of P.

Note that there were previous results on approximate Voronoi diagrams
which also use quad-tree based space decomposition schemes [7, 1]. These
methods are designed mainly for traditional Voronoi diagrams. The cells in
these diagrams are induced by approximated closest distance to input points.
While in AT decomposition, cells are generated based on influence from all pos-
sible subsets of the input points. Thus, the design of Al decomposition is very
different from these methods despite that they seem to share some similarity
(e.g. quad-tree decomposition).

To understand why the partition of AI decomposition is useful for generating
AIVD of C, recall that the influence function F(C, q) satisfies properties (P.1)—
(P.5). For a type-2 cell ¢, by (P.1) and (P.3), we know that we may choose an
arbitrary point g. € ¢ to represent all points in ¢, since F(C;,q’) differs from
F(Cy,qc) by a little for any ¢’ € ¢. Thus, all points in ¢ share a common AMIC
C;. For a type-1 cell ¢ dominated by a point set P’ C P, by (P.2) and (P.4),
we know that C; that has the most points in P’ among {C1, Cs,...,Cy} should
be an AMIC for all points in ¢. This means that the cells generated by Al
decomposition can be used to derive the partition of AIVD(C).

3.2. Assisted AI Decomposition for Pruning Box-Tree

In this subsection, we show how to modify AI decomposition to make the
divide and conquer approach (in Section 2) possible.

Let C' = {C4,C4,...,Cyp} C C be a subset of C. As mentioned in Section
2, we need to generate a box-tree 7" for C' by simplifying the box-tree 7, of all



points in C. Particularly, for every cell (i.e., leaf node) ¢ of 7,, we expect that
there is a cell ¢’ in 7’ wholly containing c¢. Furthermore, each cell in 77 should
be either a type-1 or type-2 cell for points in C' = {C1,Cs,...,Cp}.

To build the box-tree 7', our main idea is to prune 7,. This is implemented
by recursively traversing 7,. We start with the root u of 7T, keep u as a node in
T, and recurse on u’s children. If u meets the criteria of being a type-1 or type-2
cell for C’ or is already a leaf node in 7, we stop the recursion on u’s children and
make u a leaf node of T (i.e., u’s descendants in T, are all removed); otherwise,
we continue the traversal recursively on w’s children. The type of a cell is verified
by the same method used in the AI Decomposition; this means that a distance
tree is also built for P in advance (see Algorithm 7 in Section 6.1). The above
strategy is made precise in the procedure AssistedDecomposition (Algorithm 1)
which is used to determine whether a node of 7, can be a type-1 or 2 cell for C'.

Note that in the above recursive procedure, 7, is not actually changed by
pruning. Instead, each node u of the newly constructed tree T’ is actually a
copy of the node ref(u) of T, referring to the same region B(u) in R%. For
convenience, we do not distinguish u and ref(u) in our discussion.

To implement the above pruning approach, a few subtle and yet important
modifications are needed to ensure the resulting pruned box-tree satisfies the
required containing condition (see Section 2). One subtle modification is on
the way of handling type-1 cells. In AI decomposition, if the region B(u) of
a box-node u is detected to be very close to a subset P(v) associated with
a distance-node v, a new box-node B’ is created to represent the region of
E(v) N B(u), where E(v) is a square region which is considered to be too close
to P(v) comparing to the diameter of P(v) (See Algorithm 7 in Section 6.1
for definition of F(v)); the region of B(u) \ B’ becomes a type-1 cell since it is
close to P(v) (comparing to all points in P\ P(v)) and yet the diameter of P(v)
is small enough comparing to its distance to the cell. Since points in B’ could
have not large enough distance to P(v) comparing to the diameter of P(v),
AT decomposition then recursively processes B’. However, in our Assisted Al
decomposition, we do not simply treat the region of B(u)\ B’ as a type-1 cell, for
the purpose of making sure that the resulting 7" satisfy the containing condition
for pruned box-tree. Instead, we treat those children of B which do not intersect
E(v)NB(u) as type-1 cells and recursively prune all other children. See Figure 3
for an example. The details of this are given in the algorithm HandleTypelCell
(Algorithm 2 ), a subroutine of the recursive routine AssistedDecomposition
(Algorithm 1).

The above modification implies another subtle modification on handling
type-1 cells. The Assisted Al decomposition fully simplifies type-2 cells (i.e.,
once a box-node u is determined as a type-2 cell of C’; all its children are pruned).
However, as we discussed above, for a type-1 cell, Assisted Al decomposition
actually does not fully simplify it. We will show later that this is sufficient for
our approach.

The full Assisted AI Decomposition algorithm is given in the following Al-
gorithm 4. The core part is Algorithm 1, the procedure to recursively prune
the box-tree 7, to obtain a new box-tree. The P(-) function appears in step 4
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Figure 3: An example showing part of a to-be-pruned tree (b) and the corresponding boxe-
nodes and input points (a). B(u) is very close to a set of three points P(v) (the three points in
the dashed circle), compared to other input points (not shown in the figure), where v is some
distance-node. Then B(u1) and B(uz2) can be output as type-1 cells in the pruned tree, since
they are very close to P(v) compared to other input points, and yet also far enough (outside
E(v)) to view P(v) as one point. B(us) and B(u4) need further examination/recursion.

of Algorithm 1 is the polynomially bounded function P in Property (P.4) of
the influence function. The parameter 5,0 < 8 < 1/2, is an error factor. The
subroutine, SearchTail (Algorithm 3), is designed to avoid generating long
chains in the newly constructed box-tree. For example, if for a sequence of box-
nodes uy,ug, ..., U, u;4+1 is the only child of u; for every ¢, then we may simply
make wug the only child of w; and discard us, ug, .. ., ug—1, for space saving. The
algorithm share some similar ideas with the standard quad-tree compression
operation (see [8] for an introduction).
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Algorithm 1 AssistedDecomposition(u, 5, L, Ty, rc, Ta)
Input: A box-node u with box B(u), error tolerance 8 > 0, a linked list L
for storing distance-nodes that need to be examined, a value r. to measure the
estimated closest distance from B(u) to points not in L, a distance-tree T}, and
a box tree 7.
Output: A subtree of a pruned box-tree 7, rooted at w.

1: While 3 v in L such that the length of at least one edge of B(u) N E(v) is

no smaller than w do

e Replace v in L by its two children in 7}, if any.
2: Let D(u) be the diameter of B(u). For each node v in L do

2.1 Let 7y, be the distance between B(u) and I(v), where [(v) € P(v) is
a representative point of P(v). (It is generated for v when building the
distance-tree. See Algorithm 7 in Section 6.1 for more details.)

2.2 If D(u) < ryminf/2, remove v from L, and if 7. > rmin, let re = rpin.

3: If L is empty, return, and u is labeled as a type-2 cell.
4: If there is only one element v in L, let 7,,,;, be the smallest distance between
[(v) and B(u).
Tmin+D(u)
4.1 If . < )

4.1.1 If E(v) N B(u) = 0 or v is a leaf node in T}, u is a type-1 cell
dominated by v. Return.

4.1.2 Call HandleTypelCell(u, 8,v, Ty, r¢, T,) and return.
5: For every child u’ of ref(u), do

5.1 If u' is type-2 cell in T,
5.1.1 Create box-node u. with corresponding box B(u.) = B(u'), and
set ref(u.) = u'.
5.1.2 u, becomes a child of u. And B(u,) is labeled as a type-2 cell.
5.2 If u’ is neither a type-1 cell nor a type-2 cell in T, do
5.2.1 Create box-node u. with corresponding box B(u.) = B(u'), and
set ref(u.) = u'.
5.2.2 u. becomes a child of wu.
5.2.3 Call AssistedDecomposition(u., 3, L, Ty, rc, Ta)
(Note: If w’ is a type-1 cell in 7, do nothing.)

11



Algorithm 2 HandleTypelCell(u, 8,v, Ty, ¢, Ta)

Input: A box-node u with box B(u), error tolerance 8 > 0, a distance node v
from T, a value 7, distance-tree 7},, and a box-tree 7.

Output: A subtree of a pruned box-tree 7T, rooted at w.

Note: u corresponds to a box-node ref(u) in T.

1: If ref(u) is a type-1 or type-2 cell of T, u is labeled as a type-1 cell domi-
nated by v or type-2 cell, respectively. Return.

2: If the length of at least one edge of B(u)NE(v) is no smaller than
do

o Call AssistedDecomposition(u, 3, {v1,v2}, Tp, 7e, Ta), wWhere vy, ve are
the two children of v in 7},. Return.

3: If no child ' of ref(u) in 7T, satisfies that B(u') N E(v) # () and «' is not a
type-1 cell in 7, return and u become a type-1 cell dominated by v.

4: If more than one child of ref(u) in T, say u}, uj, ..., u}, satisfy that B(u})N
E(v) # 0 and v} is not a type-1 cell in 75, i = 1,2,...,k, do the following
and then return.

size(B(u))
2

4.1 For every u},i=1,2,...,k, do
4.1.1 Create box-node u;, u; becomes a child of u.
4.1.2 Set ref(u;) = uf, B(u;) = B(ul).

(2

4.1.3 Call HandleTypelCell(u;, 8,v, Ty, 7¢, Ta).

4.2 For every child u’ of ref(u) that satisfies B(u') N E(v) = 0 or u} is a
type-1 cell in 7T, do

4.2.1 Create box-node u., u. becomes a child of w.
4.2.2 Set ref(u.) = v, Bu.) = B(u).
4.2.3 wu, is labeled as a type-1 cell.
5. If exactly one child u’ of ref(u) in 7, satisfies B(u”) N E(v) # 0 and v’ is
not a type-1 cell in 7, do
5.1 Set u; = SearchTail(7,, v, E(v)).
5.2 Construct 2 box-nodes, u; and us, as the children of w.
5.3 Set ref(u;) = us and B(u1) = B(ug).

5.4 Set B(ug) as the difference of B(u) and B(uy). us is labeled as a type-1
cell dominated by v.

5.5 Repeat Step 1 — Step 4 with u set to be uy.
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Algorithm 3 SearchTail(7,, v, E(v))

Input: A box-tree 7, a node v’ of T, and a box E(v).
Output: A node of 7, which is a the end node of a chain in 7, starting at u’.

1: Repeat the following until break:

e If v/ is a type-1 or type-2 cell, break.

e If the length of at least one edge of B(u') N E(v) is no smaller than
%B(u/)), break.

o If more than one child of u' in 7y, say u}, ub, . .., u}, satisfy that B(u})N
E(v) # 0 and u} is not a type-1 cell of 75, i =1,2,...,k, break.

e If exact one child u” of u' satisfies that B(u") N E(v) # 0 and u” is
not a type-1 cell, set v’ = u”.

e If no child «” of v satisfies that B(u”) N E(v) # 0 and «” is not a
type-1 cell, break.

2: Return v'.

Algorithm 4 AssistedAlDecomposition(P, 3, T,)
Input: A set of points P, error tolerance 8 > 0 and a box-tree 7.
Output: A box tree 7, which simplifies 7,.
1: Build a distance-tree T}, for P (See Algorithm 7 in Section 6.1).
2: Create box-tree node u. Set B(u) as B(u,) where u, is the root of 7,. Set
ref(u) as u,.
3: Run AssistedDecomposition(u, 3,0, T}, 00, Ty)

13



4. The Full Algorithm

The Assisted Al decomposition presented in last section enables us to deal
with the Partitioning step of our divide-and-conquer approach. In this sec-
tion, we focus on the Merging step, as well as the whole algorithm, since the
Dividing and Recursing steps are quite straightforward (e.g., dividing the set
of clusters into two subsets with nearly equal total cardinality and recursively
build the AIVD for each subset). Combining the Assisted AI decomposition
and the idea of maintaining an approximated value of the maximum influence
of a sub-collection of clusters, the error accumulated during the recursion can
be controlled (to be shown in next section).

Let T be the box-tree generated by the Assisted Al decomposition for the
set of clusters C = {C1,Cq,...,C,}. To complete the construction of AIVD(C),
we still need to assign an AMIC to each cell in T (i.e., the Merging step). As
discussed in Section 2, this is done by divide-and-conquer approach. Let T;
and T3 be the simplified box-trees (by Assisted AT decomposition) for the two
subsets C; = {C1,Cy,...,Cyp} and Co = {Cpt1, Cryo, - .., Cn}, respectively,
satisfying the containing condition. Since in our divide-and-conquer algorithm,
71 and T3 are constructed recursively, we assume that for each cell ¢ of 77 (or
T2), its AMIC C(c) in C; (or C2) has already been determined. Note that this
can be recursively ensured. At the bottom level of recursion where each of C;
and Cy has only O(1) clusters, the AMIC of each cell in the corresponding box-
tree can be easily determined by computing the influence from each of the O(1)
clusters to some arbitrary query point ¢ in the cell and choosing as AMIC the
one with the largest influence. Also for each cell ¢ of 77 (or 73), we assume
that an approximate value f(c) of F(C(c),q) for all query points ¢ € ¢ has been
computed if ¢ is a type-2 cell. Note that such a value can be easily obtained
by choosing any query point ¢ € ¢ and computing the value of F(C(c),q). By
the Locality property (P.3) and the definition of type-2 cells, we know that the
value of F'(C(c), q) differs only a little for all points ¢ in c.

To determine the AMIC for each cell ¢ of T in C, we first consider its type.
If ¢ is a type-1 cell dominated by P(v) for some distance-node v (which is
determined by the Assisted AT decomposition when constructing 7), the AMIC
C(c) of ¢ can be chosen as the cluster in C which has the maximum number
of points in P(v) (i.e., C(c) is the cluster maximizing the size |C; N P(v)| for
all C; € C). This is because by the definition of type-1 cell, we know that the
influence from all points in P\ P(v) to any point ¢ € ¢ can be neglected; by
Locality property (P.3), we can view all points in P(v) as a single heavy point,
say p, (i.e., all points coincident at p); and by Majority Rule (P.2), we know
that the cluster C(c) has the largest influence on q.

If ¢ is a type-2 cell, since T; and T3 simplify 7, we can find a cell ¢; from
71 and a cell ¢y from T3 such that both ¢; and ¢y wholly contain ¢ (by the
Containing Condition). If ¢;, for j = 1,2, is a type-2 cell, we also have an
approximate value, say f(c;), for all g € ¢;; otherwise (i.e., ¢; is a type-1 cell),
we can pick any point ¢ € ¢, and compute an approximate value of F(C(c;),q)
as f(c;j). By the assumption, we know that an AMIC C(c;) € C; has already
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been obtained for ¢;. Thus, the AMIC C(c) of ¢ can be chosen from C(c;)
and C(c2) by comparing their corresponding approximate values of f(c;) and
f(e2) (i.e., choose the one with a larger value). The approximate value f(c) of
F(C(c),q) in ¢ can be chosen as the larger one of f(cq) and f(ca).

The details of the full algorithm for building AIVD(C) are given in Algo-
rithm 5. The two parameters Aj(e) and As(e), which depend on ¢, will be
discussed in the later analysis section. Note that, if C has no more than three
clusters, we directly compute the assignment for all cells in its box-tree (see step
3 of Algorithm 5). This is the stopping condition for our recursive approach.
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Algorithm 5 BuildAIVD(C,€,7,)

Input: A Collection C = {C1,Cy,...,C,} of set of input points in R?. Error
tolerance parameter 0 < € < 1. A box tree 7, from upper recursion level to
assist AT decomposition.

Output: A box-tree 7 which simplifies 7,. An assignment of (1 — ¢)-
approximate maximum influence cluster C'(¢) in C for each cell ¢ of T

A value val(c) for every type-2 cell ¢ of T.

1: Let P = UgeeC. Let 0 < B < 1/2 be a positive number that satisfies
B % < (1-A(e)7Y B < Ae) and B < A(§) for some 0 < § < 1,
where A(+) is the function ensured by condition (P.3) Do the following to
build the box-tree T

1.1 If 7, is NULL, Call AIDecomposition(P, 3)
1.2 If T, is not NULL, Call Assisted AIDecomposition(P, 3, T,)

2: For every type-1 cell ¢ of T, set the assignment C(c) = C; for ¢, where
points of C; is majority in the distance node that dominates c.
3: If n < 3, do the following.

3.1 For every type-2 cell ¢ of T, choose arbitrary point ¢ in c.
3.1.1 Evaluate F.(C;, q) which is an Ay(e)-error estimate of F(Cj, q) for
all C; in C. Assume C; has the maximum F.(C}, q)
3.1.2 Set the assignment C(c) = C; for c.
3.1.3 Set val(c) = F.(Cy, q).
4: If n > 3, do the following.

4.1 Sort clusters in C = {C4,Cy,...,C,} in increasing order of cardinality.
letting {C1,Cy,...,Cy} denote the result.

4.2 Let Cp, € C be such that Y7 C; > M/2 and 7' Ci < M/2,
where M = Y | C;. Divide C into C; = {C1,C5,...,Cp,} and Co =
{Cm+l7 Cm+2; cey Cn}

4.3 Call BuildAIVD(Cy,€,7) and BuildAIVD(Cs, €,T) to build box-trees 71
and 75, respectively.

4.4 Call Merge(T,T1,7T2). Return T as the result.
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Algorithm 6 Merge(7T, 71, T2)

Input: Box-tree 71,75 generated by BuildAIVD, Box-tree T.

Output: An assignment of approximate maximum influence cluster C(c) in C
for each cell ¢ of T. A value val(c) for every type-2 cell ¢ of 7 which is an
estimation of the value of F(C(c), ¢) for any point ¢ € c.

1: For j =1,2 and every cell ¢ in 7j,

1.1 Find all the type-2 cells of 7 that are contained in ¢, i.e., type-2 cell
leaves of T that are descendant of ¢ (if B(c) is a box) or ¢’s parent (if
B(c) is the difference of two boxes).

1.2 For each type-2 cell ¢’ found in the previous step,

1.2.1 If ¢ is a type-1 cell of 7;, choose any point ¢ from ¢’ compute
F.(C(c),q) which is an Ag(e)-error estimation of F(C(c),q) and
set f;(c) as Fe(C(c),q). Let C(c, j) denote C(c).
1.2.2 If c is a type-2 cell of 7}, set f;(c) as val(c). Let C(c, j) denote
C(e).
2: For every type-2 cell ¢ in T
2.1 If f1(c) > fa(c), set C(c) = C(e, 1) and val(c) = f1(c).
2.2 Otherwise set C(c) = C(c,2) and val(c) = fa(c).
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5. Algorithm Analysis

5.1. Proof of Correctness

In this subsection, we show that with carefully chosen parameters, algorithm
BuildATVD will produce an ATVD for any given set of clusters with the desired
quality.

The following lemmas from [5] reveal important geometry properties of cells
generated by Al Decomposition. They also apply to cells generated by the
Assisted Al Decomposition which is a modification to AI Decomposition. We
list them here without proof.

Definition 2. A distance-node v € T}, is said to be recorded for a box-node u if
v is removed from the list L in Step 2.2 of Algorithm 1 (or Algorithm 8, the
AT Decomposition, in Section 6.1) when processing u or one of u’s ancestors.
The value of r,,;, in the iteration when v is removed from L is the recorded
distance of v for u. If v is recorded for u, then any point p € P(v) is also
recorded for u with the same recorded distance as v.

Let 8 be the error controlling parameter used for Algorithm 1.

Lemma 1. If p € P is recorded for a box-node u with a recorded distance x,
then for any point q € B(u),

(1=B)z<|p—ql <A+p).

Lemma 2. For any type-2 cell ¢ and p € P, let D(c) be the diameter of ¢ and
r be the shortest distance between ¢ and p. Then
2
D(c) < %ﬁ. (1)
Lemma 3. If ¢ is a type-1 cell dominated by a distance-node v, then for any
gecandp € P\ P,,
la— i)l _ 8
lg=p'Il = P(P[)
Since the influence function has property (P.3) for some function A(-), by

properties of type-1 and type-2 cells, a bound about the approximate quality of
AssistedDecomposition can be obtained by the following theorem.

Theorem 1. Let ¢ be any cell generated by the AsistedAIDecomposition (Algo-
rithm 4) or AIDecomposition (Algorithm 9, in Section 6.1.) with an error
tolerance 0 < B < 1/2 satisfies 12 - % <(1—e€)71, B < A(e) and B < A(S)for
some 0 < § < 1, where A is the function ensured by property (P.3). Then the
following holds.

1. If ¢ is a type-1 cell dominated by a distance-node v, then F(C,,q) >
(1 —€)F(Ci,q) for query point q in ¢ and every C; € C, where C,, is the
cluster in C which has the most number of points in v, and q, in the case
that ¢ is generated by Algorithm 4, is not contained in a type-1 cell of
T
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2. If ¢ is a type-2 cell and q and q' are two arbitrary points in ¢, then (1 —
e)F(C,q) < F(C,¢) < (14 ¢€)F(C,q) for any C €C

PROOF. For case 1 of the theorem, we define a mapping ¥, on P as follows.

_Jp  ifp g P(v),
wl(p)_{uv) it p e P(v).

Note that ¢1(P) = ¥1(P(v)) U1 (P \ P(v)) (¥1(-) is a multiset). By Al-
gorithm 1, ¢ cannot be in E(v), thus ||l(v) — ¢|| > 4ST(U). For any p € P,
clearly ||p—v1(p)|| < s(v) since s(v) place an upper bound on diameter of P(v).
Therefore, W < B for any p € P. Since by definition of ¢ (-) either

1(p) —p =0 or ¥1(p) = I(v). In both cases

lp — ¥1(p)]]
lv1(p) — 4l

Let C be any cluster in C. Let C(v) = P(v)NC C C. By Lemma 2,
equation (2), and the assumption 8 < A(4d), we have

<B. (2)

By property (P.4) and Lemma 3, we get

F41(0),q) < (1= B) T F(1(C(v)), q).
By property (P.2) and Algorithm 1, we obtain

F1(C(v)),q) < F(41(Ce(v)), ),
where C¢(v) = C(c) N P(v). By property (P.4) and Lemma 3, we have

F1(Ce(v)),q) < (14 B)F(1(C(c)), )
Again by Lemma 2, equation (2), and the assumption 8 < A(d), we get
F(¥1(C(e),q) < (1= 8)7'F(C(c), q)-
Combining the above inequalities gives us

)
F(C) < 155 TEEFCE.0)

Case 1 of the theorem then follows from the assumption %g . % <(1—-¢ L

Now consider the second case of the theorem. Note that by property (P.1),
we have F(C',q) = F(C,q’), where C’ is obtained by shifting every point p in
C by vector ¢ — ¢/, i.e., to a new location ¥s(p) = p+ ¢ — ¢’. By Lemma 2,
we know that for any p € C, [|p — 12(p)|| = llg — ¢l < D(c) < ||l¢’ — p||3; since
B < A(e), by property (P.3), we have (1—€)F(C,q) < F(C',q) < (14+€)F(C,q).
The theorem follows from F(C’,q) = F(C,¢’). O
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From the algorithm and the containing condition, we know that the following
is true.

Observation 1. Let T be the boz-tree generated by AssistedAIDecompositi-
on(P, 8, T,) (Algorithm 4). Then for any type-2 cell ¢ in T,, there exists
a cell ¢ in T, such that ref(c') is an ancestor of ¢ in T,. In other words, B(c)
wholly contains B(c).

With the above results, the correctness of BuildAIVD is ensured by the
following Theorem 2. To prove the theorem, we particularly show that the
approximation error does not accumulate. Based on the property of AIVD
generated by Assisted Al Decomposition, we know that the maintained value of
approximated maximum influence from a subset of the given clusters remains
valid after a series of merging operations along the path of the recursion. The
theorem is then proved by an induction on the recursion process, in a bottom-up
manner.

Theorem 2. For any sufficient small € > 0, the procedure BuildAIVD(C,e,
NULL) (Algorithm 5) where parameters Aj(e) > 0 and As(e) > 0 satisfy
€ >1—(1—A1(6)%(1 + Ar(e)) 51 — Az(e))(1 + Az(e))™t, Ar(e) < € and
As(€) < €, generates a box-tree T such that for any cell ¢ in T and any point q
inc, F(C(c),q) > (1 —¢€)F(C,q) for any C €C.

PrROOF. If ¢ is a type-1 cell, then by the way that Build ATVD handles type-1
cells (step 2 of Algorithm 5) and Theorem 1, we have F(C(c),q) > (1 —
A1(e))F(C,q) for any C € C. Thus F(C(c),q) > (1 — A1(e))F(C,q) > (1 —
€)F(C,q) for any ¢ in ¢. Therefore the theorem holds for every type-1 cell ¢ of
T.

Now we consider the case that c is a type-2 cell. We will prove the following:

Claim. For any call to BuildAIVD(C' €, T,) which is one of the subsequent calls
to Build AIVD resulting from the initial recursive call to BuildAIVD(C,e,NULL),
the generated box-tree T' satisfies the following: for any type-2 cell ¢ of T', there
exists a value Fp(C,c) for every C € C', such that for any point q in c,

(1= A1()*(1-A2(e)) F(C,q) < Fp(C,c) < (1+A1(e)(1+A2(e) F(C, q). (3)

Furthermore, val(c) > Fg(C,¢) for any C € C', and val(c) = Fg(C(c),c).

Note that if the claim is true, then for any C' € C and ¢ in ¢, we have
F(C(e),q) > (1+ Ayfe) M (1 + Aa(e) L Fp(Cle)s0) = (1 + Ag(e)"1(1 +
As(e)) tval(c) > (1 + A1(e)) ™11 + Ag(e)) ' Fr(Cye) > (1 — A1(e))*(1 +
A1(e)) 11 = Az(e)) (1 + Az(e))LF(C,q) > (1 — €)F(C,q). The theorem then
follows.

We prove the claim by induction. For the basis case, we assume that C’ con-
tains no more than three clusters. Then BuildAIVD (Algorithm 5) will per-

form step 3 to directly obtain C'(¢) and val(c). In step 3, a point ¢ is chosen from
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¢, and for every C € C', F,(C, q) is computed such that it satisfies the following
inequality (1 —Ax(e))F(C,q) < Fo(C,q) < (14 As(e))F(C, q). For an arbitrary
point ¢’ from ¢, by Theorem 1, we know that (1 —A4(¢))F(C,q") < F(C,q) <
(1 + Aq(e))F(C,q"). Therefore, we have (1 — Ay1(€))(1 — Aqx(e))F(C,q") <
F.(Cyq) < (14 A1(e))(1 4+ Ag(e))F(C,q') for any ¢’ in ¢. By setting Fg(C,c)
to be F(C,q), we prove the claim.

Now in the induction step, we assume that C’ contains more than three
clusters. As a result of the recursion of the divide-and-conquer approach, C’ is
divided into two subsets C; and Co, so that 77 and 73 are built recursively by
BuildAIVD, respectively. By the induction hypothesis, we can assume that 77
and T3 satisfy the claim. We now show that the claim will also hold for 7”. Let
¢ be any type-2 cell of 7'. Then there exist cells ¢; from 77 and cp from T3, so
that ¢ is contained in ¢; and cs. For any C € C’, without loss of generality, we
can assume that C' € C; and set Fg(C,¢) depending on type of ¢; (note that we
can argue similarly for the case of C € Cy).

If ¢y is a type-1 cell of 71, note that in Algorithm 6 that merges 77 and 75
into 7', F.(C(c1),q) which is an approximate value of F(C(c1),q) for some ¢ in
¢ is computed. We set Fg(C(c1),¢) as Fo(C(c1),q), and for C' € C; other than
C(er), Fr(C,c) is set to be min(F.(C(c1),q), F(C,q)) For C(c1), the setting
of F(C(c1),c) satisfies the condition of Inequality (3). In fact, since c is a
type-2 cell of 7' and C(c;) € C; C C’, by Theorem 1, we know that (1 —
A1(€))F(C(c1),q") < F(C(e1),q) < (1+A1(e))F(C(c1),q') for any ¢ in c. Also
(1 = Ax(e))F(C(c1),q) < Fo(Cl(er),q) < (1 + Agx(€))F(C(c1),q); therefore we
have

(1= A1(6))(1 = Az(e)) F(Cler), ¢') < Fe(C(en), q)
< (14 A1()(1 + A2(€)) F(Cler), ¢)

for any ¢’ in c. This implies Inequality (3). For C' € C; other than C(c;), we can
also show that Inequality (3) holds. By definition of Fg(C,¢c) and Theorem
1, we get Fp(C,c) < F(C,q) < (1 + Ay(e))F(C,¢') for any ¢’ in ¢. Thus
the inequality on the right hand side of (3) holds, and we only need to prove
the inequality on the left hand side of (3). There are two cases to consider,
Fg(C,c) = F.(C(c1),q) and Fg(C,c) = F(C,q). In the following, we let ¢’ be
an arbitrary point in c¢. We first consider the case that Fg(C,c) = Fe.(C(c1),q).
Note that F.(C(c1),q) > (1 — As(e))F(C(c1),q), and by Theorem 1 and that
the fact that ¢ is a type-1 cell of 71, we have F(C(c1),q) > (1 —A4(€))F(C, q).
Again by Theorem 1, we get F(C,q) > (1 — Ay(€))F(C,q¢'). This means
that Fg(C,c) = F.(C(c1),q) > (1 — Az(e))(1 — A1(€))2F(C,¢'). Now consider
the case that Fr(C,c) = F(C,q). By Theorem 1, we know that F(C,q) >
(1= As()F(C,q). Thus F(C.q) > (1— A()F(C,q) > (1 — Agle))(1 -
A1(€))?F(C,q'). The inequality on the left hand side of (3) is proved for C.

If ¢ is a type-2 cell of T3, then we simply set Fg(C,c) to be Fg(C,c1). Since
¢1 wholly contains ¢, Inequality (3) holds for all ¢ in ¢ because it already holds
for all ¢ in ¢;.

We now show that the claim is correct by setting the value of Fg(C,c)
as above for a type-2 cell ¢ and a cluster C € C’. If we can show that in

(4)
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Algorithm 6, Fg(C(c,j),c) > Fg(C,c) holds for j = 1,2 and all C € C;, then
the claim follows. In fact, assume that this is the case, note that Fg(C(c,1),¢)
and Fg(C(c,2),c) (written as fi(c) and f2(c) in Algorithm 6) are compared to
obtain C(c) and val(c). If Fg(C(c,1),¢) > Fg(C(c,2),c), then C(c) is set to be
C(c, 1) and val(c) is set to be Fg(C(c, 1), ¢). Therefore val(c) = Fg(C(c, 1),¢) >
Fg(C,c) for all C' in C; and val(c) = Fg(C(c,1),¢) > Fg(C(c,2),¢) > Fr(C,c)
for all C' in Cy. The correctness of the claim for any type-2 cell ¢ of 7' then
follows.

Finally we need to show that in Algorithm 6, Fg(C(c,j),¢) > Fg(C,c)
actually holds for j = 1,2 and all C € C;. If ¢; is a type-2 cell, then Fg(C,c) =
Fg(C,cj) for all C € C;. In Algorithm 6, we set C(c, j) to be C(c;). There-
fore Fg(C(c,j),¢;) = wval(cj) by induction hypothesis. Again by induction
hypothesis, we have Fg(C(c,j),c;) > Fr(C,c¢;) for any C' € C;. Thus, we get
Fg(Cl(c,j),c) = Fp(C(c,j),¢cj) > Fg(C,cj) = Fg(C,c). If ¢; is a type-1 cell,
let C be a cluster in C; other than C(c;). By the previous definition, we know
that Fr(C,c) < Fr(C(cj),c) = Fg(C(c,j),c) must hold (Note that C(c, j) is
set to be C(c;)). This completes the proof. a

5.2. Analysis of Complexity

In this subsection, we analyze the time and space complexities of Algorithm
5. We first bound the running time and space of AssistedAIDecomposition
(Algorithm 4).

Definition 3. During the execution of AssistedAIDecomposition, a distance-
node v is said to be refered to by a box-node u, if v appears in the list L when
AssistedDecomposition(Algorithm 1) is called on u.

The following lemma is a straightforward observation of the algorithm As-
sisted AIDecomposition.

Lemma 4. The running time of AssistedAIDecomposition, excluding the time
to build the distance-tree, is ), O(R(v) + H(v) 4+ I(v)), where the sum is over
all distance-nodes v generated by AssistedAIDecomposition, R(v) is the number
of times v is referred to, H(v) is the number of times v appears as a parameter
of HandleTypelCell(Algorithm 2), and I(v) is the number of times v has ever
appeared in procedure SearchTail(Algorithm 3) as u’. The size of the box-tree
built by AssistedAIDecomposition is ), O(R(v) + H(v)).

From now on, we use R(v), H(v), I(v) as described in the above lemma. The
following lemma gives a bound on R(v). This is a result from applying the
Packing Lemma in [5]. The proof is in Section 6.2.

Lemma 5. For any distance-node v generated by AssistedAIDecomposition(P,

B:7a), R(v) = O(log| PY).

The following lemma gives a bound on H (v).

22



Lemma 6. A call to AssistedDecomposition where v appears in the list L can
only generate a constant number of subsequent calls to HandleTypelCell with v
as a parameter from step 4.1.2. As a consequence, H(v) = O(R(v)).
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Figure 4: An example illustrating location of box B(u') (Divided equally into regions I to IV
by lines in it) and E(v). If Step 4.1.3 is executed, then the configuration should be like (c):
one of the edge (the bold edge) of E(v) is completely in B(u') but cut by a line in B(u'). (a)
or (b) shows what happens if no whole edge is cut. (a): The size of E(v) exceeds half size of
B(w'). (b): only one of regions I-IV intersects E(v). Either of them prevents step 4.1.3 from
execution.

PROOF. Assume that a call to AssistedDecomposition performs step 4.1.2 so
that a call to Handle-TypelCell(u, 8,v, Ty, rc, To) is made. Note that the ex-
ecution of HandleTypelCell can have three possible outcomes. The first is
that a type-1 cell is generated and the subroutine returns. The second is that
HandleTypelCell invokes AssistedDecomposition, with L set to have v; and
vg, the two children of v, which means that later calls to AssistedDecompo-
sition cannot have v appear in L, and thus v cannot be a parameter of later
calls to HandleTypelCell. The third is that at least 2, and at most 2¢ calls
to HandleTypelCell are made. Therefore, if we want to bound the number
h of calls to HandleTypelCell that stem from the execution of HandleTypel-
Cell(u, 8,v,Tp, ¢, To) with v as a parameter, we can simply count the number
h' of calls to HandleTypelCell which have the third type of outcome. Clearly
h = O(h'). We will prove that ' = O(1), from which the lemma follows.

We start with a few definitions. Let z; denote the edge length of F(v) along
the i-th coordinate axis. Consider a call to HandleTypelCell(v/, 8, v, Ty, rc, Ta)
(which stems from the call to HandleTypelCell(u, 8, v, Ty, rc,7T,); for conve-
nience, we always assume that it is the case for any call to HandleTypelCell in
this proof). Let W (u') C {1,2,...d} denote the set of integers ¢ such that there
exist two points, ¢; and ¢z in B(u') N E(v) with |z;(¢1) — 2:(g2)| = z;, where
x;(q) denotes the i-th coordinate of a point g.
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Note that if HandleTypelCell(v/, 8,v, Ty, 7, To) invokes HandleTypelCell,
for any of its calls to HandleTypelCell(vw”, 8,v,Tp, ¢, Ta), we have W(u") C
W (u'). This is because if step 4.1.3 of Handle-TypelCell(v', 8, v, Ty, rc, 7a)
is executed, the length of any edge of B(u') N E(v) should be smaller than
%f(u/)). It is clear from the algorithm that B(u”) is one of the 2 boxes
equally decomposing B(u') (or B(ut)), and B(u") N E(v) # (). Note that there
must be another call to HandleTypelCell(uY, 8,v, Ty, rc, To) with B(u”) being
another one of the 2¢ boxes equally decomposing B(u') and B(u}) N E(v) # ().
All of the above can happen only if one dimension of FE(v) is split with B(u')
decomposed equally into 2¢ smaller boxes, making W (u”) C W (u'). See Figure
4 for easy understanding.

Let S(7) denote the maximum number of subsequence calls to HandleTypel-
Cell that stem from the execution of HandleTypelCell(w', 8,v, Ty, rc, To) with
|[W(w')| = i. We first show that S(1) < 2¢. If |[W(«/)| = 1, then for any
call to HandleTypel Cell(u”, 5, v, Ty, rc, To) made by HandleTypelCell(v/, 3, v,
Tp,7c, Ta), we have |W (u”)| = 0 and as a result, HandleTypelCell(«/, 8, v, Tp, 7,
7.) will not call HandleTypelCell. Since HandleTypelCell (v/, 8, v, T, rc, Ta)
makes at most 2¢ calls to HandleTypelCell, we get S(1) < 2¢. For HandleTypel-
Cell(u', B,v, Ty, ¢, Ta) with |[W(u')] = i + 1, it makes at most 2% calls to
HandleTypelCell(v/, 8,v, Ty, 7, To), which make no more than S(W(u"”)) <
S(i) descendant calls to HandleTypelCell. Thus, S(i + 1) < 295(i). This
means that S(i) < (2¢)". Note by definition we have W (u) C {1,2,...d} and
|W (u)| < d. Therefore, h’ < S(d) < (2%)?, which completes the proof. 0

Due to the fact that the whole procedure of Assisted AIDecomposition is no
more than a traversal of 7,, we have the following observation.

Observation 2. Y I(v) = O(sizeof(T,)).

Then the running time of AssistedAIDecomposition is given by the following
theorem.

Theorem 3. AssistedAIDecomposition(P, 8, T,) generates a box-tree of size
O(|P|log|P|) within time O(|P|log|P| + sizeof(T,)).

We can now bound the running time of the divide-and-conquer approach.

Theorem 4. For a given set C of clusters, and any influence function F(C,q)
satisfying the properties (P.1) to (P.5), if a data structure described in (P.5) is
available for C, then BuildAIVD(C,e,NULL) builds a (1 — €)-approzimate I1VD
for C within O(Ty(N)N log* N) time, where N is the size of the input C and
€ > 0 is a sufficiently small constant.

PRrROOF. To prove this theorem, we first consider the running time of Build-
AIVD(C',€, 7)) on a subset C’ of clusters. Obviously, BuildAIVD(C',¢,7]) is
a descendant of BuildAIVD(C, e,NULL) in the recursion tree of BuildATVD.
Let N' = Y cce/|C| and My be the size of 7, (0 if 7, is NULL). Then step
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1 takes O(N'log N') + O(M7) time to build a box-tree 7', by the previous
analysis on the running time of Algorithm 4. The running time of step 2 is
O(T3(N) - sizeof(T")), which has been shown to be O(T2(N))O(N'log N') by
Theorem 3. Step 3, if executed, takes O(T2(N))O(N'log N'). Step 4, if exe-
cuted, makes two calls to BuildAIVD, one for each of the subsets C; and Cs of
C. Two box-trees are generated with sizes clearly no larger than O(N’log N'),
which is the size of 7’. The merging process of the two (Algorithm 6)
takes O(T5(N))O(N'log N') time. Thus, the total running time is O(T2(N))
O(N'log N') 4+ O(Mry), plus the running time of the two possible recursive calls
on C; and Cs.

The term O(My) is seemingly difficult to analyze, as it does not depend on
N’. To get around this obstacle, we consider the parent BuildATVD(C”, ¢, 7.)
of BuildAIVD(C’, €, 7)) in the recursion tree of BuildATVD. Since My = O(N"”
log N"), where N" = % ~,|C|, and the running time of BuildAIVD(C"”, ¢, 7;")
already has an term O(N"log N”’), this means that we can charge part of the
cost (i.e., O(Mr)) of BuildAIVD(C', ¢, T,)) to its parent BuildAIVD(C" ¢, 7)) in
the recursion tree and let its parent absorb the additional term of O(N" log N").

To derive the recurrence formula of the running time of BuildAIVD on (',
we need to know the sizes » . |C|,7 = 1,2, of the two subsets C; and Cz
of clusters. There are two possibilities: (1) Both subsets have size no more
than 2 of the size of C’, i.e., > cec,ICl < 5% cecr|Cl, i =1,2, and (2) one of
the subsets, say Co, has size larger than % of the size of C'. For case (1), the
recurrence formula can be written as

5 1
T(N') = T(EN,) + T(EN/) + O(T32(N))O(N'log N').
For case (2), let Na = Y e, |C| > 23 cee/|C|. Consider step 4 of Algo-
rithm 5. Since Y e, [C] < § Yocee/|Cl, Crn, found in step 4.2, should satisfy
inequality |Cy,| > %ZCEC'|C|' Since Cp, < Crp1 < Chae < ..., Co has no
more than three clusters, which means that the execution of Algorithm 5
on it will go to step 3. The running time will then be O(T2(N))O(Nzlog N2)
(with a term absorbed by BuildAIVD(C’ e, 7.) as discussed above), which is
O(T2(N))O(N'log N') since N’ > Ny. The recurrence formula then can be
written as,
1
T(N') = T(EN’) + O(T2(N))O(N'log N'),
which is an asymptoticly looser bound than

5 1
T(N') = T(EN/) + T(EN/) + O(T2(N))O(N"log N').
To summarize the running time of BuildAIVD(C’, ¢, 7)), with Mr absorbed

by its parent, will depend on N’. The recurrence formula can be written as

5 1
T(N") = T(EN/) +T(6N’) + O(To(N))O(N'log N').
The Theorem follows by solving the formula. o
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6. Appendix

In this appendix, we give the details of AI decomposition and the proofs
of some lemmas. They are necessary for the understanding of the proposed
algorithms. Some of them are either directly from [5] or modified from similar
lemmas/theorems in [5]. We include them in this appendix for self completeness.
Throughout the appendix, let n = |P|.

6.1. More Detailed Description of AI Decomposition

?
2
'
;Eté
™
e
(a) (b)

Figure 5: An example of type-1 cell(a) and type-2 cell(b). In (a) the cell ¢ is very close to a
point set v compared to other input points. In (b) the diameter of c is small compared to its
distance to input points.

In this section we provide a more detailed introduction to AI decomposition.
The basic idea of AI Decomposition to build a partition induced by the input
point set P is recursion: it starts the procedure with a large enough bounding
box of P, which is also the root of the box-tree, decomposes the large box into
smaller subregions, makes the smaller subregions the children of the large box
and recursively continues the decomposition on the smaller subregions. There
are two possibility that a box B is decomposed into smaller regions during the
above described procedure. First, B can be equally decomposed into 2¢ smaller
boxes. Second, through a process to be discussed later, a smaller sub-box B’
within B is computed, and then B is decomposed into B’ and B\ B’. The
decomposition process ends for a box if if it meets the criteria for type-1 or
type-2 cell, i.e., if it is very close to a subset of input points (in P) or it is small
enough compared to its distance to points in P (See Figure 5 for an illustration
of the two types of cells).

The crucial part of the above method is to efficiently verify the stopping
condition for any box B. Information about distance between B and points in
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P is necessary for such verification. However, it is very inefficient to compute the
distance between every point in P and B every time a box B is considered. To
ensure efficiency, multiple input points in P are viewed as a single “heavy” point,
thus the number of points involved in distance computations with B is reduced.
This idea is realized by a pre-computed data structure called the distance-tree.
The distance-tree is a binary tree where each node (called a distance-node) v
is associated with a subset P(v) of P (See Figure 6 for an illustration of a
distance tree). Under certain conditions, all points in P(v) can be viewed as
a single “heavy” point. During the recursion, a list L of distance nodes (or a
list of “heavy” points) is maintained. To determine whether B is a type-1 or
type-2 cell, or B needs further decomposition, only distances between B and
the “heavy” points in L are checked, instead of considering the distances to all
points in P.

PP
P;

- Py
P4 P> Ps P4

(a) (b)

Figure 6: An example of distance-tree (b) built for 4 points (a). There is a leaf in the
distance-tree for every input point. Every node represents a point set. For example every leaf
represents a single point set. P, in (b) represents set {p1,p2}, and the root P, represents the
whole input point set {p1, p2,p3,pa}.

Below are the algorithms for building the distance-tree (the preprocessing
step) and the AT decomposition, where 0 < 8 < 1/2 and polynomially bounded
function P(-) (in step 4) are controlling parameters which depend on individual
problem and the desired accuracy. The most important part is the Decomposi-
tion procedure, which is used to determine whether a box-tree node is a type-1
or type-2 cell, or it needs further decomposition.
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Algorithm 7 Preprocessing(P, )

Input: A set P of n points in R?, and an error tolerance 0 < 3 < 1/2.
Output: A tree structure T, in which every node v stores a value s(v), an
input point I(v), and is associated with a bounding box E(v) in R%.
1. Compute a 12-well separated pair decomposition [3] W =
{(Al, 31)7 (AQ, Bg)7 ey (Am7 Bm)} of P.
2: Construct a graph G(W) by connecting the representatives of A; and B;,
for every (A4;,B;) € W.
3: Build a min-priority queue @ for all edges in G(W), base on their edge
lengths.
4: Build a tree T}, in the following bottom-up manner.
For each p € P, there is a leaf node v, in T}, (i.e., T}, is initially a forest
of |P| single-node trees), with s(v,) = 0, I(v,) = p, and E(vp) and E'(v,)
both being 0-sized bounding boxes containing p.
While T), is not a single tree Do

e Extract from @) the shortest edge e = (p1,p2) with edge length w(e).
If v,, and v, are leaves of two different trees in T}, rooted at v; and
v, then create a new node v in 7T}, as the parent of v; and vz, and let
s(v) = s(v1) + s(v2) + w(e), I(v) be either I(v1) or I(ve), E'(v) be the
box centered at [(v) and with size %) and E(v) be the box centered

B
at {(v) and with size &ST@.
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Algorithm 8 Decomposition(u, 8, L, T}, 7¢)

Input: A box-node u with box B(u), error tolerance 8 > 0, distance-tree T},
linked list L, and a value r.. Output: A subtree of Tj; rooted at u.

1: While 3 v in L such that the length of at least one edge of B(u) N E(v) is

no smaller than w do

e Replace v in L by its two children in 7}, if any.
2: Let D(u) be the diameter of B(u). For each node v in L do

2.1 Let 744, be the distance between B(u) and [(v).
2.2 If D(u) < Tminf3/2, remove v from L, and if r. > rpin, let re = rmin.

3: If L is empty, return, and B(u) becomes a type-2 cell.
4: If there is only one element v in L, let 7,,,;, be the smallest distance between
l(v) and B(u).

Tmin+D(u) B
4.1 If . < Pn)

4.1.1 If E(v) N B(u) =0 or v is a leaf node in T},, B(u) is a type-1 cell
dominated by v. Return.

4.1.2 Let B’ be the smallest hypercube in B(u) fully containing B(u) N
E(v). Create two box nodes uy and w1, with ug corresponding to
B’ and wu; corresponding to the difference of B(u) and B’. Let ug
and u; be children of v in 7Tj. In this case, u; is a type-1 cell
dominated by v.

4.1.3 Replace v in L by its two children v; and vy in T,. Call
Decomposition(ug, 8, L, Tp, ), and return.

5: Decompose B(u) into 2¢ smaller boxes, and make the corresponding nodes
U1, Ug, . . ., Uga as the children of w in T},. Call Decomposition(u;, 3, L, T, r.)
for each u;. Return.
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Algorithm 9 AI-Decomposition(P, 3)

Input: A set P of n points in R?, and a small error tolerance 3 > 0.
Output: A box-tree Tj,.

1: Run the preprocessing algorithm on P and obtain a distance-tree Tj,.
Let w be the root of T,. View E(u) as a box-tree node. Run
Decomposition(E(u), 8, {u}, Tp, 00).

2: Output the box-tree rooted at E(u) as Ty.

6.2. Proof of Lemma 5

In this section we will prove Lemma 5. These proofs are directly from the
full paper of [5] with some minor modifications, since many facts about Al
Decomposition were already discussed in [5]. Nonetheless, for completeness we
include them here because slight changes to these facts and proofs are required
for the correctness of our approach.

6.2.1. Lemmas Necessary for Proving Lemma 5

Lemma 7. Letu and u, be two nodes in the boz-tree T generated by Algorithm
4 such that u, is the parent of u, and u is not a type-1 cell. Then B(u) is at
most half the size of B(uyp). Furthermore, if u, has at least two non-type-1-cell
children, then B(u) is one of the boxes obtained by decomposing B(u,) equally
into 2¢ smaller boxes.

PROOF. We prove this by induction on the recursive process of Algorithm 5.
For the basis, at the top level of the recursion, Algorithm 9 is used to build a
box-tree. A node u is generated when Algorithm 8 is processing its parent u,,
by either decomposing B(v,) equally using quad-tree decomposition, or in step
4, by using a minimum sub-box of B(v) to cover B(v,)NE(v) for some distance
node v. In the former case, the size of B(v) is exactly half the size of B(u,). In
the latter case, the size of B(v) cannot exceed the maximum edge length z of
B(vp) N E(v). Note that = cannot exceed half the edge length of B(v,), since
otherwise v would have been removed from L in step 1, a contradiction. In
either case, B(u) is at most half the size of B(u,). The only possibility that w,
have two non-type-1-cell children is that B(u,) is decomposed into 2¢ smaller
boxes by quad-tree decomposition. Thus B(u) can only be one of the smaller
boxes.

The induction step is trivial. Say T is produced by Algorithm 4 assisted
by 7., and the lemma holds for 7,, Then the lemma automatically holds for T,
since T is a pruned version of 7. o

The following lemma shows a property of the distance-tree 7T}, that will be
used in the proof of Lemma 5.

Lemma 8. Let v be any node in T}, other than the root, and r be the minimum

distance between any input point in P(v) and any input point in P\ P,. Let v,
be v’s parent, then s(vp) < 2nr.
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PROOF. Let rg be the minimum length of any edge in G(W) connecting some
input point in P(v) to some input point in P\ P(v). Since G(W) is a 2-
spanner for P, r¢ < 2r. By Algorithm 7, we know that v, (and P(v,)) is
formed by a sequence of no more than n merge operations on the nodes of
T,. The last these operations extract an edge connecting some input point in
P(v) to some input point in P\ P(v), whose length is no larger than rg. Each
merge operation contributes to s(v,) a value no bigger than rq, since the edge e
extracted from @ by Algorithm 7 has a length w(e) no larger than r¢. Hence,
s(vp) < 2rg < 2nr. |

The following packing lemma has been proved in [5] and is the key to prove
Lemma 5.

Lemma 9 (Packing Lemma [5]). Let o. be any point in RY, and S;, and
Sout be two d-dimensional bozes (i.e., azis-aligned hypercubes) co-centered at o,
and with edge lengths 2r;, and 2r.,y., respectively, with 0 < 1, < Tou. Let
B be a set of mutually disjoint d-dimensional bozes such that for any B € B,
B intersects the region S" = Sout — Sin (i.€., the region sandwiched by Si, and
Sout) and its edge length L(B) > C-r, where r is the minimum distance between
B and o. and C is a positive constant. Then |B| < C'(C,d)log(rout/rin), where
C'(C,d) is a constant depending only on C' and d.

6.2.2. Proof of Lemma 5
PROOF. For simplicity of our argument, we will make some small modifications
to Algorithm 1.

If a node u, generated in step 5.1, all distance node in L at step 5.1 is
considered referred to by u,. (Although we do not run Algorithm 1 recursively
on ug).

If in step 5 only one child wu, of u is generated, we define B,,(up) to be
either the a box which wholly contains B(uy), and is wholly contained in B(u),
and whose size is 1/4 the size of B(u), or simply B(uy) if the size of B(up) is
no smaller than 1/4 the size of B(u). We then also generate a node wj which
becomes a child of u. B, (u;) and B(uy) is set to be a box wholly contained in
B(u), and By, (uy) is disjoint with B,,(up), and the size B, (u;) is no smaller
than 1/4 the size of B(u). Note such a B,,(u}) exists since by Lemma 7 and
the definition of B, (up), the size of B,,(up) is no smaller than half the size of
B(u). All distance nodes in L at step 5 is considered referred to by wp and uj.

Note that the modification will only increase the value of R(v), therefore if
we are able to prove the bound on R(v) for the modified algorithm, the lemma
then follows. From now on the modified version of Algorithm 1 is assumed.

We first consider the case that v is the root of T},. In this case, v is referred
to only once, by the root of the box-tree 7, and the statement is trivially true.
Thus, we assume that v is an arbitrary distance-node other than the root of 7j,.

We now observe that if a box-node wu refers to v, then either all or none of
w’s children refers to v (the latter case happens if v is removed from L when u
is the current box-node, or HandleTypelCell is called and as a result, v in L
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will be replaced by its two children if later calls to AssistedDecomposition are
made). This means that we only need to count those box-nodes u which refer
to v and have v remove from L when u is the current box-node. The reason is
that although we do not count those box-nodes, say u’, which do not remove v
from their L lists when they become the current box-nodes, the number of box-
nodes (i.e., the 2% children of u') which refer to v at the next level of recursion
increases exponentially. This implies that the total number of box-nodes which
refer to v but are not counted is no more than the total number of box-nodes
which are counted. Thus, we can safely ignore those u’. Let U, denote the set
of u’s which are counted.

We define a mapping ® on U,,. Let u’ be the parent of w in T (if existing). We
first define up,(u) for u generated in Algorithm 2: we assume that Algorithm
2 is called by step 4.1.2 of Algorithm 1 when processing up(u). ®(u) is defined
as

B(up(u)) if u is generated in Algorithm 2,
®(u) = ¢ Bn(u) if By, (u) is defined(Recall how we modified Algorithm 1),

B(u) otherwise.

It is not hard to see that for uy, us € U, and uy # ug, ®(u1) and ®(usy) are either
disjoint, or they are equal. The latter case happens when a HandleTypelCell
generates multiple calls to AssistedDecomposition. By Lemma 6, there are at
most constant number of u that share the same ®. Let B = {®(u) | u € U,}.
Tt is sufficient to show |B] = O(logn). Our strategy is to use Lemma 9 for
counting. To do this, we prove that there exist boxes B,,: and By, with sizes
Sout and s;, respectively and a constant ¢y depending only on d and (8 such that
all of the following hold:

1. Bout and By, are co-centered at [(v).
Every box in B intersects Boyz-
No box in B is contained entirely in Bj;,.

2eut js bounded by some polynomial of n.

For any B € B, s > cor, where r is the shortest distance between B and

I(v), s is the size of B, and ¢y is some positive constant depending on d
and .

Clearly, if all of the above hold, then by Lemma 9, we have |B| = O(logn).

Let v’ be the minimum distance between a point in P(v) and a point in
P\ P(v).

We first determine By,;. Let v’ be the parent of v in T,. Let s’ be the size
of E(v"). We choose s,,¢ = 78" and claim that for every box-node u that refers
to v, B(u) fully contained inside Bg,;. Let v’ be the ancestor of u such that
v’ is removed from L in Step 1 of Algorithm 1 when processing ' , or v’ is
processed by Algorithm 1 called in step 2 of Algorithm 2 (where v’ is also
removed from L). Note that «' must exist since these are the only two ways for
v to appear in L. If v’ is removed from L in Step 1 of Algorithm 1, we know
that B(u') intersects F(v") and has at most twice the size of F(v’). Therefore,

CUk Lo
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B(w) is entirely contained inside B’ ,, where B/ , is the box centered at [(v')

and with a size 5s’. Thus B(u) C B(v') C B),,. If v/ is removed from L in
step 2 of Algorithm 2, note the length of at least one edge of B(u') N E(v')
should be no smaller than half the size of B(v'), again B(u') intersects E(v')

and has at most twice the size of F(v'), thus B(u') is entirely contained inside

B!, Therefore B(u) C B(u')B!,,. Thus, in either case, B(u) is contained
inside B/,,;. Since |[l(v) —I(v")|| < s(v") < 8s'/8 < &', B! ., is completely inside

Boui. Thus, the above claim is true.
From this claim, it is clear that every box in B intersects B,,:, whose size is
56
Sout = T8 = s(v) < 112,/

Let By = 2(1+L;)P(n)

. We choose s;, = and claim that for every

o
TV
u that refers to v, ®(u) cannot be completely inside B;,. Suppose this is not
the case, and there exists such a box-node u whose ®(u) is fully contained inside
Bin.

First of all, it is easy to see that such a box-node u cannot be the root of
the box-tree T, since otherwise, B(u) should be contained inside B;,. But this
cannot be the case, as B(u) contains all input points and its size is obviously
larger than that of B;,. (Note that in this case, ®(u) = B(u).)

Next, we show that such a u (i.e., whose ®(u) is inside B;;,) is not generated
in Algorithm 2, which stems from step 4.1.2 of Algorithm 1 when processing
u’. Suppose, for contradiction, u is generated in Algorithm 2. Let v’ be the
parent of v in T,. Then E(v') does not fully contain B(u'), since otherwise
it would have been deleted from L in Step 1 of Algorithm 1, instead of in
Algorithm 2, when processing u’. Note that since v’ contains at least one
input point that is not in P(v), the diameter of E(v') must be greater than r’.
This means that E(v') is at least 6 times larger than B;, in size. The distance
between [(v) and [(v') (i.e., the centers of By, and E(v'), respectively) satisfies
the inequalities ||I(v) — (/)] < s(v") < Rg < £ where R is the size of E(v").
This means that By, is fully contained in F(v’), and therefore cannot contain
B(u’), which is ®(u). This is a contradiction, and thus « cannot be generated
in Step 4.

Finally, we show that u cannot be generated in Step 5 of Algorithm 1.
Suppose u is generated in Step 5 when processing u’, where v’ is the parent of
w in T. Since ®(u) is contained in B;, (by assumption), we know that B(u'),
which has at most 4 times the size of ®(u)(Recall how we modified the algorithm
in the beginning of the proof), must be contained in a box B, centered at I(v)

and with a size m. This means D(u') < STy Where D(u') is the

diameter of B(u'). Let v be the distance between [(v) and B(u’). Then, by

/ 3 ! " T ing
the fact that Bj, contains B(u'), we have r” < WaThe) Combining the above

two inequalities, we get "/ + D(u') < (1_:7:60) For any point p € P\ P(v), let 7,
be the distance between p and B(u’), and ¢’ be the closest point on B(u’) to p.
Then by the triangle inequality, we know that the distance ||I(v) — ¢'|| between
I(v) and ¢’ is no larger than "4+ D(u’). Thus, we have ||I(v)—¢'|| < ﬁ Also,
by the definition of v/, we know that the distance ||p — (v)|| between p and I(v)
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is no smaller than /. By the triangle inequality (in the triangle Al(v)pq’), we

know r,, :”||p—q’|| >lp=t)|—li(v) =4 > — Ty = (1/84?;3 ) Therefore,
we have LD(“) < ,310 = m This implies # < ﬁl < £, Since the

above inequahty holds for every point in P\ P(v), this indicates that every such
point must be recorded for u’ (see Step 2 of Algorithm 1). By Algorithm
1, we know that r. stores the minimum recorded distance. Also, note that a
point in P is recorded for v’ if and only if it is in P\ P(v). Therefore, some
p € P\ P(v) gives rise to the recorded distance r.. By Lemma 1, we know

» < (14 B)rc. Thus, we have T“+£(u/) < 273( . Since each point p € P\ P(v)
is recorded for v’ and v is referred to by u (which is a child of u'), it must be the
case that after finishing Step 2 of Algorithm 1 in the recursion for v/, v is the
£ ' +D(u') < B
Te — 2P(n)’

u’ will be processed in Step 4, which includes the generation of node u, instead
of Step 5. This is a contradiction.

Summarizing the above three cases, we know that every box in B is not fully
contained in By,.

From the above discussion, we know that the sizes of B,,; and B;, satisfy

the following inequality

only distance-node in L. Then, by the fact o we know that

Sout 1568\/&n(1+w)
Sin - ﬁ .

This means that the ratio of 22« is bounded by a polynomial of n.

The only remaining issue 1s to show that for any u € U,, the size s of ®(u)
and the distance r between ®(u) and [(v) satisfy the relation of s > ¢or for some
constant c¢y. Note that such a relation is trivially true for any cq if u is the root
of T, since in this case B(u) contains all input points and the distance r is 0.
Thus its distance to [(v) is 0. Hence, we assume that w is not the root of 7.

For any box-node ug € 7 and any distance node vy € T}, let 7(ug,vo) be
the shortest distance between B(ug) and [(vg). We consider two cases.

1. w is generated in Algorithm 2 which stem from step 4.1.2 of Algorithm
1 when processing u'. In this case, ®(u) = B(u'). Let v’ be the parent of v
in T},,. We consider two sub-cases, depending on whether E’(v’) intersects
B(u') (see Algorithm 7 for the definition of E'(v")).

(a) E'(v") intersects B(u'). In this case, since v’ is not removed from L in
Step 1 of Algorithm 1 when processing ', some part of B(u') must
be outsides E(v"). (This is because E’(v') is co-centered at [(v) with
E(v') and is of half the size of E(v'). If B(u') is fully inside E(v’),
then an edge length of B(u')NE(v") will be larger than half the size of
B(u'), and therefore v" will be removed from L in Step 1.) This means

that the size of B(u') is at least half the size of E'(v"), which is %“/)
Thus, the diameter D(u’) of B(u') exceeds %. Furthermore
since E'(v') intersects B(u'), we have r(u/,v') < 2\/35 @ ) (by the
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definition of r(u’, v") and the size of E’(v")). Also since P(v') contains
both I(v) and I(v'), the distance between [(v) and I(v') is upper-
bounded by the diameter s(v’) of P(v'), i.e., |[I(v) — (V)| < s(v).
Thus, we have r(u’,v) < |[I(v) = 1(V")|| + 7w, v") < s(v)+ % <

%. Therefore, we will have size(B(u')) > cor(u, v) if we choose

co < ==
E'(v') does not intersect B(u'). In this case, we have r(u/,v") >

%ﬁjl) (by the fact that E’(v’) is centered at [(v') and with a size
%ﬂl)). Since v’ is not removed from L in Step 2 when processing

u', the diameter D(u') of B(u') must exceed r(u',v’)g. Note that
s(v') < 250/) " and thus s(v') < r(u,v"). Then r(u',v) < |[I(v) —
()| + r(w,v") < 2r(u,v"). This means that the diameter D(u')
of B(u') exceeds r(u’,v’)g > r(u’,v)% From this, we immediately
know size(B(u')) > cor(u',v) if ¢ <

B
4Vd’

2. w is generated in Step 5 in Algorithm 1 when processing «’. In this case,
®(u) = B(u) or ®(u) = B,(u). Let D denotes the diameter of ®(u).
Note D > D(u')/4 by definition of B,,(-) and Lemma 7. Let v’ be the
distance-node in L when processing v’ which is either an ancestor of v or v
itself. For this case, we also consider two sub-cases, depending on whether

E'(v

(a)

) intersects B(u’).
E'(v') intersects B(u'). In this case, by exactly the same argument
given above for Case 1(a), we know that the diameter D(u') of B(u')
is at least w Then, r(u,v) < D(u') + r(u,v) < 3D(u'). Also
note that D(u') < 4D(u). Thus, D(u) > % In this case, we can
choose ¢g < ——

E'(v') does not intersect B(u'). By the same argument given above
for Case 1(b), we know D(u') > r(u',v)% Thus, r(u,v) < D(u') +
r(u,v) < %D(u’). Since D(v') < 4D(u), we have D(u) >

This means that we can choose ¢y

B
16+48"
<__ B
= (16+4B)Vd’

By the above discussion, we know that if we choose ¢y as the minimum of the
4 possible choices, we have the desired bound s > ¢or for the size s of each box
in B. This means that the theorem then follows from Lemma 9. O
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