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#### Abstract

The support vector machine (SVM) is a well-established classification method whose name refers to the particular training examples, called support vectors, that determine the maximum margin separating hyperplane. The SVM classifier is known to enjoy good generalization properties when the number of support vectors is small compared to the number of training examples. However, recent research has shown that in sufficiently high-dimensional linear classification problems, the SVM can generalize well despite a proliferation of support vectors where all training examples are support vectors. In this paper, we identify new deterministic equivalences for this phenomenon of support vector proliferation, and use them to (1) substantially broaden the conditions under which the phenomenon occurs in highdimensional settings, and (2) prove a nearly matching converse result.


## 1 INTRODUCTION

The Support Vector Machine (SVM) is one of the most well-known and commonly used methods for binary classification in machine learning (Vapnik, 1982; Cortes and Vapnik, 1995). Its homogeneous version in the linearly separable setting (commonly also known as the hard-margin SVM) is defined as the solution to an optimization problem characterizing the linear classifier (a separating hyperplane) that maximizes the minimum margin achieved on the $n$ training examples

[^0]\[

$$
\begin{align*}
&\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right) \in \mathbb{R}^{d} \times\{-1,+1\}: \\
& \max _{\boldsymbol{w} \in \mathbb{R}^{d}, \gamma \geq 0} \gamma \\
& \text { subj. to } \operatorname{margin}_{i}(\boldsymbol{w}) \geq \gamma \text { for all } i=1, \ldots, n, \tag{1}
\end{align*}
$$
\]

where

$$
\operatorname{margin}_{i}(\boldsymbol{w}):= \begin{cases}y_{i} \boldsymbol{x}_{i}^{\top} \boldsymbol{w} /\|\boldsymbol{w}\|_{2} & \text { if } \boldsymbol{w} \neq \mathbf{0} \\ 0 & \text { if } \boldsymbol{w}=\mathbf{0}\end{cases}
$$

is the margin achieved by $\boldsymbol{w}$ on the $i^{\text {th }}$ training example ${ }^{1}\left(\boldsymbol{x}_{i}, y_{i}\right)$. The SVM gets its name from the fact that the solution ( $\boldsymbol{w}^{\star}, \gamma^{\star}$ ) depends only on the set of training examples that achieve the minimum margin value, $\gamma^{\star}$. These examples are known as the "support vectors", and it is well-known that the weight vector $\boldsymbol{w}^{\star}$ can be written as a (non-negative) linear combination of the $y_{i} \boldsymbol{x}_{i}$ corresponding to support vectors. More precisely, the dual form of the solution expresses the weight vector $\boldsymbol{w}^{\star}=\sum_{i=1}^{n} \alpha_{i}^{\star} y_{i} \boldsymbol{x}_{i}$ in terms of dual variables $\alpha_{1}^{\star}, \ldots, \alpha_{n}^{\star} \geq 0$. This constitutes a concise representation of the solution - just the list of non-zero dual variables $\alpha_{i}^{\star}$ and corresponding data points. This remarkable property of the SVM is particularly important in its "kernelized" extension (Boser et al., 1992; Schölkopf and Smola, 2002), where the dimension $d$ may be very large (or, in fact, infinite) but inner products can be computed efficiently.

The number of support vectors, if sufficiently small, has interesting consequences for the generalization error of the hard-margin SVM solution. Techniques based on leave-one-out analysis and sample compression (Vapnik, 1995; Graepel et al., 2005; Germain et al., 2011) bound the generalization error as a linear function of the fraction of support vectors and have no explicit dependence on the dimension $d$. In particular, if the number of support vectors can be shown to be $o(n)$ with high probability, these bounds imply "good generalization" of the SVM solution in the sense that the generalization error of the SVM is upper-bounded

[^1]by a quantity that tends to zero as $n \rightarrow \infty$. Moreover, this sparsity in support vectors can be demonstrated in sufficiently low-dimensional settings using asymptotic arguments (Dietrich et al., 1999; Buhot and Gordon, 2001; Malzahn and Opper, 2005). However, the story is starkly different in the modern highdimensional (also called overparameterized) regime; in fact, quite the opposite can happen. Recent work comparing classification and regression tasks under the high-dimensional linear model (Muthukumar et al., 2020a) showed that under sufficient "effective overparameterization", e.g., $d \sim n \log n$ under isotropic Gaussian design, every training example is a support vector with high probability. That is, the fraction of support vectors is exactly 1 with high probability. This establishes a remarkable link between the SVM and solutions that interpolate training data, allowing an entirely different set of recently developed techniques that analyze interpolating solutions in regression tasks (Belkin et al., 2019; Bartlett et al., 2020; Hastie et al., 2019; Mei and Montanari, 2019; Mitra, 2019; Muthukumar et al., 2020b) to be applied to the SVM. Using this equivalence, Muthukumar et al. (2020a) showed the existence of intermediate levels of overparameterization in which all training examples are support vectors with high probability, but the ensuing SVM solution still generalizes well. This characterization was derived for a specific overparameterized ensemble inspired by spiked covariance models (Wang and Fan, 2017; Mahdaviyeh and Naulet, 2019). More importantly, the level of overparameterization considered there was only sufficiently, not necessarily, high enough for support vector proliferation.

In this paper, we establish necessary and sufficient conditions for the phenomenon of support vector proliferation to occur with high probability for a range of high-dimensional linear ensembles, including subGaussian and Haar design of the covariate matrix. In other words, for sufficiently high effective overparameterization (measured through quantities that are related to effective ranks of the covariance matrix as identified by Bartlett et al. (2020)), we show that all training examples are support vectors with high probability. We also provide a weak converse: in the absence of a certain level of overparameterization, at least one training example is not a support vector with constant probability.

## Related work

The number of support vectors has been previously studied in several contexts on account of the aforementioned connection to generalization error both in classical regimes using sample compression bounds (Vapnik, 1995; Graepel et al., 2005; Germain et al., 2011),
and the modern high-dimensional regime (Muthukumar et al., 2020a; Chatterji and Long, 2020). Several works investigate the thermodynamic limit where both the dimension of the input data $d$ and the number of training data $n$ both tend to infinity at a fixed ratio $\delta=n / d$ (e.g., Dietrich et al., 1999; Buhot and Gordon, 2001; Malzahn and Opper, 2005; Liu, 2019). One particular result of note is that of Buhot and Gordon (2001), who consider a linearly ${ }^{2}$ separable setting where the training data inputs are drawn iid from a $d$ dimensional isotropic normal distribution. They find that the typical fraction of training examples that are support vectors approaches the following (in the limit as both $n, d \rightarrow \infty)$ :

$$
\begin{cases}\frac{0.952}{\delta} & \text { for } \delta \gg 1 \\ 1-\sqrt{\frac{2 \delta}{\pi}} \exp \left(-\frac{1}{2 \delta}\right) & \text { for } \delta \ll 1\end{cases}
$$

In the classical regime, where $n \gg d$ (i.e., $\delta \gg 1$ ), a combination of this asymptotic estimate with sample compression arguments yields generalization error bounds of order $O(1 / \delta)=O(d / n)$, which tend to zero as $\delta \rightarrow \infty$. However, in the high-dimensional regime, where $d \gg n$ (i.e., $\delta \ll 1$ ), the fraction of examples that are support vectors quickly approaches 1 as $\delta \rightarrow 0$. In these cases, the generalization error bounds based on support vectors no longer provide non-trivial guarantees.
Muthukumar et al. (2020a) recently provided a nonasymptotic result for this isotropic case considered above. They found that if $d$ grows somewhat faster than $n$ (specifically, $d \sim n \log n$ ), then the fraction of examples that are support vectors is 1 with very high probability. They also showed that the fraction of support vectors obtained by the hard-margin linear SVM can tend to 1 in anisotropic settings if the setting is sufficiently high-dimensional; this is captured by notions of effective rank of the covariance matrix of the linear featurizations (Bartlett et al., 2020). Our results greatly sharpen the sufficient conditions provided there; see Section 3 for a detailed comparison, and in particular, Section 3.4 for additional discussion of implications for generalization error bounds.

Chatterji and Long (2020) also recently showed that the SVM can generalize well in overparameterized regimes. In their work, the data are generated by a linear model inspired by Fisher's linear discriminant analysis, and establish their results under the assumption of sufficiently high separation between the means of the two classes. Their results are based on a direct analysis of the SVM, but do not make any claims

[^2]about the number of support vectors.
The number of support vectors has also been studied in non-separable but low-dimensional settings, using suitable variants of the SVM optimization problem. These variants include the soft-margin SVM (Cortes and Vapnik, 1995) and the $\nu$-SVM (Schölkopf et al., 2000). In both of these, the hard-margin constraint is relaxed and support vectors include training examples that are exactly on the margin as well as margin violations. The soft-margin SVM doees this by introducing slack variables in the margin constraints on examples, and uses a hyper-parameter to control the trade-off between the margin maximization objective and the sum of constraint violations. The $\nu$-SVM provides somewhat more direct control on the number of support vectors: the hyper-parameter $\nu$ is an upperbound on the fraction of margin violations and a lowerbound on the fraction of all support vector examples. First, for a suitable choice of the hyper-parameter, the fraction of examples that are support vectors in the soft-margin SVM can be related to the Bayes error rate when certain kernel functions are used (Steinwart, 2003; Bartlett and Tewari, 2007). Indeed, this fact has motivated algorithmic developments for sparsifying the SVM solution (e.g., Burges, 1996; Downs et al., 2001; Keerthi et al., 2006). Second, under some general conditions on the data distribution, it is also shown for the $\nu$-SVM (Schölkopf et al., 2000, Proposition 5) that as $n \rightarrow \infty$ for a fixed dimension $d$, all support vectors are of the margin violation category. These results for non-separable but low-dimensional settings are not directly comparable to ours, which hold in the high-dimensional (therefore, typically separable) regime. Notably, our results on the support vector proliferation do not require the presence of label noise - i.e., the Bayes error rate can be zero and still, every example may be a support vector.
In addition to the aforementioned sample compression bounds that explicitly use the number of support vectors, there is a distinct line of work on generalization error of SVMs based on the margin $\gamma$ achieved on the training examples (Bartlett and Shawe-Taylor, 1999; Zhang, 2002; Bartlett and Mendelson, 2002; McAllester, 2003; Grønlund et al., 2020). However, in the settings we consider, these generalization error bounds are never smaller than a universal constant (e.g., $1 / \sqrt{2}$ ), as pointed out by Muthukumar et al. (2020a, Section 6) and expanded upon in Section 3.4. It is worth mentioning that the margin-based bounds, as well as the bounds based on the number of support vectors, make no (or very few) assumptions about the distribution of the training examples. The distribution-free quality makes the bounds widely applicable, but it also limits their ability to capture
certain generalization phenomena, such as those from (Muthukumar et al., 2020a; Chatterji and Long, 2020).
Finally, our work bears some resemblance to the early work of Cover (1965) on linear classification. There, the concern is the number of independent features necessary and sufficient for a data set (with fixed, nonrandom labels) to become linear separable. Linear separability just requires the existence of $\boldsymbol{w} \in \mathbb{R}^{d}$ such that $\operatorname{margin}_{i}(\boldsymbol{w})>0$ for all $i=1, \ldots, n$, but these margin values could vary across examples. In contrast, our work considers necessary and sufficient conditions under which the margins achieved are all the same maximum (positive) value.

## 2 SETTING

In this section, we introduce notation for the SVM problem, and describe the probabilistic models of the training data under which we conduct our analysis.

### 2.1 SVM optimization problem

Our analysis considers the standard setting for homogeneous binary linear classification with SVMs. In this setting, one has $n$ training examples $\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right) \in \mathbb{R}^{d} \times\{-1,+1\}$. A homogeneous linear classifier is specified by a weight vector $\boldsymbol{w} \in \mathbb{R}^{d}$, so that the prediction of this classifier on $\boldsymbol{x} \in \mathbb{R}^{d}$ is given by the sign of $\boldsymbol{x}^{\top} \boldsymbol{w}$. The ambiguity of the sign when $\boldsymbol{x}^{\top} \boldsymbol{w}=0$ is not important in our analysis.

The SVM optimization problem from Eq. (1) is more commonly written as

$$
\begin{align*}
\min _{\boldsymbol{w} \in \mathbb{R}^{d}} & \frac{1}{2}\|\boldsymbol{w}\|_{2}^{2}  \tag{2}\\
\text { subj. to } & y_{i} \boldsymbol{x}_{i}^{\top} \boldsymbol{w} \geq 1 \quad \text { for all } i=1, \ldots, n
\end{align*}
$$

The well-known Lagrangian dual of Eq. (2) can be written entirely in terms of the vector of labels $\boldsymbol{y}:=$ $\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$ and the $n \times n$ Gram (or kernel) matrix $\boldsymbol{K}$ corresponding to $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$, i.e., $K_{i, j}:=\boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{j}$ for all $1 \leq i, j \leq n$ :

$$
\begin{equation*}
\max _{\boldsymbol{\alpha} \in \mathbb{R}^{n}} \quad \sum_{i=1}^{n} \alpha_{i}-\frac{1}{2} \boldsymbol{\alpha}^{\top} \operatorname{diag}(\boldsymbol{y})^{\top} \boldsymbol{K} \operatorname{diag}(\boldsymbol{y}) \boldsymbol{\alpha} \tag{3}
\end{equation*}
$$

subj. to $\quad \alpha_{i} \geq 0 \quad$ for all $i=1, \ldots, n$.
Above, we use diag $(\cdot)$ to denote the diagonal matrix with diagonal entries taken from the vector-valued argument. An optimal solution $\boldsymbol{\alpha}^{\star}$ to the dual problem in Eq. (3) corresponds to an optimal primal variable $\boldsymbol{w}^{\star}$ for the problem in Eq. (2) via the relation $\boldsymbol{w}^{\star}=\sum_{i=1}^{n} \alpha_{i}^{\star} y_{i} \boldsymbol{x}_{i}$. The support vectors are precisely
the examples $\left(\boldsymbol{x}_{i}, y_{i}\right)$ for which the corresponding $\alpha_{i}^{\star}$ is positive, a consequence of complementary slackness.

It will be notationally convenient to change the optimization variable from $\boldsymbol{\alpha}$ to $\boldsymbol{\beta} \in \mathbb{R}^{n}$ with $\beta_{i}=y_{i} \alpha_{i}$ for all $i=1, \ldots, n$. In terms of $\boldsymbol{\beta}$, the SVM dual problem from Eq. (3) becomes

$$
\begin{align*}
\max _{\boldsymbol{\beta} \in \mathbb{R}^{n}} & \boldsymbol{y}^{\top} \boldsymbol{\beta}-\frac{1}{2} \boldsymbol{\beta}^{\top} \boldsymbol{K} \boldsymbol{\beta}  \tag{4}\\
\text { subj. to } & y_{i} \beta_{i} \geq 0 \quad \text { for all } i=1, \ldots, n .
\end{align*}
$$

An optimal solution $\boldsymbol{\beta}^{\star}$ to this problem corresponds to an optimal primal variable $\boldsymbol{w}^{\star}$ via the relation $\boldsymbol{w}^{\star}=$ $\sum_{i=1}^{n} \beta_{i}^{\star} \boldsymbol{x}_{i}$, and the support vectors are precisely the examples $\left(\boldsymbol{x}_{i}, y_{i}\right)$ for which $\beta_{i}^{\star}$ is non-zero.

Note that if it were not for the $n$ constraints, the solutions to optimization problem would be characterized by the linear equation $\boldsymbol{K} \boldsymbol{\beta}=\boldsymbol{y}$. We refer to the version of the optimization problem in Eq. (4) without the $n$ constraints as the ridgeless regression problem. Solutions to this problem have been extensively studied in recent years (e.g., Liang and Rakhlin, 2020; Bartlett et al., 2020; Muthukumar et al., 2020b; Belkin et al., 2019; Hastie et al., 2019; Mahdaviyeh and Naulet, 2019). If a vector $\boldsymbol{\beta} \in \mathbb{R}^{n}$ satisfies both $\boldsymbol{K} \boldsymbol{\beta}=\boldsymbol{y}$ as well as the $n$ constraints $y_{i} \beta_{i} \geq 0$ for all $i=1, \ldots, n$, then $\boldsymbol{\beta}$ is necessarily an optimal solution to the SVM dual problem from Eq. (4).

### 2.2 Data model

We analyze the SVM under the following probabilistic model of the training examples.

Feature model. The $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ are random vectors in $\mathbb{R}^{d}$ satisfying

$$
\boldsymbol{x}_{i}:=\operatorname{diag}(\boldsymbol{\lambda})^{1 / 2} \boldsymbol{z}_{i}, \quad \text { for all } i=1, \ldots, n
$$

The positive vector $\boldsymbol{\lambda} \in \mathbb{R}_{++}^{d}$ parameterizes the model. The random vectors, collected in the $n \times d$ random matrix $\boldsymbol{Z}:=\left[\boldsymbol{z}_{1}|\cdots| \boldsymbol{z}_{n}\right]^{\top}=\left(z_{i, j}\right)_{1 \leq i \leq n ; 1 \leq j \leq d}$, satisfy one of the following distributional assumptions.

1. Independent features: $\boldsymbol{Z}$ has independent entries such that each $z_{i, j}$ is mean-zero, unit variance, and sub-Gaussian with parameter $v>0$ (i.e., $\mathbb{E}\left(z_{i, j}\right)=0, \mathbb{E}\left(z_{i, j}^{2}\right)=1$, and $\mathbb{E}\left(e^{t z_{i, j}}\right) \leq e^{v t^{2} / 2}$ for all $t \in \mathbb{R}$ ).
2. Haar features: $\boldsymbol{Z}$ is taken to be the first $n$ rows of a uniformly random $d \times d$ orthogonal matrix (with the Haar measure), and then scaled by $\sqrt{d}$. The scaling is immaterial to our results, but it makes the analysis comparable to that for the independent features case.

Label model. Conditional on $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$, the $y_{1}, \ldots, y_{n}$ are independent $\{-1,+1\}$-valued random variables such that the conditional distribution of $y_{i}$ depends only on $\boldsymbol{x}_{i}$ for each $i=1, \ldots, n$. Formally:
$y_{i} \Perp\left(\boldsymbol{x}_{1}, y_{1}, \ldots, \boldsymbol{x}_{i-1}, y_{i-1}, \boldsymbol{x}_{i+1}, y_{i+1}, \ldots, \boldsymbol{x}_{n}, y_{n}\right) \mid \boldsymbol{x}_{i}$.

Remarks. All of our results will assume $d \geq$ $n$. The non-singularity of the kernel matrix $\boldsymbol{K}=$ $\boldsymbol{Z} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Z}^{\top}$ will be important for our analysis. In the case of Haar features, setting $d \geq n$ ensures that the matrix $\boldsymbol{Z}$ always has rank $n$, and hence the kernel matrix $\boldsymbol{K}=\boldsymbol{Z} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Z}^{\top}$ is always non-singular. In the case of independent features, if the distributions of the $z_{i, j}$ are continuous, then $\boldsymbol{Z}$ has rank $n$ almost surely, and hence again $\boldsymbol{K}$ is non-singular almost surely. Our results only require the $z_{i, j}$ to be subGaussian and need not have continuous distributions. For instance, if the $z_{i, j}$ are Rademacher (uniform on $\{-1,+1\})$, then there is a non-zero probability that $\boldsymbol{Z}$ is rank-deficient-however, we will see that this probability is negligible.

Our label model is very general and allows for a variety of settings, including the following.

1. Generalized linear models (GLMs): $\operatorname{Pr}\left(y_{i}=1 \mid\right.$ $\left.\boldsymbol{x}_{i}\right)=g\left(\boldsymbol{x}_{i}^{\top} \boldsymbol{w}\right)$ for some $\boldsymbol{w} \in \mathbb{R}^{d}$ and some function $g: \mathbb{R} \rightarrow[0,1]$. Examples include logistic regression, where $g(t)=1 /\left(1+e^{-t}\right)$; probit regression, where $g(t)=\Phi(t)$ and $\Phi$ is the cumulative distribution function of the standard Gaussian distribution; and one-bit compressive sensing (Boufounos and Baraniuk, 2008), where $g(t)=\mathbb{1}_{\{t>0\}}$.
2. Multi-index models: $\operatorname{Pr}\left(y_{i}=1 \mid \boldsymbol{x}_{i}\right)=h\left(\boldsymbol{W} \boldsymbol{x}_{i}\right)$ for some $k \in \mathbb{N}, \boldsymbol{W} \in \mathbb{R}^{k \times d}$, and $h: \mathbb{R}^{k} \rightarrow[0,1]$. The case $k=1$ corresponds to GLMs. Examples with $k \geq 2$ include the intersections of half-spaces models and certain neural networks (Baum, 1990; Klivans et al., 2004; Klivans and Servedio, 2008).
3. Fixed labels: $y_{i} \in\{-1,+1\}$ are fixed (nonrandom) values. This can be regarded as a null model where the feature vectors have no statistical relationship to the labels. This null model was, e.g., considered by Cover (1965).

Our results in Theorem 1 and Theorem 2 consider, respectively, the independent features and Haar features, but both allowing for general label models. Our weak converse result in Theorem 3 is established in the special case where the $z_{i, j}$ are iid standard Gaussian random variables (a special case of independent features), and where the labels are fixed.

### 2.3 Additional notation

Let $[n]:=\{1, \ldots, n\}$ for any natural number $n$. Let $\mathbb{R}_{++}:=\{x \in \mathbb{R}: x>0\}$ denote the positive real numbers. For a vector $\boldsymbol{v} \in \mathbb{R}^{n}$, we let $\boldsymbol{v}_{\backslash i} \in \mathbb{R}^{n-1}$ denote the vector obtained from $\boldsymbol{v}$ by omitting the $i^{\text {th }}$ coordinate. For a matrix $\boldsymbol{M} \in \mathbb{R}^{n \times d}$, we let $\boldsymbol{M}_{\backslash i} \in \mathbb{R}^{(n-1) \times d}$ denote the matrix obtained from $\boldsymbol{M}$ by omitting the $i^{\text {th }}$ row. Sometimes, for a square matrix $M \in \mathbb{R}^{n \times n}$, we will also use $\boldsymbol{M}_{\backslash i} \in \mathbb{R}^{(n-1) \times(n-1)}$ to denote the matrix obtained from $\boldsymbol{M}$ by removing the $i^{\text {th }}$ row and column. We let $\boldsymbol{e}_{i}$ denote the $i^{\text {th }}$ coordinate vector in $\mathbb{R}^{n}$. For a vector $\boldsymbol{v} \in \mathbb{R}^{d}$, we denote its $p$-norm by $\|\boldsymbol{v}\|_{p}=\left(\sum_{i=1}^{d}\left|v_{i}\right|^{p}\right)^{1 / p}$. For a matrix $\boldsymbol{M} \in \mathbb{R}^{d \times d}$, we denote its $2 \rightarrow 2$ operator norm (i.e., largest singular value) by $\|\boldsymbol{M}\|_{\text {op }}=\sup _{\boldsymbol{v} \in \mathbb{R}^{d}:\|\boldsymbol{v}\|_{2} \leq 1}\|\boldsymbol{M} \boldsymbol{v}\|_{2}$. Let $S^{d-1}:=\left\{\boldsymbol{x} \in \mathbb{R}^{d}:\|\boldsymbol{x}\|_{2}=1\right\}$ denote the unit sphere in $\mathbb{R}^{d}$. If $\boldsymbol{M}$ is a symmetric matrix, $\lambda_{\min }(\boldsymbol{M})$ denotes the smallest eigenvalue of $\boldsymbol{M}$. Finally, we will use ( $C, c, c_{1}, c_{2}$ ) to denote universal constants that do not depend, explicitly or implicitly, on the dimension $d$, the number of training examples $n$, or properties of the data distribution.

## 3 MAIN RESULTS

Our primary interest is in the probability that every training example is a support vector under the data model from Section 2.2. We give sufficient conditions on certain effective dimensions for this probability to tend to one as $n \rightarrow \infty$. We complement these results with a partial weak converse. Finally, we present a key deterministic result that is used in the proofs of the aforementioned results. All proofs are given in Appendix A.
We define the following effective dimensions in terms of the data model parameter $\boldsymbol{\lambda}$ :

$$
d_{2}:=\frac{\|\boldsymbol{\lambda}\|_{1}^{2}}{\|\boldsymbol{\lambda}\|_{2}^{2}} \quad \text { and } \quad d_{\infty}:=\frac{\|\boldsymbol{\lambda}\|_{1}}{\|\boldsymbol{\lambda}\|_{\infty}}
$$

Observe that $d \geq d_{2} \geq d_{\infty}$, and that if $\lambda_{j}=1$ for all $j=1, \ldots, d$ (i.e., the isotropic setting), then $d=d_{2}=d_{\infty}$. We note that $d_{2}$ and $d_{\infty}$ are, respectively, the same as the effective ranks $r_{0}(\operatorname{diag}(\boldsymbol{\lambda}))$ and $R_{0}(\operatorname{diag}(\boldsymbol{\lambda}))$ studied by Bartlett et al. (2020). They arise naturally from the tail behavior of certain linear combinations of $\chi^{2}$-random variables (see, e.g., Laurent and Massart, 2000).

### 3.1 Sufficient conditions

Our first main result provides sufficient conditions on the effective dimensions $d_{2}$ and $d_{\infty}$ in the independent features setting so that, with probability tending to one, every training example is a support vector.

Theorem 1. There are universal constants $C>0$ and $c>0$ such that the following holds. If the training data $\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right)$ follow the model from Section 2.2 with independent features, subgaussian parameter $v>$ 0 , and model parameter $\boldsymbol{\lambda} \in \mathbb{R}_{++}^{d}$, then the probability that every training example is a support vector is at least

$$
\begin{aligned}
& 1-\exp \left(-c \cdot \min \left\{\frac{d_{2}}{v^{2}}, \frac{d_{\infty}}{v}\right\}+C n\right) \\
&-\exp \left(-c \cdot \frac{d_{\infty}}{v n}+C \log n\right)
\end{aligned}
$$

Observe that the probability from Theorem 1 is close to 1 when

$$
d_{2} \gg v^{2} n \quad \text { and } \quad d_{\infty} \gg v n \log n
$$

We can compare this condition to that from the prior work of Muthukumar et al. (2020a) in our setting with independent Gaussian features $(v=1)$. In the anisotropic setting (i.e., general $\boldsymbol{\lambda}$ ), the prior result's condition for every training example to be a support vector with high probability is $d_{2} \gg n^{2} \log n$ and $d_{\infty} \gg n^{3 / 2} \log n$. In the isotropic setting (i.e., all $\lambda_{j}=1$ ), assuming the labels are fixed (i.e., nonrandom), the prior result's condition is $d \gg n \log n$. Theorem 1 is an improvement in the anisotropic case, and it matches this prior result in the isotropic case. ${ }^{3}$

Our second main result provides an analogue of Theorem 1 for the case of Haar features (where neither training examples nor features are statistically independent).
Theorem 2. There are universal constants $C>0$ and $c>0$ such that the following holds. If the training data $\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right)$ follow the model from Section 2.2 with Haar features and model parameter $\boldsymbol{\lambda} \in \mathbb{R}_{++}^{d}$, then the probability that every training example is a support vector is at least

$$
\begin{aligned}
& 1-\exp \left(-c \cdot d_{\infty}+C n\right) \\
& \quad-\exp \left(-c \cdot \frac{d-n+1}{d} \cdot \frac{d_{\infty}}{n}+C \log n\right) .
\end{aligned}
$$

### 3.2 Weak converse

Our final main result gives a weak converse to Theorem 1 in the case where the features are iid standard Gaussians and the labels are fixed.

[^3]Theorem 3. Let the training data $\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right)$ follow the model from Section 2.2 with $\boldsymbol{\lambda}=(1, \ldots, 1), \boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}$ being iid standard Gaussian random vectors in $\mathbb{R}^{d}$, and $y_{1}, \ldots, y_{n} \in\{ \pm 1\}$ being arbitrary but fixed (i.e., non-random) values. For any $d \geq n$, the probability that at least one training example is not a support vector is at least

$$
\Phi\left(-\sqrt{\frac{d-n+4+2 \sqrt{d-n+2}}{n-1}}\right) \cdot\left(1-\frac{1}{e}\right)
$$

where $\Phi$ is the cumulative distribution function of the standard Gaussian distribution.

Observe that the probability bound from Theorem 3 is at least a positive constant (independent of $d$ and $n$ ) whenever the dimension $d$ (regarded as a function of $n)$ is $O(n)$. This means that the dimension $d$ must be super-linear in $n$ in order for the "success" probability of Theorem 1 to tend to one with $n$.

Theorem 3 applies to the case where the features vectors are isotropic. In Appendix B, we give a version of the result that applies to certain anisotropic settings, again in the case of independent Gaussian features and fixed labels. The theorem puts restrictions on the tail behavior of $\boldsymbol{\lambda}$. These restrictions are related to the effective ranks studied by Bartlett et al. (2020). The proof is similar to that of Theorem 3, but also relies on a technical result from (Bartlett et al., 2020).

Except when the "success" probability is required to be $\geq 1-1 / n^{c}$ for constant $c>0$, there is a $\log (n)$ gap between the sufficient condition from Theorem 1 and the necessary condition from Theorem 3. Our approach to the proof of Theorem 3 does not appear to be able to close this gap. We discuss this issue further in Appendix C, and leave its resolution to future work.

### 3.3 Deterministic equivalences

The crux of all of the above results lies in the following key lemma, which characterizes equivalent conditions for every training example to be a support vector.
Lemma 1. Suppose $\boldsymbol{Z}:=\left[\boldsymbol{z}_{1}|\cdots| \boldsymbol{z}_{n}\right]^{\top} \in \mathbb{R}^{n \times d}$ and $\boldsymbol{\lambda} \in \mathbb{R}_{++}^{d}$ are such that $\boldsymbol{Z} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Z}^{\top}$ and $\boldsymbol{Z}_{\backslash i} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Z}_{\backslash i}^{\top}$ for all $i=1, \ldots, n$ are non-singular. Let the training data $\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{n}, y_{n}\right) \in \mathbb{R}^{d} \times$ $\{-1,+1\}$ satisfy $\boldsymbol{x}_{i}=\operatorname{diag}(\boldsymbol{\lambda})^{1 / 2} \boldsymbol{z}_{i}$ for each $i=$ $1, \ldots, n$. Then the following are equivalent:

## 1. Every training example is a support vector.

2. The vector $\boldsymbol{\beta}:=\boldsymbol{K}^{-1} \boldsymbol{y}$ satisfies $y_{i} \beta_{i}>0$ for all $i=1, \ldots, n$.
3. $y_{i} \boldsymbol{y}_{\backslash i}^{\top}\left(\boldsymbol{Z}_{\backslash i} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Z}_{\backslash i}^{\top}\right)^{-1} \boldsymbol{Z}_{\backslash i} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{z}_{i}<1$ for all $i=1, \ldots, n$.

The above lemma is a deterministic result-it does not reference a particular statistical model for the data-and hence the equivalences are given under non-singularity conditions. We note that the nonsingularity conditions are readily satisfied under the data model from Section 2.2 (with high probability, in the case of independent features, or deterministically, in the case of Haar features).

The equivalences of the first two items in this lemma connect the solutions to the SVM optimization problem and the ridgeless regression problem more tightly than was done in the prior work of Muthukumar et al. (2020a), who only proved one direction of the equivalence between the first two items. The proofs of our main results critically use the third item in the above equivalence.

### 3.4 Implications for generalization

In Theorem 1 and Theorem 2, we identified highdimensional regimes in which the SVM solution exactly corresponds to the least norm (linear) interpolation of training data with high probability. We observe in Figure 1 that certain deterministic featurizations (which bear some resemblance to the Haar features of Theorem 2, and have been independently analyzed in the interpolating regime for regression problems (Belkin et al., 2019; Muthukumar et al., 2020b)) also empirically exhibit similar support vector proliferation when the effective overparameterization is sufficiently high.
The regimes considered in our results go beyond the common high-dimensional asymptotic where $d$ and $n$ grow proportionally to each other (i.e., $n / d \rightarrow \delta$ as $n, d \rightarrow \infty)$. One may wonder, then, whether these regimes are too high dimensional for the SVM to generalize well. As mentioned in Section 1, the classical generalization error bounds for the SVM are based on the number of support vectors or the worst-case margin achieved on the training examples. Recall that these upper bounds are, respectively, roughly of the form ${ }^{4}$
$\frac{\# \text { support vectors }}{n}$ and $\quad \frac{\left\|\boldsymbol{w}^{\star}\right\|_{2}^{2}}{n} \cdot \frac{\mathbb{E}[\operatorname{tr}(\boldsymbol{K})]}{n}$.
Here, $\boldsymbol{w}^{\star}$ is the solution to the SVM primal problem

[^4]

Figure 1: Plots of linear functions on top of trigonometric features of a scalar input variable that parameterizes the horizontal axis. (These plots originally appeared in (Muthukumar et al., 2020a).) The two linear functions are those given by the solution to the SVM optimization problem and the ridgeless regression problem (i.e., the least norm interpolation), based on 32 training data shown as $\times$ 's in the plot. The features are obtained via the mapping $t \mapsto\left(1, \sqrt{\eta_{1}} \cos (1 \cdot t), \sqrt{\eta_{1}} \sin (1 \cdot t), \ldots, \sqrt{\eta_{k}} \cos (k \cdot t), \sqrt{\eta_{k}} \sin (k \cdot t)\right) \in \mathbb{R}^{2 k+1}$ where $k=2^{14}$. In (a), the SVM and least norm interpolation coincide exactly (so all 32 examples are support vectors); in (b), the functions are noticeably distinct (and only 18 out of 32 examples are support vectors). In each case, we computed analogues of $d_{2}$ and $d_{\infty}$ based on the eigenvalues of the Gram matrix. In (a), they are 108.386 and 21.5626 ; in (b), they are 3.21378 and 2.20198 .
in Eq. (2). Unfortunately, these bounds are not informative for the high-dimensional regimes in which all training points become support vectors. As soon as $d_{2}$ and $d_{\infty}$, respectively, grow beyond $n$ and $n \log n$, then both bounds above become trivial with probability tending to one. This is immediately apparent for the first bound, as a consequence of Theorem 1. For the second bound, an inspection of the proof of Theorem 1 shows that in an event where every training example is a support vector (with the same probability as given in Theorem 1), we have

$$
\left\|\boldsymbol{w}^{\star}\right\|_{2}^{2}=\boldsymbol{y}^{\top} \boldsymbol{K}^{-1} \boldsymbol{y} \geq \frac{n}{\|\boldsymbol{K}\|_{\mathrm{op}}} \geq \frac{n}{2\|\boldsymbol{\lambda}\|_{1}}
$$

Since $\mathbb{E}[\operatorname{tr}(\boldsymbol{K})] / n=\|\boldsymbol{\lambda}\|_{1}$, the second bound is at least $1 / 2$ in this event. We also remark that even more sophisticated generalization bounds using the distribution of the margin on training examples (e.g., Gao and Zhou, 2013) do not help in this high-dimensional regime. This is because when all training examples become support vectors, the normalized margin of every training point becomes exactly the worst-case margin, which is $1 /\left\|\boldsymbol{w}^{\star}\right\|_{2}$.
However, recent analyses show that the SVM can generalize well even when all training points become support vectors. In particular, the recent work of Muthukumar et al. (2020a) provided positive implications for the SVM by analyzing the classification test error of the least norm interpolation. In particular, they considered a special anisotropic Gaussian ensemble inspired by spiked covariance models, parameterized by positive constants $p>1$ and $0<(q, r)<1$; here, $d=n^{p}$ and $(q, r)$ parameterize the eigenvalues of
the feature covariance matrix and the sparsity of the unknown signal respectively. See (Muthukumar et al., 2020a, Section 3.4) for further details. It suffices for our purposes to note that the main result of Muthukumar et al. (2020a, Theorem 2) showed that the following rate region of $(p, q, r)$ is necessary and sufficient for the least norm interpolation of training data to generalize well, in the sense that the classification test error goes to 0 as $n \rightarrow \infty$ :

$$
\begin{equation*}
0 \leq q<1-r+\frac{p-1}{2} \tag{5}
\end{equation*}
$$

It is easy to verify that Theorem 1 directly implies good generalization of the SVM for this entire rate region. First, for $q \geq 1-r$, it holds that

$$
\begin{aligned}
d_{2} & \asymp n^{2 p-\max \{2 p-2 q-r, p\}} \\
d_{\infty} & \asymp n^{q+r},
\end{aligned}
$$

and since we have assumed $p>1$, the conditions of Theorem 1, i.e., $d_{2} \gg n, d_{\infty} \gg n \log n$, would hold if and only if $q>1-r$. On the other hand, the usual margin-based bounds would show good generalization of the SVM if $0 \leq q<(1-r)$. Putting these together, the SVM generalizes well for the entire rate region in Equation (5).
Further, the improvement of this implication over the partial implications for the SVM that were provided in Muthukumar et al. (2020a) is clear. In particular, (Muthukumar et al., 2020a, Corollary 1) required $p>2$, i.e. $d \gg n^{2}$, and showed that the SVM will then generalize well if $(3 / 2-r)<q<(1-r)+(p-1) / 2$.

Thus, the rate region implied by this work was

$$
\begin{aligned}
\{0 \leq q< & (1-r)\} \\
& \cup\left\{\left(\frac{3}{2}-r\right)<q<(1-r)+\frac{(p-1)}{2}\right\},
\end{aligned}
$$

which has a non-trivial gap compared to Eq. (5). In summary, our results imply an expansion over the rate region predicted by classical generalization bounds based on either the number of support vectors or the margin.

## 4 PROOF OF MAIN LEMMA

This section gives the proof of the main technical lemma (Lemma 1). (The proofs of the main results are given in Appendix A.)
Throughout, we use the shorthand notations $\boldsymbol{\Lambda}:=$ $\operatorname{diag}(\boldsymbol{\lambda})$ and $\boldsymbol{K}_{\backslash i}:=\boldsymbol{Z}_{\backslash i} \boldsymbol{\Lambda} \boldsymbol{Z}_{\backslash i}^{\top}$ for each $i=1, \ldots, n$. Note that $\boldsymbol{K}_{\backslash i}$ is the same as $\boldsymbol{K}=\boldsymbol{Z} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Z}^{\top}$ except omitting both the $i^{\text {th }}$ row and the $i^{\text {th }}$ column.
We now give the proof of Lemma 1. Recall that we assume $\boldsymbol{K}$ and $\boldsymbol{K}_{\backslash i}$ for all $i=1, \ldots, n$ are non-singular. We first show that all training examples are support vectors if and only if the candidate solution $\boldsymbol{\beta}=\boldsymbol{K}^{-1} \boldsymbol{y}$ satisfies

$$
\begin{equation*}
y_{i} \beta_{i}>0 \quad \text { for all } i=1, \ldots, n \tag{6}
\end{equation*}
$$

$(\Longleftarrow)$ Assume $y_{i} \beta_{i}>0$ for all $i \in[n]$. Recall that $\boldsymbol{\beta}=\boldsymbol{K}^{-1} \boldsymbol{y}$ is the unique optimal solution to the ridgeless regression problem (i.e., the problem in Eq. (4) without the $n$ constraints). Since Eq. (6) holds, then $\boldsymbol{\beta}$ is dual-feasible as well, and so it is the unique optimal solution to the dual program, i.e., $\boldsymbol{\beta}^{\star}=\boldsymbol{\beta}$. Moreover, $y_{i} \beta_{i}^{\star}>0 \Longrightarrow \beta_{i}^{\star} \neq 0$ for all $i \in[n]$, and so every training example is a support vector.
$(\Longrightarrow)$ Assume every training example is a support vector, i.e., $\beta_{i}^{\star} \neq 0$ for all $i \in[n]$ (so, in particular, $y_{i} \beta_{i}^{\star}>0$ for all $i \in[n]$ ). We shall write the solution $\boldsymbol{w}^{\star}$ to the primal problem from Eq. (2) as a linear combination of $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ in two ways. The first way is in terms of the dual solution $\boldsymbol{\beta}^{\star}$, i.e., $\boldsymbol{w}^{\star}=\sum_{i=1}^{n} \beta_{i}^{\star} \boldsymbol{x}_{i}$, which follows by strong duality. The second way comes via complementary slackness, which implies that $\boldsymbol{w}^{\star}$ satisfies every constraint in Eq. (2) with equality. In other words, $\boldsymbol{w}^{\star}$ solves $\min _{\boldsymbol{w} \in \mathbb{R}^{d}} \frac{1}{2}\|\boldsymbol{w}\|_{2}^{2}$ subject to $\boldsymbol{x}_{i}^{\top} \boldsymbol{w}=y_{i}$ for all $i=1, \ldots, n$. Since $\boldsymbol{K}$ is nonsingular by assumption, the solution is unique and is given by $\boldsymbol{X}^{\top} \boldsymbol{K}^{-1} \boldsymbol{y}=\boldsymbol{X}^{\top} \boldsymbol{\beta}=\sum_{i=1}^{n} \beta_{i} \boldsymbol{x}_{i}$, where $\boldsymbol{X}=\left[\boldsymbol{x}_{1}|\cdots| \boldsymbol{x}_{n}\right]^{\top}$. So we have $\boldsymbol{w}^{\star}=\sum_{i=1}^{n} \beta_{i}^{\star} \boldsymbol{x}_{i}=$ $\sum_{i=1}^{n} \beta_{i} \boldsymbol{x}_{i}$. The non-singularity of $\boldsymbol{K}$ also implies that $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ are linearly independent, so we must have $\beta_{i}=\beta_{i}^{\star} \neq 0$ for all $i \in[n]$, and thus Eq. (6) holds.

So we have shown that all training examples are support vectors if and only if Eq. (6) holds. It therefore suffices to show that, for each $i=1, \ldots, n$,

$$
y_{i} \beta_{i}>0 \quad \Longleftrightarrow \quad y_{i} \boldsymbol{y}_{\backslash i}^{\top} \boldsymbol{K}_{\backslash i}^{-1} \boldsymbol{Z}_{\backslash i} \boldsymbol{\Lambda} \boldsymbol{z}_{i}<1
$$

By symmetry, we only need to show this implication for $i=1$.

Observe that $y_{1} \beta_{1}=y_{1} \boldsymbol{e}_{1}^{\top} \boldsymbol{K}^{-1} \boldsymbol{y}=\boldsymbol{e}_{1}^{\top} \boldsymbol{K}^{-1}\left(y_{1} \boldsymbol{y}\right)$ is the inner product between the first row of $\boldsymbol{K}^{-1}$ and $y_{1} \boldsymbol{y}$. Therefore, by Cramer's rule, we have

$$
y_{1} \beta_{1}=y_{1} \boldsymbol{e}_{1}^{\top} \boldsymbol{K}^{-1} \boldsymbol{y}=\frac{\operatorname{det}(\tilde{\boldsymbol{K}})}{\operatorname{det}(\boldsymbol{K})}
$$

where $\tilde{\boldsymbol{K}}$ is the matrix obtained from $\boldsymbol{K}$ by replacing the first row with $y_{1} \boldsymbol{y}^{\top}$. Since $\boldsymbol{K}$ is assumed to be invertible, $\boldsymbol{K}$ is positive definite, and so $\operatorname{det}(\boldsymbol{K})>0$. Hence, we have $y_{1} \beta_{1}>0$ iff $\operatorname{det}(\tilde{\boldsymbol{K}})>0$.
Let us write $\tilde{\boldsymbol{K}}$ as

$$
\tilde{\boldsymbol{K}}=\left[\begin{array}{cc}
1 & y_{1} \boldsymbol{y}_{\backslash 1}^{\top} \\
\boldsymbol{a} & \boldsymbol{K}_{\backslash 1}
\end{array}\right]
$$

where $\boldsymbol{a}:=\boldsymbol{Z}_{\backslash 1} \boldsymbol{\Lambda} \boldsymbol{z}_{1}$ and recall that $\boldsymbol{K}_{\backslash 1}$ denotes the $(n-1) \times(n-1)$ matrix obtained by removing the first row and column from $\boldsymbol{K}$. Note that $\boldsymbol{K}_{\backslash 1}$ is invertible by assumption and hence positive definite. Also, define

$$
\boldsymbol{Q}:=\left[\begin{array}{cc}
1 & -y_{1} \boldsymbol{y}_{\backslash 1}^{\top} \\
\mathbf{0} & \boldsymbol{I}_{n-1}
\end{array}\right]
$$

where $\boldsymbol{I}_{n-1}$ is the $(n-1) \times(n-1)$ identity matrix. Every diagonal entry of $\boldsymbol{Q}$ is equal to 1 , so $\operatorname{det}(\boldsymbol{Q})=1$. Hence

$$
\begin{aligned}
\operatorname{det}(\tilde{\boldsymbol{K}}) & =\operatorname{det}(\tilde{\boldsymbol{K}}) \operatorname{det}(\boldsymbol{Q}) \\
& =\operatorname{det}(\tilde{\boldsymbol{K}} \boldsymbol{Q}) \\
& =\operatorname{det}\left(\left[\begin{array}{cc}
1 & \mathbf{0}^{\top} \\
\boldsymbol{a} & \boldsymbol{K}_{\backslash 1}-y_{1} \boldsymbol{a} \boldsymbol{y}_{\backslash 1}^{\top}
\end{array}\right]\right) \\
& =\operatorname{det}\left(\boldsymbol{K}_{\backslash 1}-\boldsymbol{a} \boldsymbol{b}^{\top}\right)
\end{aligned}
$$

where $\boldsymbol{b}:=y_{1} \boldsymbol{y}_{\backslash 1}$. Therefore, $\operatorname{det}(\tilde{\boldsymbol{K}})>0$ iff $\operatorname{det}\left(\boldsymbol{K}_{\backslash 1}-\boldsymbol{a} \boldsymbol{b}^{\top}\right)>0$.

By the matrix determinant lemma,

$$
\operatorname{det}\left(\boldsymbol{K}_{\backslash 1}-\boldsymbol{a} \boldsymbol{b}^{\top}\right)=\operatorname{det}\left(\boldsymbol{K}_{\backslash 1}\right)\left(1-\boldsymbol{b}^{\top} \boldsymbol{K}_{\backslash 1}^{-1} \boldsymbol{a}\right)
$$

Since $\boldsymbol{K}_{\backslash 1}$ is positive definite, we have $\operatorname{det}\left(\boldsymbol{K}_{\backslash 1}\right)>0$. Hence, $\operatorname{det}\left(\boldsymbol{K}_{\backslash 1}-\boldsymbol{a} \boldsymbol{b}^{\top}\right)>0$ iff $\boldsymbol{b}^{\top} \boldsymbol{K}_{\backslash 1}^{-1} \boldsymbol{a}<1$.

Connecting all of the equivalences and plugging-in for $\boldsymbol{a}, \boldsymbol{b}$, and $\boldsymbol{K}_{\backslash 1}$, we have shown that

$$
y_{1} \beta_{1}>0 \quad \Longleftrightarrow \quad y_{1} \boldsymbol{y}_{\backslash 1}^{\top}\left(\boldsymbol{Z}_{\backslash 1} \boldsymbol{\Lambda} \boldsymbol{Z}_{\backslash 1}^{\top}\right)^{-1} \boldsymbol{Z}_{\backslash 1} \boldsymbol{\Lambda} \boldsymbol{z}_{1}<1,
$$

as required. This completes the proof of the lemma.
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