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ABSTRACT

Raman-based approaches to characterizing thermal properties of nanoscale and microscale materials have
proven to be powerful experimental methods. This work explores the potential of energy-transport state-
resolved Raman (ET-Raman) for the precise determination of interfacial thermal conductance (G) between
monolayer 2D materials and their substrates. ET-Raman employs a continuous wave laser and nanosec-
ond (ns) pulsed laser to induce both steady state and transient heating while simultaneously collecting
2D material temperature information from the Raman signal. A 3D numerical model built using the finite
volume method simulates the two differentiated thermal transport processes. The simulated temperature
rises are compared with experimental Raman temperature information to extract G. In this study, we
investigate the temporal effects of the pulse frequency and pulse width of the ns laser on precise charac-
terization of G. By running multiple simulations for a range of pulsed laser frequencies and pulse widths,
we determine that ET-Raman is most sensitive to precise interfacial thermal conductance measurements
with short pulse widths (~below 20 ns) and with pulsing frequencies that ensure sufficient cooling time
between consecutive pulses (~below 500 kHz). We also conclude that substrate thickness and laser spot
size play critical roles in heat distribution and subsequent sensitivity to meaningful G measurements.
As both laser spot size and SiO, substrate thickness decrease, detection of interfacial thermal transport
becomes more difficult. These results offer essential guidance in the design of future Raman-based ap-
proaches to thermal measurements using pulsed lasers.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

The physics of two-dimensional (2D) materials continues to in-
trigue nanoscience researchers and provide new opportunities for
fundamental and applied research. The evolving body of knowl-
edge has already proven 2D materials such as graphene and tran-
sition metal dichalcogenides (TMDs) have applications as photode-
tectors, photovoltaic solar cells, light-emitting diodes, and high-
performance chemical sensors due to their unique electrical prop-
erties [1-3]. In addition, the thermal properties of graphene alone
have made it a promising material for thermal management and
energy storage devices [4,5].

However, heat transfer at the interface between 2D materials
and substrates thwarts the full realization of these applications
in future nanoscale technologies. The phonon mean free path in
nanoscale systems often matches or exceeds the length scale of
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2D material-based devices. This introduces unprecedented obsta-
cles to the design of efficient thermal control mechanisms due
to the emergence of interfacial scattering, ballistic transport, and
wave-effects often causing the interfacial thermal resistance to dis-
proportionally govern the thermal transport of the entire system
[6].

Surface chemistry and interface coupling dictate the properties
and performance of 2D materials in nanoelectronics as well. Low-
resistance electrical contacts require strong interfacial interactions
and it has been proven that increasing the bonding strength be-
tween dissimilar materials results in more phonon coupling across
the interface [7,8]. Clearly, it is still true that “the interface is the
device” [9].

Given the significance of interfaces in nanostructured systems,
the measurement and control of interfacial thermal resistance R},
(i.e. conductance G = 1/R{;) receives much academic attention and
Raman spectroscopy serves as a powerful tool to investigate this
property. One popular technique involves passing an electrical cur-
rent through the 2D material and monitoring the temperature rise
via the temperature dependant Raman signal. This method requires
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precise calibration of the Raman temperature coefficient before-
hand. The resistance is solved for analytically once the tempera-
ture difference between the 2D material and substrate has been
distinguished for a given amount of electrical power. This Raman
thermometry through Joule heating technique has been used to
study a variety of interfaces such as graphene/h-Bn, MoS,/h-Bn,
and graphene/4H-SiC [10-12].

The optothermal Raman method is also widely used by re-
searchers to measure interfacial thermal resistance [13-15]. Instead
of Joule heating, laser irradiation acts as the heating source while
also providing the Raman temperature characterization. First de-
veloped in 2008 to measure the thermal conductivity of single-
layer graphene, the optothermal Raman method succeeds at in-
terfacial conductance measurements as well [5]. After Raman tem-
perature coefficient determination and estimation of the absorbed
laser power density, a heat transfer model based on the cylindrical
heat equation is used alongside the experimental Raman tempera-
ture data to extract the interface thermal resistance.

Additionally, a comprehensive optothermal Raman method us-
ing continuous wave and pulsed lasers has been developed to mea-
sure the thermal properties of monolayer materials. Zhang et al.
extracted the specific heat and thermal conductivity of monolayer
graphene (both supported and suspended) by comparing Raman
temperature information from different combinations of laser spot
size and pulse duration [16]. By creating temperature rise ratios
out of steady state heating at different laser spot radii as well as
transient heating at different pulse durations, they were able to
use normalized ratio parameters from which thermal property in-
formation could be extracted without needing a laser absorption
coefficient (a variable that often introduces non-negligible error to
most Raman-based methods).

The dual-wavelength flash Raman mapping method is another
powerful technique that eliminates the need for laser absorption
and reliably measures thermophysical properties of 2D nanomate-
rials [17,18]. This method employs a periodical heating laser along-
side a different wavelength probing laser. By adjusting the time
separation between heating and probing pulses, the varying tem-
perature responses of the 2D material can be compared. These
temperature variations are then used with a 2D transient heat con-
duction model to extract thermal diffusivity.

These Raman-based techniques all offer unique advantages for
experimentalists wanting to accurately measure thermophysical
properties of nanoscale materials. They also have the benefit of
being cost-effective and relatively simple to use. More so for the
optothermal method, sample preparation is also quite straightfor-
ward. However, the Raman temperature coefficient calibration re-
quired in all these techniques can introduce non-negligible error to
the final experimental results which is often overlooked [19]. Cali-
bration of the Raman temperature coefficient occurs through a dif-
ferent heating process than that of the experimental measurement.
Traditionally, calibration involves uniform heating of the sample of
interest and its substrate. The 2D material and substrate are grad-
ually brought to the same temperature. The Raman signal is then
measured at different temperatures. This scenario involves mini-
mal thermal stress in the material of interest. On the other hand,
during laser heating, the Gaussian-shaped laser beam inevitably
creates a temperature gradient in the 2D material which causes
thermal stress in the radial direction. Also the temperature differ-
ence between the 2D material and substrate during laser heating
causes another stress because of the large thermal expansion mis-
match between them. This thermal stress can influence the Ra-
man shift peak location. Thus, the Raman signal temperature de-
pendency determined during calibration and then used for analysis
does not accurately represent the thermal transport under investi-
gation. Additionally, measuring the laser absorption in 2D materi-
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als can be problematic, especially for supported samples, leading to
further uncertainty in temperature measurements since absorbed
laser power is often estimated [13,15].

The energy transport state-resolved Raman (ET-Raman) tech-
nique circumvents the previously mentioned sources of uncertainty
in G measurements. This technique is described by the creation of
multiple energy transport states via the variation of laser heating
sources (CW and pulsed) and laser spot sizes (changing objective
lenses). The differentiated energy transport states facilitate the ex-
traction of thermal property information. Our previous works have
employed various combinations of CW, nanosecond, and picosec-
ond lasers to measure a range of nanomaterial thermal proper-
ties such as the thermal conductance between water and nm-thick
WS, and the nonequilibrium temperature distribution of optical
and acoustic phonons in 2D materials after laser irradiation (MoS,,
MoSe,, and graphene paper) [20-23].

The ET-Raman method reduces measurement uncertainties by
eliminating both Raman temperature coefficient calibration and
laser absorption effects (discussed in the upcoming section). Fur-
thermore, the radiative electron-hole recombination inherent to
monolayer TMD materials is accounted for in thermal transport
characterization. Due to the indirect to direct band gap transition
as TMD materials go from bulk to single layer, excitons in mono-
layer TMD materials recombine radiatively and nonradiatively [24].
Therefore, not all absorbed laser energy contributes to thermal
processes in the 2D material-substrate system. Disregarding the
radiative recombination leads to overestimated thermal conduc-
tance measurements. In our previous work investigating the rate
of radiative decay, using ET-Raman we determined the radiative re-
combination efficiency 8 and interfacial thermal conductance G of
WSe, monolayers on fused silica substrate [21].

Unlike the pump-probe technique in which the transient tem-
perature decay is measured in the time domain using two lasers,
ET-Raman only requires one pulsed laser to study transient ther-
mal diffusion. Depending on the frequency and pulse width, the
pulsed laser can cause transient as well as accumulated heating
effects. ET-Raman considers both effects in an integrated, compre-
hensive treatment of the 2D material temperature rise.

Generally, the laser pulse width and repetition rate play criti-
cal roles in determining how sensitive G is to accurate measure-
ment. The pulse width controls the thermal diffusion length into
the sample and the repetition rate (i.e. the cooling time between
consecutive pulses) dictates the degree to which heating accumu-
lates in the sample. These features of a pulsed laser cannot be
easily described by analytical solutions. Rather, pulse width and
repetition rate can be encompassed in the numerical modelling of
3D transient heat conduction to uncover their role in experimental
measurements of interfacial thermal conductance.

This work examines the role of temporal laser pulse features
as they apply to the 3D finite volume laser heating model used for
the ET-Raman method. The context of the physical model is the de-
termination of interfacial thermal conductance G between mono-
layer WSe, and fused silica substrate. Our previous work reports
the experimental results of this measurement while this work
primarily focuses on elucidating the sensitivity of the ET-Raman
method to high accuracy G determination. Generally, we find that
shorter laser pulse widths lead to more accurate measurements.
We also determine that high frequency pulsing lowers the sensi-
tivity to meaningful G measurement. Lastly, we explore how these
same pulse features influence G measurements when the mono-
layer is supported by an SiO,/Si substrate. The work reported here
serves as a helpful guide in the development of future ET-Raman
experiments using pulsed lasers to study transient nanoscale heat
transfer.
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2. Physics principles of ET-Raman and general picture of
various parameters

A. Physics of energy transport states in ET-Raman

The ET-Raman technique exploits the temperature dependence
of Raman vibrational modes. As the 2D material temperature in-
creases, due to bond softening the Raman signal red-shifts. In the
context of single layer WSe,, the Raman peak signal of interest is
the degenerate Az and Ezg1 first order modes at 250 cm~! in the
Raman spectrum [25]. As the laser power incident on the mono-
layer increases, the growing temperature rise causes Raman red-
shift. The rate of red-shift is defined as the laser power differential
Y = dw/0P. This parameter, defined as the Raman shift coefficient
(RSCQ), is directly proportional to the local temperature rise in the
sample under unit power laser irradiation. It is also related to the
Raman temperature coefficient (dw/dT) and laser absorption (&) -
two critical variables for optothermal Raman measurements. Both
dw/dT and « vary widely between samples and introduce non-
trivial uncertainty in extracted temperature information. However,
taking the ratio of two laser power differentials from different laser
sources, such as nanosecond (ns) and continuous wave (CW) lasers,
nullifies the effect of these sample-dependant variables on the ex-
tracted temperature information.

As illustrated in Fig. 1a,b, the CW and ns lasers induce distinct
heating phenomena: The ns laser provides transient heat conduc-
tion with a drastically reduced heat diffusion length into the sub-
strate while the CW laser maintains steady state heating with a
much larger heat diffusion length. Thus, the RSC from each laser
source contains unique information related to the differentiated
sample temperature rises.

The RSC is determined by incrementally increasing the power
of the irradiating laser (AP) while measuring the red-shifting Ra-
man peak signal (Aw). In experiments, this is accomplished us-
ing a motorized rotating neutral density filter that varies the laser
transmission. The Raman signal red-shift exhibits a negative linear
relationship with increasing laser power (for the low power range).
The slope of a fitted trend line becomes the experimental Raman
shift coefficient asyr = Aw/AP = dw/dP.

In our previous work, we show that the RSC ratio Yns/¥qy can
be used in conjunction with thermal modelling to extract the in-
terfacial thermal conductance between monolayer WSe, and fused
silica [21]. The 3D finite volume heating model used necessitates
special consideration of the laser energy distribution in the space
and time domains. Because the laser spot spatial energy distribu-
tion on the WSe, sample is Gaussian-shaped, the Raman scattered
light detected by the spectrometer is not directly proportional to
the absolute temperature rise of the material. Instead, to extract
local temperature information from the RSC, a Raman intensity
weighted average temperature of the WSe, monolayer must be de-
rived. This concept of a Raman weighted average temperature rise
is pictorially represented in Fig. 1c-e.

In the CW case this is formulated as an integral eval-
uated over the heating volume (V) of interest: TWSesz =

v v
[le=#nTdy/ [le=#/*idy. I is the Gaussian-distributed CW laser in-
0 0

tensity in the material, T is the temperature, z is the distance from
the sample surface, and t; is the absorption depth of the material.
The exponential term accounts for intensity attenuation as Raman
signal passes through the material. Note that the laser intensity
term can be expanded as I =1 exp(—rz/rg)exp(—z/q) where I
is the laser peak intensity (set to 0.1 mW during numerical mod-
elling) and r, is the laser spot radius. As shown in Fig. 1c, in the
radial direction, the laser intensity and the temperature rise fol-
low different profiles. The temperature rise has a broader distri-
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bution due to heat conduction, and the Raman measurement only
measures the part within the heating region weighted by the Ra-
man intensity. The ns case yields a similar integral that must be
integrated over the space domain (due to the Gaussian spatial en-
ergy distribution) and the time domain (due to the pulsed nature

_ tv tv
of the ns laser): Tyse,ns = [ [le~#/0Tdvdt/ [ [le~#/"idvdt where
00 00

I is now the ns laser intensity. As shown in Fig. 1b, the tempera-
ture rise profile in the time domain could be significantly differ-
ent from that of the laser intensity. Therefore, the measured Ra-
man shift change in the ns case rather reflects temperature rise
within the laser heating time weighted by the Raman intensity.
Note here the laser intensity distribution in the thickness direction
of the sample is simplified without considering the scattering and
interference effect. The Raman signal generation is proportional to
the local laser intensity, but its scattering and interference effect
is also not considered. This will not have an effect on our thermal
modelling treatment since the sample is monolayer and the tem-
perature is uniform across the thickness. For thicker samples, strict
treatment of the laser and Raman signal interference effect in the
sample can be realized using our rigorous model that considers the
discontinuity of Raman signal within the sample [26].

B. Effects of laser spot size, pulse width, and pulse interval: a general
picture

Experimental design of the ET-Raman method necessitates care-
ful consideration of three critical parameters: Size of the heat-
ing area, pulse width of the ns laser, and the time interval be-
tween pulses. These three parameters govern the thermal trans-
port caused by laser heating as well as the subsequent sensitivity
in experimentally measuring Ry..

The volume of sample undergoing laser heating is tightly re-
lated to the interfacial thermal resistance measurement sensitiv-
ity. CW laser irradiation causes essentially infinite heat diffusion
into the substrate. While the ns laser has a more restricted diffu-
sion length. Both laser sources induce unique and separate ther-
mal transport that differentiate the prominence of the interfacial
thermal resistance in overall system heating. To be clear, the in-
terfacial thermal resistance does not change between the two laser
heating scenarios - only the sensitivity to measurement. This is
because the substrate thermal resistance disproportionally impacts
the overall heating in the CW case, masking the heating effect
caused by the resistance at the interface. This disproportionate
contribution from the substrate resistance is mitigated during ns
heating.

Under CW laser heating the total interface resistance, calculated
as Rr ~ 4R/ /mD?, is determined by the interfacial thermal resis-
tance per unit area R;/. and the diameter of the heating area D. The
value of the substrate resistance is evaluated using the appropriate
shape factor for heat conduction through a disk with diameter D:
Rg ~ 1/2Dks Where ks is the thermal conductivity of the substrate
[27]. The diameter of the cylindrical heated area is simply defined
as the diameter of the laser spot on the sample surface (the radial
heat diffusion is negligible within the laser heating area). Note that
the substrate resistance Rs depends on the factor D~! while the to-
tal interface resistance Ry depends on D2, It follows that changing
the diameter of the laser spot alters the relative importance of the
interfacial resistance. As the laser spot increases, Ry will decrease
quicker than Rs meaning the relative contribution from resistance
at the interface becomes less significant.

The ns laser source does not produce the same thermal re-
sponse making the interfacial thermal resistance more sensitive to
measurement. A pulsed laser source yields a substrate resistance
evaluated as R ~ 4L7/kst D> where Ly is the heat diffusion length.
Now, both R; and Rs depend on a factor of D=2, Thus, changes in
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Fig. 1. (a) Physical diagram of CW laser heating where the substrate thermal resistance dominates the heating of the sample-substrate system. (b) ns laser heating diagram
when the substrate resistance becomes more comparable to the interfacial thermal resistance. (c) Physical conceptualization of the Raman intensity weighted temperature
rise during a single ns laser pulse. The weighting is integrated over the time and space domains for ns ET-Raman, and only the space domain in the CW case. (d) The intensity
of a single ns laser pulse and the subsequent sample temperature rise in the time domain. (e) 1D radial contour of the intensity and temperature spatial distribution during
both CW and ns laser irradiation.
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the heating area diameter do not change the relative importance of
the interfacial thermal resistance as strongly as they do in the CW
laser heating case. However, it is important to note that the heat
diffusion length does play a critical role in the resulting sensitivity
to measurement. Clearly, as the heat diffusion length gets smaller
the substrate resistance shrinks leading to a growth in the rela-
tive prominence of the interfacial thermal resistance. This heat dif-
fusion length, estimated as Ly ~ 2./fyx, is dependant on the sub-
strate thermal diffusivity o and the ns laser pulse width ty. There-
fore, theoretically it is expected that as the ns laser pulse width
decreases the substrate thermal resistance becomes less significant
in the total heating and the interfacial thermal resistance becomes
more sensitive to precise measurement.

Lastly, the interval between pulses (i.e. the repetition rate)
needs to be accounted for in the design of an ET-Raman experi-
ment using a pulsed laser. If transient states of heat conduction
are desired, then the interval between consecutive pulses needs to
be long enough that the material cools down completely to ambi-
ent temperature. This crucial cool down time is necessary to dis-
tinguish the CW steady state heating from the transient ns pulsed
laser heating. R/ becomes much more sensitive to accurate mea-
surement with this differentiation of thermal transport. If the in-
terval between pulses becomes too short - meaning a faster repe-
tition rate - the pulsed laser heating effectively becomes more like
CW laser heating since there will be an accumulated temperature
rise over the course of multiple pulses.

The drawback to choosing a slow repetition rate with enough
time for the laser heated sample to return to thermal equilibrium
between pulses is the lower average power output. A reduced av-
erage laser power will not stimulate sufficient Raman scattering in
the sample. The weaker Raman signal prevents accurate measure-
ment of the interfacial thermal conductance since the ET-Raman
method requires precise Gaussian fitting of a Raman peak. There-
fore, a successful experimental setup requires a thoughtful balance
between a repetition rate that guarantees transient heating condi-
tions while still exciting strong Raman signal.

3. Heat conduction treatment for CW and transient state

Because the ET-Raman method combines computational and
analytical methods, the treatment of the heat conduction through
the sample-substrate entails both methods as well. More specif-
ically, the theoretical 2D material temperature is determined via
numerical modelling and analytical solving. The atomically thin
nature of the 2D material makes the finite volume method for
numerical calculations infeasible because of the extremely fine
meshes required that would lead to long computation times. In-
stead, the computational model is used to determine the surface
temperature rise of the substrate under 0.1 mW laser energy ab-
sorption. Then, the temperature difference induced by the inter-
facial thermal resistance between the 2D material and the sub-
strate is calculated analytically (ATipserface = Ricq”) assuming the
same heat flux (i.e., absorbed laser energy) from the simulation.
Fig. 2a shows how the WSe, monolayer temperature rise can then
be treated as a sum of the substrate surface temperature and the
interfacial temperature difference.

The spatial temperature distribution at both the SiO, surface
and in the 2D material follow a Gaussian distribution due to the
Gaussian nature of the incident laser on the sample. Fig. 2b high-
lights the higher temperature of the WSe, monolayer and smaller
temperature of the substrate surface. The laser energy is absorbed
and conducted through the 2D material first, causing a tempera-
ture rise. Then, as the heat is conducted across the interface and
into the substrate, a smaller temperature rise is induced. Note the
dissipation of the laser induced temperature rise in the substrate
shown as a temperature contour in the cross-plane direction of the
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substrate. The temperature reaches a maximum at the top surface
of the fused silica substrate and gradually cools down further into
the material.

The spatial treatment of heat conduction is the same in both
CW and ns cases. In the ns case alone, the temperature distri-
bution in the time domain obeys similar behaviour. As shown in
Fig. 2¢c, after multiple ns laser pulses, the gradual heat accumula-
tion reaches a baseline, constant temperature. During a single ns
pulse, the temperature profiles of the 2D material and substrate
surface follow the same Gaussian relationship due to the Gaus-
sian nature of the laser pulse - again, the WSe, layer receiving
the absorbed laser energy first and experiencing a higher temper-
ature rise compared to the underlying substrate. Note that the dif-
ference between the temperature rise in the 2D material and the
substrate - featured in Fig. 2d - is the analytically solved for inter-
facial temperature difference. As shown in Fig. 2e, this temperature
difference also follows a Gaussian distribution.

The formulation of the ET-Raman method uses numerical mod-
elling to evaluate the substrate temperature rise. For ns laser heat-
ing case, sufficient laser pulses are simulated to capture the heat
accumulation effect. Then, the temperature rise of the supported
WSe, monolayer is solved for analytically using the solved integral
equations from above. To evaluate the Raman intensity weighted
average integral, it is necessary to use the basic formula relat-
ing the temperature difference across an interface to the local
heat flux q” and interfacial resistanceR;;: Twse, — Tsio, = Rizq”. In
this way, the temperature rise of the sample can be shown to be
Twse,.cw = aR{-lo/2 + Tsip, cw Where Tsjg, cw is the Raman inten-
sity weighted average temperature rise of the fused silica substrate
under CW heating solved for via numerical modelling and a is the
laser absorption. Similarly, for the ns case the weighted average
can be evaluated as Tyse, ns = aR{-Io/(2v'2) + T, ns Where Iy be-
comes the ns laser intensity and TSiOZ,ns is the average temperature
rise of the fused silica under ns heating. Theoretically, the temper-
ature rise of the 2D material can be directly calculated in numer-
ical modelling. However, since the 2D material is extremely thin
(~nm), including it directly in the numerical modelling would re-
quire extremely fine meshes, making the computation very time
consuming.

4. Effect of transient heating pulse width on G measurement

As detailed in our earlier work, it is shown that by equating
the temperature rise ratio Tyse, ns/Twse, cw With the Raman shift
coefficient ratio ¥rns/Ycw where ;s and Yy are the laser power
differentials from respective laser sources, one can solve for the
interfacial thermal conductance G. In the context of this sensitivity
study, the value of interest becomes the ratio y;s/¥cy which will
be defined as the normalized Raman shift coefficient ©.

The advantage of this technique is the ability to vary the ns
laser pulse features in the simulation, namely the pulse width and
repetition rate, and observe the different thermal responses in the
2D material-substrate system. This approach also allows for easy
exploration of the resistance R;, effect on interfacial thermal trans-
port. The other necessary parameters involved in this methodol-
ogy are the thermophysical and optical material properties used
for the 3D numerical modelling of laser-induced heat conduction:
Volumetric heat capacities of WSe, and glass (ocp = 1.98 x 10°
and pcp=1.65x10% ] m~3 K-, respectively); thermal conduc-
tivity of glass (k=1.4W m~! K-1); and extinction coefficient of
WSe, (k;, = 1.28) [27-30]. In addition, the CW and ns laser proper-
ties used in this modelling are listed here: Both with wavelength
A =532 nm; CW laser spots sizes at respective objective lenses of
rox.cw = 1.8, 1sox.cw = 0.7, r100x.cw = 0.4 pm; and ns laser spot
sizes of 130, ns = 1.0, T50x ns = 0.4, T100x ns = 0.25 um. These spot
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Fig. 2. Spatial and temporal considerations of laser induced heating for the CW and ns cases. (a) The supported 2D material temperature rise is calculated as the sum of
the substrate surface temperature (from numerical modelling) and the temperature difference induced by the interfacial thermal resistance (calculated analytically). (b) The
WSe, monolayer experiences a higher temperature rise than the substrate and follows a Gaussian spatial distribution. Additionally, the temperature profile in the cross-
plane direction is shown in the substrate. (c) In the ns case, accumulated heating causes the temperature profile to gradually increase until reaching a constant baseline
temperature. In the time domain, the laser pulse causes the monolayer to have a larger temperature increase than the underlying substrate. (d) and (e) Show the temporal
temperature profile during a single ns pulse where the interfacial temperature difference between the 2D material and the substrate also follows a Gaussian distribution.

sizes reflect the numbers measured in our previous experiments
[21].

The final remarks regarding the parameters used for numerical
modelling are related to the pulse width t; and monolayer thick-
ness z. In our treatment, the pulse width t; is defined by the time
at which the laser pulse intensity is e~! of its maximum value. The
laser spot radius rg on the sample surface is defined in the same
way using e~! of the maximum value of the laser intensity in the
spatial domain. Therefore, the laser intensity distribution for the
ns laser in time and space for ns laser heating is fully defined as
I=Igexp(—r?/r3) exp(—t?/t3) exp(-z/7;). As to the sample thick-
ness z, WSe, monolayers have been measured as 0.7 [31] and
1.1 nm [32]. The ratio analysis involved in the ET-Raman method

ensures that the RSC does not depend on sample thickness. For
our simulation purposes, a thickness of 0.7 nm is used.

The 2D contour plots shown in Fig. 3a illustrate how the ns
laser pulse width tg and interfacial thermal conductance G are re-
lated to sample temperature rise when pulse repetition rate is set
at 300 kHz. A sampling range of pulse widths and conductance val-
ues confirms that low conductance and short pulse widths cause
the greatest temperature increase in the 2D layer. Furthermore,
this same behaviour applies to the normalized Raman shift coeffi-
cient © (Fig. 3b). Note the accelerating growth in temperature rise
and ® as the pulse width reduces to 20 ns or less. The plotted
simulation results assume a 0.1 mW incident laser intensity that is
completely absorbed - an arbitrary parameter choice that means
the numerical temperature rise and ® themselves have no inher-
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short pulse widths and small resistance values. (b) For a fixed pulse width of 40 ns, the simulation results show a non-monotonic relationship between RSC sensitivity and

R}.. A simplified approach to the modelling analysis corroborates this relationship.

ent value. Their usefulness comes from observing their functional
behaviour as other parameters change (i.e. ty and R.).

In this case, the relevant relationship is between interfacial
resistance and the normalized Raman shift coefficient which, as
stated previously, can be equated to the ratio of simulated 2D
layer temperature rises from ns and CW laser heating: ©® =
Twse,.ns/Twse,cw- In particular, it is worth understanding how
small changes in R, impact the simulated temperature rises and
subsequent ® value. This relationship will inform on how sensitive
the experimentally determined ® is at providing precise measure-
ments of R.. To study this relationship, a 2D contour with tpand
R/. as independent variables (Fig. 4a) shows the percent change
in ® after a 10% increase inRj,.. The regions of largest percent
change in ® indicate the most sensitivity to meaningful interfacial

thermal resistance measurements. As Fig. 4a details, shorter pulse
widths correspond to greater percent changes in ©, and therefore
enhanced potential for precise R, measurements. This trend aligns
with our earlier hypothesis: A shorter pulse width contributes to
a smaller thermal diffusion length and subsequent reduced sub-
strate resistance. As the heat transfer effect from the substrate di-
minishes, the heat transfer across the interface becomes more de-
tectable by ET-Raman.

The non-monotonic behaviour of the sensitivity evident in the
2D contours in Fig. 4a is an unexpected result deserving of fur-
ther attention. To confirm and interpret the physics of this trend,
we derive a simple physical model for order analysis to track the
percent changes in © for unit percent change inR/.. The normal-
ized Raman shift coefficient is written in terms of the laser spot
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Fig. 5. 2D contours of the RSC sensitivity to 10% changes in Ry, for the (a) 50x and (b) 100x objective lens. As the laser spot becomes smaller, the RSC becomes less
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broaden and as the objective size increases (i.e. laser spot size reduces).

diameter D, R}, and arbitrary constant coefficients associated with

; ; . @ — aD~2+bR"; D2 _
heating at the substrate and interface: ® = Rt The nu

merator consists of the ns temperature rises due to the substrate
resistance (aD~2) and the interfacial resistance (bR/.D~2). The de-
nominator represents the induced temperature rises at the sub-
strate (fD-!) and interface (gR/.D~2) under CW laser heating. This
modelling follows the reasoning delineated earlier in Section 2 of
this paper.

The next step in modelling analysis involves writing the per-
cent changes of ©® and R{. as differentials. These can be approx-

; A® 90 AR oR”
imated as 9 = % and R,,m" = RT:;. Therefore, the percentage

. . R
change in © for a unit percentage change in R, can be evalu-

A®/O 3O Rt : : :
ated as AR = IR X o Plotting this function for a range

of interfacial resistance values with arbitrarily assigned constants
and laser spot diameter demonstrates the same non-monotonic
relationship exhibited in the simulation results. Fig. 4b shows
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the trend comparison between the derived formula above and
the simulation results of an extracted contour curve pulled from
Fig. 4a at a pulse width of 40 ns. Conceptually, this trend makes
sense considering that an infinitesimally small resistance (essen-
tially zero) at the interface would not be sensitive to any Raman-
based measurement approaches. Once a threshold of interfacial re-
sistance is reached, the sensitivity begins to decay as the resistance
grows.

The 3D numerical thermal modelling also helps clarify the ef-
fect of laser spot size on ET-Raman measurements. Fig. 5 shows
two additional sensitivity contour maps for the 50x and 100x
objective lens. These lenses shrink the ns laser spot size to 0.4
and 0.25 pum, respectively. Similarly, the CW laser spot size re-
duces to 0.7 and 0.4 pm. Clearly, the overall sensitivity to detect-
ing changes in interfacial resistance declines with the laser spot
size while the general conditions for high sensitivity remain the
same - shorter pulse widths and lower resistance values. For ex-
ample, the maximum RSC percent change to 10% changes in R;.
for all laser spot sizes occurs at the smallest pulse width simu-
lated when tg = 2 ns. Additionally, these maxima correspond to the
smallest interfacial resistance values tested: 1.0 x 107 m% K W-!
for the 100x (5.36%), 1.5 x 10-7 m? K W~ for the 50x (6.19%),
and 2.0 x 107 m2 K W~ for the 20x objective (7.29%). This trend
of increasing sensitivity with laser spot size is also true for larger
R/’ and wider pulse widths. When R/. = 1.5 x 1076 m? K W~! and
to = 80 ns, the RSC percent change is 0.95% for 100x, 1.68% for
50x, and 3.35% for 20x. This result is seemingly counterintuitive
given that the interface effect becomes more pronounced as laser
spot diameter decreases. It is suspected that the effect of a smaller
sampling area in the radial spatial domain offsets the enhanced
heat transfer effect at the interface. In other words, a laser spot fo-
cused with a 20x objective covers a greater contact area between
the 2D layer and substrate making larger diameter laser spots more
likely to probe interfacial effects. The physics behind this obser-
vation can be further explained here: When the laser spot size D
shrinks, the total interface resistance quickly goes up following the
order of D=2 while the thermal resistance of the substrate goes up
following the order of D~! in both CW and ns laser heating cases
(when D is very small, the transient heat transfer is rather three-
dimensional in ns laser heating and the total resistance of sub-
strate is proportional to D~1). This makes the thermal resistance of
the substrate much less important in the CW and ns laser heating
conditions. Therefore, the resulting ® is much less affected by the
heat transfer in the substrate. An extreme case would be when D
approaches zero, ® would go to unity, regardless of R value. Any
change in R/, will not change ©, leading to the lowest sensitivity of
measurement.

The effect of the laser pulse width and laser spot size on
RSC sensitivity can be further explained by examining extracted
curves from the 2D sensitivity contours at fixed pulse widths. As
shown in Fig. 5¢,d, the same non-monotonic relationship between
RSC percent change and R/, explained earlier in this section is
evident when the pulse width is set to 10 ns (c) and 70 ns (d)
for all three objective lenses. Note the increasing responsiveness
of the RSC to changes in R/, as laser spot magnification decreases
from 100x to 20x. Additionally, these same plots highlight the
inverse relationship between RSC sensitivity and pulse width.
For the 20x objective case, when ty = 10 ns the maximum RSC
percent is 6.11% which occurs at R/.=3.5x10"7 m? K W~
At the same value of R}, the RSC percent change for the 70 ns
pulse width is only 4.20%. This trend of decreasing sensitivity
as the laser pulse width increases holds true for all magni-
fications and is exemplified in more detail for all the lenses
in Fig. 5¢,d.
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5. Effect of cooling time between laser heating pulses on G
measurement

The repetition rate of the ns pulsed laser also influences the ef-
ficacy of experimental ET-Raman measurements of interfacial ther-
mal conductance. To study the effect of pulse repetition frequency,
multiple simulations were done at a range of frequencies from
10 kHz to 2 MHz. It was expected that high frequency pulsing
would push the induced heating in the sample towards steady
state (similar to CW heating) since the cooling time between con-
secutive pulses would be too short for the sample to return to am-
bient room temperature conditions. This would undoubtedly dull
the capacity for sensitive interfacial resistance measurements since
ET-Raman depends on sufficiently differentiated thermal transport
processes.

The 2D contours of percent change in ® for a given percent
change in R} ultimately confirm this hypothesis. Fig. 6 shows con-
tours for a range of repetition rates. Again, it can be seen that
shorter pulse widths guarantee higher levels of sensitivity no mat-
ter the repetition rate. Also, the same range of resistance values,
from 1 x 10~7 to 7 x 10~7 m% K W—!, remain the most predisposed
to precise R/. measurement. The noticeable trend as the repetition
rate increases is the shrinking of the high sensitivity region in the
2D contours; this region is pushed towards a domain where only
the shortest pulse widths can predict precise interfacial resistance
values. The red area in the 2D contours corresponds to at least
a 7% change in © for a 10% change inR;.. At a pulse repetition
frequency of 2 MHz, the pulse width must be at most 12 ns to
achieve this degree of sensitivity in ET-Raman measurements. On
the other hand, at a repetition rate that allows sufficient cooling
time between consecutive laser pulses, such as 300 kHz, the pulse
width can be up to 20 ns for the same level of sensitivity.

Fig. 6ef illustrate more details on the effect of pulse width and
repetition rate. Both plots show extracted curves from the 2D sen-
sitivity contours at fixed pulse widths of 10 ns (e) and 70 ns (f).
Clearly, the overall responsiveness of the RSC to 10% changes in R},
diminishes as the pulse width grows. Comparison of these plots
also highlights the lower sensitivity of RSC at higher repetition
rates. At an interfacial resistance of 5.0 x 10-7 m? K W~1, the per-
cent change of RSC for the 70 ns pulse width case decreases from
4.44 to 3.05% as the repetition rate goes from 10 kHz to 2 MHz.
Similarly, though to a lesser degree, the percentage change for the
10 ns case goes from 5.92 to 5.78% at the same R}, value.

The analysis of the effect of pulse repetition frequency on ex-
perimental measurements of interfacial thermal resistance con-
firms that accumulated heating in the 2D material-substrate sys-
tem from high frequency pulsed lasers must be considered when
choosing an appropriate repetition rate. It is preferable to choose
a frequency such that the resulting effect of laser irradiation is in-
deed transient heat conduction rather than effectively steady state
heating. Furthermore, choosing a repetition rate that optimizes RSC
responsiveness for a given pulse width must be seriously consid-
ered as well.

6. Significantly reduced sensitivity for G measurement of 2D
materials on Sio,/Si substrate

The final consideration in this study concerns the effect of sub-
strate on sensitivity to precise G measurements. The previous anal-
ysis looks at samples with a fixed fused silica thickness. This thick-
ness is large enough that heat conduction at the interface between
the 2D material and substrate can be isolated and measured. How-
ever, many studies of 2D materials involve thermally grown silicon
dioxide on silicon as the substrate. In this context, thickness of the
dioxide layer can influence thermal transport more strongly and
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can severely influence how sensitive ET-Raman measurements are
at detecting G.

When the dioxide layer is small, after initial laser irradiation,
phonons and hot electrons reach the SiO,/Si interface sooner. Then,
the heat dissipates rapidly because of the high conductivity of sili-
con. This means that if the pulse width of the ns laser is too long
and the dioxide layer is sufficiently thin, the desired transient heat-
ing effect at the 2D material-substrate interface will effectively be
equivalent to steady state heating with a CW laser during the en-
tire length of the pulse. For example, when the thickness of the
dioxide layer is only 100 nm, using the thermal diffusion length
formula from before, the time it takes for heat to be conducted to
the silicon layer is only 11 ns. Thus, a laser with a 200 ns pulse
width (such as the one used in our previous experimental work)
does not provide the necessary time resolution to extract precise
measurements of G using ET-Raman.

In our sensitivity analysis, we examined the effect of different
thicknesses of thermally grown SiO,/Si substrates in measuring in-
terfacial thermal resistance. The simulation results align with the
physics theory outlined above. Fig. 7 shows 2D contours of the sen-
sitivity of the Raman shift coefficient® in distinguishing changes
in R, for SiO,/Si substrates with varying thicknesses of dioxide.
As can be seen in parts (e)-(f), when the dioxide thickness is
400, 200, or 100 nm, the percentage change in ® for 10% changes
in R}, is mostly trivial: The more sensitive region only involving
the shortest of pulse widths (~10 ns) and highest sensitivity lev-
els only possible at sub-nanosecond pulse widths. As the dioxide
thickness increases to 600, 800, and 1000 nm as shown in (a)-
(c), the ® sensitivity exhibits marked improvement. Not until the
dioxide layer reaches 1000 nm does the sensitivity reach the same
degree as in the simulation results for the fused silica substrate
(note that nanoscale devices usually necessitate thermally grown
dioxide layers smaller than 1 pm). For dioxide thicknesses below
1000 nm, the pulse width should be pushed below 10 ns or prefer-
ably sub-ns to ensure ® values are sensitive to changes in interfa-
cial thermal resistance. Therefore, the timescale involved for very
thin dioxide layers requires the use of picosecond or femtosecond
lasers.

Fig. 7g,h expand upon these 2D sensitivity contours by look-
ing at the SiO, thickness effect through extracted curves at fixed
interfacial thermal resistance values. At a relatively low R/ (2.0 x
10-7m2 K W-1), RSC percent changes for a ns laser pulse width
of 10 ns show sizeable variation across the different thicknesses
simulated: The RSC sensitivity at 100 nm thickness is mostly neg-
ligible with a 0.56% change for 10% change in R, while the sen-
sitivity reaches up to 4.81% at 1000 nm SiO, thickness. These ex-
tracted curves show that it is possible to achieve decent measure-
ment resolution of R/ using ET-Raman for appropriately chosen
pulse widths and oxide substrate thicknesses. On the other hand,
for larger R;,. values, the RSC sensitivity fails to reach the same
level of resolution. As shown in Fig. 7h, for a R/. of 1.5 x 1076 m?
K W-1, the RSC percent change never exceeds 2.54% for any com-
bination of SiO, thickness or pulse width.

It should be noted that narrowing the pulse width to sub-
nanosecond lengths will introduce additional factors that compli-
cate the nanoscale heat transfer model used to extract G. At this
timescale, the electron-hole recombination, radiative recombina-
tion efficiency, 2D material bandgap, and hot electron lifetime all
play larger roles in thermal transport. The sub-ns exciton lifetimes
of TMD monolayer materials make electron-hole recombination
particularly more salient when designing a reliable physical model
[33]. For example, WSe, monolayers at room temperature have ex-
citon recombination lifetimes in the range of 1-4 ns [34,35]. This
means mathematical modelling of heat transfer must include elec-
trons as primary energy carriers and contributors to the 2D mate-
rial temperature rise since rates of electron-hole recombination are
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comparable to the timescale of the laser pulse width. Also, given
the photoluminescence of monolayer TMDs, radiative recombina-
tion efficiency adds further complexity to modelling since not all
laser absorbed energy is distributed as heat [24]. Thus, building
a physical model that accurately reflects the energy transfer pro-
cesses involved during a sub-ns laser pulse requires additional pa-
rameters that complicate and prolong data processing.

7. Conclusion

After detailed investigation of the pulsed laser temporal fea-
tures, we conclude that careful consideration of repetition rate and
pulse width can optimize the sensitivity of ET-Raman and enhance
the quality of interfacial thermal conductance measurements. Nu-
merical modelling of steady state and transient heating confirms
high frequency pulsing and longer pulse widths are more likely to
inhibit the ability of ET-Raman to distinguish the heating effect at
the 2D material-substrate interface. Additionally, it is shown that
larger laser spot sizes are more likely to probe interfacial effects
and lead to effective ET-Raman capable of achieving high precision
G measurements. In fact, it is shown that too small laser spot sizes
lead to Raman shift coefficients with little dependency on inter-
facial thermal resistance. It is also concluded that oxide thickness
in Si/Si0, substrates can severely influence the potential for mean-
ingful accounting of heat conduction across the boundary between
2D material and substrate. Commonly used Si/SiO, substrates must
have a sufficient layer of oxide (~1 pm) before G can be properly
measured. These results reveal that pulsed laser temporal features,
laser spot size, as well as substrate thickness deserve special atten-
tion when designing experimental Raman-based methods.
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